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Abstract 

  Silicon and indium tin oxide (ITO) are the active components of the modern day devices. 

ITO is the most used transparent conducting material (TC) in smartphones and other touch panel 

devices, because the required properties of TCs such as low sheet resistance, high optical 

transparency, and stability found in ITO are difficult to match by other materials. However, due to 

its limited geographical availability, susceptibility to conductivity degradation, rising price and 

limited flexibility, which does not favour the demand for flexible devices, there is a need for an 

ideal replacement for ITO and likewise for silicon. Silicon has been the base material in 

microelectronics for over 49 years. However, as a result of the rising demand for miniaturized 

flexible devices further scaling of silicon for use in the active developing field of nanoelectronics 

might lead to performance restriction due to overheating and current leakage through the gate. 

Graphene has a stable structure, high charge carrier mobility, good thermal conductivity, 

high optical transparency, and high tensile strength of 130.5 GPa. In fact, it is the strongest material 

ever to be tested. Due to these fascinating properties, graphene has been proposed as a potential 

replacement for silicon and ITO for use in nanoelectronic and optoelectronic devices. However, 

despite these outstanding properties, it has no band-gap which makes it unsuitable for a direct 

integration in nanoelectronic devices. Aside from these limitations, graphene also has high sheet 

resistance and lower conductivity compared to ITO. These drawbacks likewise limit its application 

as a TC. 

Substitutional doping of graphene with heteroatoms has been extensively reported as a 

facile approach for tailoring the properties in order to increase its applicability range to the field 

of nanoelectronics and optoelectronics. Despite the gigantic stride that has been achieved through 

first-principles calculations in predicting nanomaterials that satisfy the aforementioned 
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applications, synthesizing experimentally such heteroatom-doped graphene with the required 

specifications remains a contending issue. As a result, other heteroatom-doped graphene are being 

explored to determine if they would be amenable for synthesis experimentally. 

In this study, for the first time, ab initio calculations within the framework of density 

functional theory were performed to study the vibrational, electronic structure, structural and 

optical properties of beryllium/nitrogen (Be-N) and beryllium/sulphur (Be-S) co-doped graphene. 

It is observed that Be-S co-doped graphene is thermodynamically stable, has no metallic character 

and the band-gap can be tuned from zero to 0.7 eV by increasing the impurity concentration. A 

minimum band-gap of 0.4 eV is required for ON/OFF ratio in a transistor with graphene platform. 

Thus, the calculated value of the band-gap of Be-S co-doped graphene meets this specification. In 

addition, Be-N co-doped graphene was found to be also thermodynamically stable due to the 

absence of negative frequencies in the phonon dispersion. Interestingly, it exhibits both metallic 

and semiconducting character, and the band-gap can be tuned from zero up to 1.88 eV depending 

on the impurity concentration of the system. The presence of metallic character implies that the 

system is highly conductive as compared to pristine graphene. Moreover, the analysis of the optical 

spectrum shows that the system is transparent within the optical frequency of 7.0-10 eV for the 

parallel polarisation of the electromagnetic field irrespective of the impurity concentration. Thus, 

the interesting properties of Be-N co-doped graphene make it an alternative proposition as a 

replacement for ITO. However further research is needed to determine the work-function of this 

material to know if the application as a transparent electrode material in a photovoltaic is imminent. 

This study contributes to the on-going research of finding alternative nanomaterials to replace 

silicon and ITO for use in the field of nanoelectronics and optoelectronics respectively. 
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Chapter 1  
 

Introduction 
 

1.1 Background and motivation 
 

The discovery of graphene and the realization of its remarkable properties have sparked intense 

research interest in the field of nanoelectronics and optoelectronics as it has been lauded as a 

promising replacement for both silicon (Si) and indium tin oxide (ITO) in future flexible nanoscale 

devices. Graphene is a two dimensional (2D) hexagonal sheet of sp2 hybridized carbon atoms. The 

two carbon atoms (𝛼 and 𝛽) of the unit cell are in non-equivalent positions forming two 

interpenetrating triangular sublattices as shown in Figure 1.1 The unit cell of graphene has two carbon 

atoms. The two non-equivalent sites are denoted by 𝜶 and 𝜷 where 𝒂ሬሬ⃗  and 𝒃ሬሬ⃗  denote the primitive unit 

vectors. It is well-known to be the basic and integral part of other graphitic carbon materials such 

as carbon nanotubes, fullerenes (buckyball) and graphite [1]–[4]. Graphene’s existence was 

predicted theoretically by P.R. Wallace in 1947 [1]. However, it was considered to be unstable due 

to the thermal fluctuations [3], [5], in what was popularly known as the Landau-Peierls arguments. 

Interestingly, in 2004, Novoselov et al.[6] isolated graphene from ordered pyrolytic graphite 

through micromechanical exfoliation (often referred to as the scotch-tape method). Ever since the 

isolation, the material has gained widespread attention among researchers due to its exceptional 

properties. That is, it is known to be stable [7], mechanically strong [8], have a high charge carrier 

mobility [4], [9]–[12], excellent thermal conductivity [13], [14], together with the outstanding 

electrical [1] and optical characteristics [8], [9], [15], [16].  
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Figure 1.1 The unit cell of graphene has two carbon atoms. The two non-equivalent sites are 

denoted by 𝜶 and 𝜷 where 𝒂ሬሬ⃗  and 𝒃ሬሬ⃗  denote the primitive unit vectors 

 

Flexible and stretchable electronic components are more useful than the rigid ones and are 

sought after for device applications (such as displays, solar cells, light emitters, and touch panels). 

In optoelectronic devices, transparent conductors (TCs) are the active components and are 

typically made from ITO simply because of its relatively low sheet resistance and optical 

transparency. However, ITO is limited in supply, expensive, and suffers from poor mechanical 

strength which compromises the rising demand for flexible nanoscale devices. Due to the poor 

mechanical properties, when bent or stretched, the material tends to crack leading to the 

degradation of the electrical properties. As a result of these drawbacks, there is a need for an 

alternative to ITO and similarly Si for use in the future nanoscale devices. For Si, which is often 

used in conjunction with ITO in some devices, the technology is at the critical stage and further 

scaling of the component might lead to overheating and consequently performance restriction. Due 

to the extraordinary properties, graphene has emerged as an ideal material to overcome the 

limitations suffered by both Si and ITO. However, graphene has a relatively high sheet resistance 

as compared to ITO [17], and this shortcoming limits its application as a TC material. The 2D 
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material also has no band-gap which makes it difficult for a direct integration in nanoelectronic 

devices. 

There are different approaches (superstructure fabrication, functionalization, application of 

electric field, deposition of graphene on a substrate, heteroatom doping ) [18]–[20] that could be 

employed to open up an electronic energy gap in graphene. Out of these approaches, doping of 

graphene with heteroatoms is often the preferred technique because impurities are the major 

scatterers that control the intrinsic electronic and transport properties of crystals. As such, this 

method, which is also known as chemical doping, could be used to create a sizeable band-gap in 

graphene (by symmetry breaking) while reducing the sheet resistance as a result of the increase in 

the carrier concentration. Heteroatoms doping of graphene means an act of replacing the carbon 

atoms of graphene with any elements in the periodic table, apart from the carbon, hydrogen, and 

elements with filled valence shells. Although nitrogen (N) and boron (B) atom are the natural 

substitutes for the carbon atoms of graphene as a result of the size of their atomic radii, which are 

almost equal to that of a carbon atom, other light elements such as beryllium (Be) and sulphur (S) 

are being investigated to tailor the properties of graphene. While light elements like N [21], [22], 

B [21], [23], Be [23], etc. have been studied from the first-principles to tailor the properties of 

graphene, this research area is far from being exhausted. Since the electronic and optical properties 

of graphene could be altered by the type and amount of the heteroatoms present in the matrix, a 

new study could be directed at investigating the effect of the above named heteroatoms co-doping 

(i.e. using a pair of dissimilar atoms simultaneously) of graphene on the stability, electronic and 

optical properties of the system. For example, the electronic and optical properties of systems like 

Be-S and Be-N co-doped graphene have rarely been studied.  
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In this thesis, for the first time, ab initio calculations within the framework of density 

functional theory (DFT), as implemented in Vienna ab initio Simulation Package (VASP) [24], 

[25], were performed to study the vibrational, electronic, structural and optical properties of Be-N 

and Be-S co-doped graphene for potential applications in nanoelectronic and optoelectronic 

devices. Moreover, the isomerization and the impurity concentration effects on the aforementioned 

properties of the systems were taken into consideration. The method that replaces the chemical 

inert core of electrons with pseudopotentials was employed for the calculations. Frequently used 

pseudopotentials are the ultrasoft [26], the norm-conserving [27] and the projector-augmented 

wave (PAW) [28] pseudopotentials. The latter, which was introduced by Blöchl and the most 

popular, was used in this study. The use of DFT involves the specification of an exchange-

correlation functional in order to compute the ground state energy of the system. These functionals 

could be classified as the local density approximation (LDA) [29], generalised gradient 

approximation (GGA) (e.g Perdew, Burke and Ernzerhof (PBE)) [30] , and  range-separated hybrid 

functionals (e.g. Heyd, Scuseria, and Ernzerhof (HSE) [31] to name but a few. The two exchange-

correlation functionals that were used in this study are the GGA and HSE. While the GGA usually 

gives an acceptable result for the lattice constant of semiconductors, it often underestimates the 

band-gaps [32]. In contrast, HSE usually gives accurate results of the band-gap of semiconductors 

[32]. For the optical properties of the systems, the linear dielectric response was calculated using 

first-order time-dependent perturbation theory within the dipole approximation [33].  

1.2 Aims and objectives 
 

The aim of this study is to explore the stability, electronic and optical properties of pristine 

and Be-S and Be-N co-doped graphene from the first-principles within the framework of density 
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functional theory for prospective applications in nanoelectronic and optoelectronic devices. In 

order to achieve this aim, the research will be conducted to attain the following objectives: 

1. A test of convergence will be performed with respect to the kinetic energy cut-off to determine 

the accurate Kohn-Sham orbitals in the plane wave basis. 

2. Calculation of the right k-points for the Brillouin zone sampling of all the systems will also be 

performed.  

3. Structural optimisation of the systems will be performed in order to get the right equilibrium 

lattice constant and bond length to be used in the rest of the calculations. 

4. The defect formation energy of the doped graphene will be investigated to understand how the 

impurities in the system prefer to co-exist. 

5. Phonon calculation at 0 K will be performed to assess if the heteroatom-doped graphene at 

different impurity concentration are dynamically stable. 

6. The electronic properties, such as total densities of state and band structures of the systems will 

be calculated in order to determine their electrical conductivities. 

7. The dielectric response in the long wavelength limit of all the systems of study will be calculated 

in order to analyze their corresponding optical properties. 

8. All the results of this study, where necessary, will be compared with the data from the literature 

for the purpose of validation. 
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1.3 Thesis outline 
 

This thesis is sectioned into five chapters as follows:  

Chapter 1 gives the motivation of the study, aims, and objectives of the thesis. 

Chapter 2 presents a brief technical background on the structural, electronic and optical properties 

of graphene along with the relevant past studies in the literature. 

Chapter 3 provides a brief overview of the theoretical background of density functional theory 

along with the implementation that is relevant to this thesis. 

Chapter 4 contains the results and discussion of the study.  

             4.2. The tests of convergence with respect to k-point and energy cut-off were discussed. 

             4.3. The stability and electronic structures of beryllium and sulphur co-doped graphene 

are discussed. 

             4.4. The dynamic stability, electronic and optical properties of beryllium and nitrogen co-

doped graphene are presented. 

             4.5. The lattice dynamics and optical properties of beryllium and sulphur co-doped 

graphene are reported. 

Chapter 5 gives general concluding remarks and future prospects that might emanate from the 

study. 
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Chapter 2  
 

Literature Review 
 

This chapter presents a brief technical background on the structural, electronic and optical 

properties of graphene along with the relevant past studies in the literature. 

2.1  Background of carbon material 
 

Discovered through exploration earlier as charcoal, carbon was famously named by A.L. 

Lavoisier in 1789 [1] and is commonly found in nature. It occupies the group IV of period III of 

the periodic table. The atom is made up of 6 protons, 6 electrons, and “A” neutrons which can 

assume any of 6, 7 and 8 value to form the isotopes 12C, 13C, and 14C, respectively. While the first 

two isotopes are stable, 12C with a nuclear spin I=0 is the most abundant with 99% occurrence 

among the carbon isotopes in nature. 13C, with a nuclear spin I=1/2, is the next with 1% of all 

carbon atoms. 14C rarely occurs; nevertheless, it is vital for archaeological dating to estimate the 

biological activity of organic materials. In general, carbon has many allotropes such as graphite, 

diamond, fullerene, carbon nanotubes (CNTs), and graphene. Thermodynamically, all the 

allotropes formed by carbon are stable and the carbon can react under a high temperature with 

oxygen to form carbon dioxide [2].  

In the ground state, the configuration of the 6 electrons is given as 1s22s22p2. The inner 

shell (1s) is occupied by two electrons and does not take part in chemical reactions. The remaining 

4 electrons occupy 2s and 2p orbitals. Since the energy of the 2p orbitals ( 𝑝௫ , 𝑝௬ , and 𝑝௭) is 4 eV 

higher than 2s, the 2p orbital is filled with the last two electrons after 2 s. However, it is 

energetically more favourable to promote one electron from 2s to 2𝑝௭, in order to be able to form 

covalent bonds with other atoms such as H, O, C and etc. The energy gained from such covalent 
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bond is higher than 4 eV that must be overcome in the electronic excitation. In the excited state, 

four equivalent quantum orbitals  2𝑠, 2𝑝௫, 2𝑝௬ and 2𝑝௭ are formed. The superposition of the state 

|2𝑠⟩ with n |2𝑝௝⟩ states is termed spn hybridization. Where n=1, 2 or 3 and j=x, y, or z. 

2.2  Hybridization in carbon 
 

2.2.1 Diamond—sp3 hybridization 
 

The superposition of 2s and all the three 2p orbitals form sp3 hybridization. An example of 

this hybridization is diamond and the carbon atoms are bonded together to form a tetrahedron (see 

Figure 2.1 (a)). The crystal lattice contains two interpenetrating face-centred-cubic (fcc) lattices 

with a lattice constant of 0.357 nm as shown in Figure 2.1 (b). Diamond is one of the hardest natural 

materials ever observed because all the bonds are 𝜎-bonds. It is reported to have a high bulk 

modulus of 443 GPa [3] and Young’s modulus of 1050 GPa [4], [5]. Due to the fact that all the 

valence electrons are employed in the formation of 𝜎-bonds, diamond is an insulator with a large 

band-gap of 5.47 eV [6]. As a result, the thermal conductivity is within 1000–2200 W.m-1.K-1 [7]. 

The applications involving the use of diamond tends to explore the hardness and the low electrical 

conductivity of the material. For instance, in most industrial applications, it is used for drilling, 

cutting, polishing, grinding, etc. 
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Figure 2.1 (a) Tetrahedron sp3 hybridization of carbon atoms (b) the unit cell of carbon with the 
diamond structure. 

 

2.2.2  Graphene and graphite—sp2 hybridization 
 

The superposition of the 2s and the two of 2p orbitals (|2𝑝௫⟩ and|2𝑝௬⟩ states) would result 

in the formation of planar sp2 hybridization (Figure 2.2 (a)). While these orbitals are aligned in the 

xy-plane with 1200 mutual angles between them, the 2𝑝௭ hybridized orbital is oriented 

perpendicular to the plane. A noticeable example of this hybridization is graphene, a layer of 

graphite (Figure 2.2 (b)). Multiple layers of graphene would form graphite when they are stacked 

together with the ABAB… sequence (see Figure 2.2 (b)). All the layers of graphite are loosely 

bounded via the weak Van der Waals force which accounts for the softness of graphite. The 

delocalized electron from each of the carbon atom forms a π‒electron cloud which makes graphite 

an electrical conductor. The bond length between the carbon atoms is 1.42 Å and the interlayer 

distance is 3.34 Å [8]. It is anisotropic [9] due to the in-plane metallic bonding, has good electrical 

and thermal conductivity along the plane of the layers. However, it is a poor electrical and thermal 

conductor along the perpendicular to the plane of the layers due to the presence of the weak Van 
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der Waals forces. Unlike diamond, graphite electrical conductivity enables it to be useful as 

electrochemical electrodes and electric brushes. 

 

Figure 2.2 (a) sp2 hybridization of carbon atoms (b) the unit cell of graphite with ABA stacking. 

 

2.3 Graphene 
 

2.3.1 The graphene structure 
 

As mentioned earlier, the carbon atoms in graphene formed honeycomb lattice due to sp2 

hybridization. The honeycomb is not a Bravais lattice due to the non-equivalent neighboring lattice 

sites. Graphene has two sublattices, α, and β. Figure 2.3 shows that any site on the A sublattice has 

three nearest neighbors (nn) in the direction of the north-west, north-east, and south, while south-

east, south-west, and north are the directions of the nn of a site on the sublattice B.  
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Figure 2.3 Honeycomb lattice of graphene with 𝜶 𝒂𝒏𝒅 𝜷 sublattices where 𝒂ሬሬ⃗ 𝟏 and 𝒂ሬሬ⃗ 𝟐 are the 
primitive unit vectors of the system.  

However, α and β are triangular [10], [11] Bravais lattices, as such the honeycomb lattice could 

be described as a triangular Bravais lattice with two atoms per unit cell. The shortest distance 

between any two closest carbon atoms is 0.142 nm. The three vectors (δሬ⃗ ଵ, δሬ⃗ ଶ, and δሬ⃗ ଷ) connecting 

any site on the sublattice α with the nn on the sublattice β are given by equation (2.1): 

 𝛿ଵ
ሬሬሬ⃗ =

𝑎

2
൫√3𝑒̂௫ + 𝑒̂௬൯, 𝛿ଶ

ሬሬሬሬ⃗ =
𝑎

2
൫−√3𝑒̂௫ + 𝑒̂௬൯, 𝛿ଷ

ሬሬሬሬ⃗ = −𝑎𝑒̂௬  (2.1) 

while the primitive vectors for the triangular Bravais lattice is expressed using equation (2.2) 

 𝑎⃗ଵ = √3𝑎𝑒̂௫ ;    𝑎⃗ଶ =
√3𝑎

2
(𝑒̂௫ + √3𝑒̂௬) (2.2) 

The average carbon-carbon distance is denoted by “a” in both equation (2.1) and (2.2) and it is 

about 1.42 Å. The modulus of the primitive vectors yields the lattice constant, |aଵሬሬሬ⃗ | = |aଶሬሬሬሬ⃗ | =

2.46 Å while the area of the unit cell A୳ୡୣ୪ =
ଷ

ଶ
√3 aଶ = 0.051 nm2. The density of the carbon atoms 

is, thus, nୡ =
ଶ

୅౫ౙ౛ౢ
=39 nm-2. This number is equal to the π-electron density in graphene since 

there is one π-electron per carbon atom in graphene.  

The reciprocal lattice of graphene, which is defined in relation to the triangular Bravais lattice, is 

shown in Figure 2.4. It is spanned by the vectors in equation (2.3): 
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Figure 2.4 Reciprocal lattice of graphene in two dimension where 𝐚ሬ⃗ 𝟏
∗  and 𝐚ሬ⃗ 𝟐

∗  are the primitive 
vectors. The shaded region denotes the first BZ with Γ center and other unique high symmetry 
points, Ks and Ms.  

 𝑎⃗ଵ
∗ =

2𝜋

√3𝑎
ቆ𝑒̂௫ −

𝑒̂௬

√3
ቇ   𝑎𝑛𝑑  𝑎⃗ଶ

∗ =
4𝜋

3𝑎
𝑒̂௬ (2.3) 

where aሬ⃗ ଵ
∗  and aሬ⃗ ଶ

∗  are the reciprocal lattice vectors. The shaded part, indicates the first Brillouin 

zone (BZ) as shown in Fig 2.4, showing a set of non-equivalent points in the reciprocal space. At 

the centre of the BZ, which is designated as the Γ point, the long wavelength excitations are found 

within the vicinity. Other points such as Ms, and Ks are other high-symmetry K-points of which 

K and K′ are represented as: 

 ±𝐾ሬሬ⃗ = ±
4𝜋

3√3𝑎
𝑒̂௫ (2.4) 

2.3.2 The electronic properties of graphene 
 

The touching of the valence and conduction bands at the Dirac points makes graphene a 

zero-gap semiconductor (see Figure 2.5). The Dirac points are points on the edge of the Brillouin 

zone in the momentum space. There are three pairs of Dirac points. With symmetry, the points 

could be reduced to a pair of independent K and K′ point. In the low energies region, which is 

essential in the electron transport, the bands have a linear dispersion relation and the band structure 
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could be regarded as two cones touching at the Dirac point (see Figure 2.5). The electrons within 1 

eV of the Dirac energy possess a linear dispersion relation. This linear dispersion relation is well-

expressed by the Dirac equation for massless fermions.  

 

Figure 2.5 (a) 3D bandstructure of graphene with one of the Dirac points blown out of 
proportion. Adapted with the permission from Neto [10]. 

 

This implies that the effective mass of the charge carriers in this energy region is zero. Generally, 

the dispersion relation around the K points is expressed as: 

 𝐸±(𝑘) ≈ ±ℏ𝑣௙|𝑘 − 𝐾| (2.5) 

Equation (2.5) is related to the spectrum of the Dirac Hamiltonian for low-energy Dirac particle 

and it is expressed as follows: 

 ℋ௄ = ℏ𝑣ி ቆ
0 𝑘௫ − 𝑖𝑘௬

𝑘௫ + 𝑖𝑘௬ 0
ቇ = ℏ𝑣ி𝜎⃗ · 𝑘ሬ⃗   (2.6) 

Equation (2.6) is simply the tight binding result [12] expanded in the vicinity of K while the 

corresponding equation close to point K′ is given by equation (2.7). 

 ℋ௄ᇲ = ℏ𝑣ி𝜎⃗∗ · 𝑘ሬ⃗   (2.7) 
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where σሬሬ⃗  is the Pauli matrices in two dimensions, * represents the complex conjugate, v୊ ≈ 10଺m/s 

(which is 1/300th of the light in the vacuum) is the Fermi velocity, and kሬ⃗  is the wavevector. In 

graphene, the charge particles act like relativistic particles with the speed given by the Fermi 

velocity. This unique behaviour accounts, in part, for the huge research interest in graphene.  

2.3.3 The electronic density of state (DOS) of graphene 
 

The electronic density of states (DOS) could be used to characterise the electrical 

conductivity of graphene. The theoretical DOS of graphene is shown in Figure 2.6 and the features 

of the graph reaffirm the semi-metallic behaviour of the system. Due to the touching of the valence 

and conduction bands, the DOS of the system has a zero band-gap. This feature is in sharp contrast 

to what is obtainable in diamond, another allotrope of carbon known to have a wide band-gap of 

5.47 eV [6]. 

            The theoretical DOS per unit cell (ρ(E)) of graphene can be derived through equation (2.8): 

 𝜌(𝐸) =
1

𝐴௖

𝑑𝑁

𝑑𝐸
=

1

𝐴

𝑑𝑁

𝑑𝑘

𝑑𝑘

𝑑𝐸
 (2.8) 

where Aୡ is the area of the unit cell; N which is the number of states, for a two-dimensional 

material, can be expressed by equation (2.9): 

 𝑁 =
𝐴௖𝑘ଶ

2𝜋
→

𝑑𝑁

𝑑𝑘
=

𝐴௖𝑘

𝜋
 (2.9) 

Thus, the DOS per unit cell (ρ(E)) of graphene in the vicinity of a Dirac point is given by equation 

(2.10), and is obtained by combining equation (2.5), (2.8) and (2.9) together.  

 𝜌(𝐸) =
2

𝜋ℎଶ

|𝐸|

𝑣ி
ଶ
 (2.10) 
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Figure 2.6 The density of states (DOS), 𝝆, of a monolayer graphene system at different energies, 
E. Reproduced with the permission from Neto [10]. 

 

2.3.4 The vibrational properties of graphene 
 

The vibrational properties of graphene are important in understanding the high thermal 

conductivity of the system. Moreover, they are also responsible for other attributes of graphene 

such as the structural stability via the absence of imaginary modes, optical properties through 

phonon-phonon scattering (as in the case of Raman scattering) and the electronic properties 

through electron-phonon scattering. 

The vibrational properties of graphene could be understood with the aid of the phonon 

dispersion relation. Some experimental methods have been employed to measure the phonon 

dispersions of graphite as well as graphene, for example, electron loss spectroscopy (EELS) [13], 

inelastic neutron scattering [14], high-resolution electron-energy-loss spectroscopy (HREELS) 

[15], and inelastic x-ray scattering (IXS) [16], [17]. However, the measurements made with these 

spectroscopies require a large amount of quality samples and are restricted to specific directions 
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or phonon modes. Some of these aforementioned methods have been used to carry out phonon 

studies of graphite. Recently, using IXS Mohr et al.[16] reported optical and acoustic phonon 

modes measurements of graphite along Γ-K-M-Γ directions. The measurements were found to be 

very close. The G band in the layers of graphene has been measured through Raman scattering 

[18]–[21]. It was reported that as the number of layers of graphene changes, the intensity and 

position of second order D and the first order G band of Raman spectra change as well [18], [19]. 

Theoretically, Grüneis et al.[22] reported the phonon dispersions of graphite employing the fourth 

nearest-neighbor force constant (4NNFC) technique. However, as a result of the Kohn anomaly at 

Γ and K point, it has been argued that it is not possible to get the right phonon dispersions near Γ 

and K using the force constant method [23]. Dubay and Kresse [24] investigated phonon dispersion 

calculations of graphite using density functional theory (DFT) within the framework of local 

density approximation (LDA). Their results are consistent with the phonon measurements by 

HREELS. Wirtz and Rubio [25] performed phonon dispersion calculations of graphite using the 

generalized gradient approximation (GGA) and LDA, the results obtained are in good agreement 

with the vast majority of the experimental data points plotted together. Mounet and Marzari [26], 

at the level of GGA-PBE, reported a comprehensive calculation of the phonon dispersion of 

graphite and graphene.  

 Linear-response [27] and the direct approach [28], [29] are the two implementations 

widely used for the first-principles computation of lattice dynamics. With the linear-response 

approach, the dynamical matrix is evaluated at a predefined coarse grid in the BZ via the density 

functional perturbation theory [27], [30], [31]. To obtain the interatomic force constant on the 

corresponding real space grid, the backward Fourier transform of the computed dynamical matrix 

at the coarse wave- vector grid is used. However, with the direct approach, the force constants are 
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first calculated through a predefined reference supercell of the unit cell. The direct approach, in 

the literature, is also known as the frozen-phonon approach, the small-displacement method or the 

supercell method. In order to obtain phonon frequencies of a given crystal, the ground state energy, 

expressed as a function of the atom positions, could be expanded within harmonic approximation 

as:  

 

𝐸(… 𝑟(𝑙, 𝑘) … 𝑟(𝑙ᇱ, 𝑘ᇱ) … )

= 𝐸௢ +
1

2
෍ 𝛷(𝑙, 𝑘; 𝑙ᇱ, 𝑘ᇱ)𝑈(𝑙, 𝑘)𝑈(𝑙ᇱ, 𝑘ᇱ)

௟,௞,௟ᇲ,௞ᇲ

+ 𝑂(𝑈ଷ) 
(2.11) 

where r⃗(l, k) is the position of l-th atom in the k-th unit cell; Eo is the equilibrium energy and U is 

the displacement of any of the system. The elements of the interatomic force constants Φ஑ஒ matrix 

are expressed as: 

 𝜙ఈ,ఉ(𝑙, 𝑘; 𝑙ᇱ, 𝑘ᇱ) =
𝜕ଶ𝐸

𝜕𝑟ఈ(𝑙, 𝑘)𝜕𝑟ఉ(𝑙ᇱ, 𝑘ᇱ)
 (2.12) 

where the Cartesian indices are denoted by α and β. In the finite displacement method, equation 

(2.12) could be further expressed as: 

 𝜙ఈ,ఉ(𝑙, 𝑘; 𝑙ᇱ, 𝑘ᇱ) =
𝐹ఉ൫𝑙ᇱ, 𝑘ᇱ; 𝛥𝑟ఈ(𝑙, 𝑘)൯ − 𝐹ఉ(𝑙ᇱ, 𝑘ᇱ)

𝛥𝑟ఈ(𝑙, 𝑘)
 (2.13) 

where Fβ(l,k) is the force in the direction of β on the atom (l,k), and the finite displacement is 

represented as Δr஑. With equation (2.13) the interatomic constants ϕα,β, and the dynamical matrix 

can be calculated. Thus, for a given wave vector q and mode i , the phonon frequency ω𝐪𝐢 can be 

obtained by diagonalizing the dynamical matrix. 

The phonon dispersion curves ref.[32] of a unit cell of graphene computed using the direct 

approach, from first principles at the level of GGA-PBE, is shown in Figure 2.7, which is displayed 
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along with a theoretical ref.[33] and experimental ref.[34] curve. The two atoms in the unit cell of 

graphene correspond to six allowed modes. The ZA (acoustic) and ZO (optical) are the out-of-

plane vibrations while the in-plane vibrations correspond to transverse acoustic (TA), transverse 

optical (TO), longitudinal acoustic (LA), and longitudinal optical (LO). 

 

Figure 2.7 The calculated phonon curve of pure graphene (solid lines) ref.[32], (theoretical) 
(dashed lines) ref.[33] and (red squares) (experimental curve) ref.[34]. Reproduced with the 
permission from Mann [32]. 

 

The main feature of Figure 2.7 is the existence ZA mode also known as flexural mode [35] which 

is the least frequency and the easiest to excite. The mode, which is only derivable from 2D systems, 

originated from the surface interactions and it is quadratic in the vicinity of Γ point. This quadratic 

nature of ZA mode around the Γ point in Figure 2.7 is in contrast with the linear dispersion obtained 

using the atomic potentials containing three parameters [36]. Interestingly, the experimental curves 

(red) tend to be in agreement with the quadratic behavior at the Γ point. 
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One of the consequences of the graphene phonon dispersion relation is the high value of the in-

plane sound velocity, cph ≈ 20 km/s [36] leading to high thermal conductivities. The thermal 

conductivity κ, from the kinetic theory of gases, is given by equation (2.14): 

 𝜅 ∼ 𝑐௣௛𝐶௩(𝑇)𝜆 (2.14) 

where Cv(T) denotes the specific heat per unit volume, and the phonon free mean path is 

represented by λ. cph of graphene is very high, consequently, a high thermal conductivity is 

expected. This is indeed the case, as obtained in experiments at almost room temperature gives κ 

≃ 3080–5150 W/mK and a phonon free mean path of λ=775 nm for a given set of graphene flakes 

[37], [38]. In recent experimental reports, smaller values between 600 and 3000 W/mK [39]–[41] 

of free-standing graphene have been reported. However, these values are among the highest ever 

measured from any material till date. Thus, the results of the thermal conductivities of graphene 

indicate that the material is a potential candidate for applications in nano or even microelectronic 

devices. Since a high thermal conductivity enhances the diffusion of heat away easily from the 

devices. 

2.3.5 The optical properties of graphene 
 

The research on graphene has shown that the material exhibits unique optical properties 

[42] which can be ascribed to the linear dispersion of the band structure, zero band-gap and the 

strong interactions of the Dirac Fermions with light [43], and high speed operation [44] along with 

gate variable conductivity [45]. These properties are very useful for addressing the future needs of 

the electro-optic modulators. The growing interest of graphene in photonics and optoelectronics 

could also be attributed to the potential application of the material in solar cells, light-emitting 

devices, touch panel, photo-detectors, ultrafast lasers, etc.  
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Due to the optical transparency, graphene has emerged as a potential transparent coating 

material. The absorption in graphene covers a wide spectra range which is contributed by intraband 

and interband transitions. From the visible to near infrared region, the absorption is modeled by 

interband transitions which is frequency independent and described by the fine structure constant 

[43], [46]. In the far infrared region, the optical response arises from the intraband transitions or 

free carrier absorption [47]. Due to the momentum mismatch, direct optical absorption is not 

possible via intraband transition. In order for momentum to be conserved, photon scattering 

eventuates and accompanied by population inversion of the free carriers in the vicinity of the K-

point. For light polarization that is parallel or perpendicular to the plane of the sheet, the optical 

absorption of graphene is anisotropic. In graphene, the conductivity due to free carriers’ absorption 

portrays Drude like frequency dependence [48]. As compared to graphite, it has been reported 

experimentally that the optical energy loss spectrum of graphene exhibit a redshift, π+σ electron 

plasmon and disappearance of bulk plasmon [49], [50]. This optical characteristic can be used to 

differentiate graphene from graphite. For example, Eberlein et al. [51] revealed that π and π+σ 

surface plasmon modes in free suspended graphene occur at 4.7 and 14.6 eV respectively, whereas 

in bulk graphite, the modes are found at 7 and 25 eV. The observed redshift is noted to decrease 

as the number of layers of the system reduces. 

The origins of the different peaks in the optical spectrum of graphene or the heteroatom 

doped graphene could be explained by taking into consideration many-body effects such as 

electron-electron (e–e) and electron-hole interactions. Bethe-Salpeter equations [52] coupled with 

Green’s function (GW) [53] could easily be used to address these many-body effects. Taking into 

account the computational cost of this method, the self-energy correction and excitonic effects 

almost cancel out as demonstrated in the calculations of the absorption spectra graphene layers 
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using GW-RPA and GW-BSE [54]–[56]. Likewise, GW calculations sometimes give optical 

modes of two-dimensional materials that cannot be measured within the context of an experiment 

[55], [57]. Hence, it is assumed that the optical properties of graphene and the modified form could 

be studied within the context of the independent particles approximation of the complex dielectric 

function[56].  

Generally, the optical properties of a system could be calculated with the frequency dependent 

complex dielectric function ε(ω) (see equation(2.15)); where ε2 denotes the imaginary component 

which can be computed using first-order time-dependent perturbation theory in the framework of 

simple dipole approximation.  The Local Field Effects (LFE), which is the changes in the periodic 

part of the potential, can be included within random phase approximation (RPA). 

 𝜀(𝜔) = 𝜀ଵ(𝜔) + 𝑖𝜀ଶ(𝜔) (2.15) 

In the limit of long wavelength, ε2 could be expressed as: 

 𝜀ଶ(𝑞 → 0, 𝜔) =
2𝑒ଶ𝜋

𝑉𝜀଴
෍ |⟨𝜓௞

௖ |𝑢ሬ⃗ ⋅ 𝑟|𝜓௞
௩⟩|ଶ

௖,௩,௞

𝛿(𝐸௞
௖ − 𝐸௞

௩ − 𝜔) (2.16) 

where ‘c’ and ‘v’ denote the band indices which correspond to the conduction and the valence 

bands; V, ε0, and ω (in eV) are the volume of the unit cell, free space permittivity and a certain 

frequency of the incident electromagnetic wave (EM) respectively; uሬ⃗  and r⃗ represent the 

polarization vector of the incident EM field and the position vector. The eigenfunctions of the 

valence (v) and conduction (c) band of the systems at a k-point are represented by ψ୩
୴ and ψ୩

ୡ  

respectively while the E୩
ୡ and E୩

୴ correspond to the eigenvalues. The εଵ (see equation (2.17)), which 

is the real part of the frequency dependent dielectric function, can be calculated from εଶ using the 

Kramers-Krönig transformation: 
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 𝜀ଵ(𝜔) = ℜ𝑒[𝜀(𝑞 → 0, 𝜔)] = 1 +
2

𝜋
𝑃 න

𝑑𝜔ᇱ𝜀ଶ(𝜔ᇱ)𝜔ᇱ

𝜔ᇱଶ − 𝜔ଶ + 𝑖𝜂

ஶ

଴

 (2.17) 

where P represents the Cauchy principal value. The technique is reported in Ref.[58]. It is worth 

mentioning that 𝜀ଵ and 𝜀ଶ could have two independent components which correspond to the two 

polarizations of the electric field vectors with respect to the plane of the given systems. The two 

polarizations could be termed parallel (i.e. the polarized vector is along the plane of the system) 

and perpendicular (i.e., the polarized field vector is out of the plane of the system) polarization. 

The Drude term is associated with the intraband transitions which are prevalent at low photon 

energies. It is worth stating that equation (2.16) has no Drude component. As a result, only 

interband transitions above 1.0 eV can be analyzed effectively with the expression.  

 

 

Figure 2.8 (a). Theoretical and experimental perpendicular dielectric functions (𝝐𝟐
ୄ). The solid 

line (Ref.[59]) is from theoretical data, while the dotted (Ref.[60]) and the dashed (Ref.[61]) 
lines are from experiments. (b) The theoretical and experimental parallel dielectric functions (𝝐𝟐

∥ ) 
of graphite. The solid line is the theoretical 𝝐𝟐

∥ , the dotted and the dashed lines are the 
experimental values obtained from optical measurement (Ref.[62]) and the electron energy loss 
spectra (Ref.[61]) respectively. Reproduced with the permission from Daniel [61] 

 

(a) (b) 
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The anisotropic dielectric spectra of graphite are depicted in Figure 2.8 (a) and (b). The two figures 

compared theoretical and experimental curves of the imaginary part of both the parallel and 

perpendicular dielectric function. In Figure 2.8 (a) and (b), the experimental data were obtained 

from [61]. The features of the spectra could be properly analyzed in terms of the major peaks. The 

theoretical spectrum in Figure 2.8 (a) has two major peaks at ∼4 , ∼15 eV and a minimum in the 

vicinity of ∼9 eV. The positions of these peaks are in accordance with the corresponding 

experimentally observed peaks in Figure 2.8 (a). The agreement between the theory and the 

experiment demonstrates the reliability of the theoretical approach employed for the calculations. 

As regard to Figure 2.8 (b), the calculated spectrum has two dominant peaks at ∼4 eV and a larger 

peak with two spikes at ∼11-14 eV. It is worth pointing out there are inconsistencies between the 

theory and the experiments. However, the theory agreed with the experiment within the photon 

energy interval of 11–14 eV. The experimental data were obtained from the electron-energy-loss 

spectra (the dashed line) and the optical measurement (the dotted line). It can be seen that the two 

measurements are not consistent. The inconsistency between the two measurements could be 

associated with an imperfection in the graphene samples that were used in the experiments. This 

imperfection might have occurred as a result of a substrate effect.  Thus, the discrepancy between 

the theoretical and the experimental results could be associated with the imperfection in the 

graphene sample used in the experiments. 

The origin of the observed peaks of the dielectric functions of graphite could be explained 

on the account of the interband transitions in monolayer graphite or graphene. This is because the 

atomic layers in graphite interact weakly. As a result, explaining the optical transition in terms of 

that of graphene is a good approximation. Monolayer graphene has reflection symmetry on the 

plane and consequently the following restrictions apply to the matrix elements associated with the 
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momentum operators: with respect to the momentum on the plane 𝑝௫, 𝜋 → 𝜋∗ or 𝜎 → 𝜎∗ are the 

only allowed transitions; while for 𝑝௭, the allowed transitions are 𝜋 → 𝜎∗ or 𝜎 → 𝜋∗. These 

conditions help to identify the different peaks of the dielectric function of graphite. Thus, in Figure 

2.8 (a) the observed peak within 0–5 eV is due to 𝜋 → 𝜋∗ interband transitions, while the feature 

at ∼14 eV can be attributed to 𝜎 → 𝜎∗ transitions. In the case of Figure 2.8 (b), the peak around 4 

eV arises from 𝜋 → 𝜋∗ whereas the 𝜋 → 𝜎∗ transitions give rise to the observed feature at 14 eV. 

With equations (2.16) and (2.17), other optical parameters of materials such as refractive index 

𝑢෤(𝜔), reflectivity R(ω), absorptivity 𝛼(𝜔) and electron energy loss function 𝐿(𝜔) can be 

computed: 

 𝑛(𝜔) = ൭
ඥ𝜀ଵ

ଶ + 𝜀ଶ
ଶ +  𝜀ଵ

2
൱

ଵ
ଶ

 (2.18) 

 

 𝑘(𝜔) = ൭
ඥ𝜀ଵ

ଶ + 𝜀ଶ
ଶ −  𝜀ଵ

2
൱

ଵ
ଶ

 (2.19) 

where n(ω) and k(ω) are the real and imaginary part of the complex refractive index, respectively. 

The indices are related as u෤ = n(ω) + ik(ω). The reflectivity R(ω) spectrum of a system can be 

computed using equations (2.18) and (2.19) such that, 

 𝑅(𝜔) =
(𝑛 − 1)ଶ + 𝑘ଶ

(𝑛 + 1)ଶ + 𝑘ଶ
 (2.20). 

The absorptivity α(ω) of the system can be calculated using equation (2.19) to give: 

 𝛼(𝜔) =
2𝑘𝜔

𝑐ℏ
 (2.21). 



28 
 

In equation (2.21), “c” denotes the speed of light in vacuum, while the rest of the parameters 

maintain the same descriptions as stated previously. 

 𝐿(𝜔) =
𝜀ଶ

𝜀ଵ
ଶ + 𝜀ଶ

ଶ (2.22) 

The electron energy loss function L(ω) is a measure of the collective excitation of a given system 

and it could be expressed using equation (2.22).  

2.4 Band-gap modification in graphene 
 

Graphene is a semimetal with high carrier mobility, excellent optical transparency, and 

high mechanical strength. As a result of the excellent properties, graphene has been touted as a 

potential material for both nanoelectronic and optoelectronic applications. However, due to the 

absence of a band-gap in graphene, the material cannot be employed directly as a platform for a 

device application. Interestingly, techniques such as super-structural fabrications, chemical 

doping, application of the electric field and graphene deposition on epitaxial substrates have been 

identified to create a sizeable band-gap in graphene. These different band-gap inductive techniques 

are discussed in detail in the following paragraphs. 

The superstructure fabrication such as graphene quantum-dots [63], [64], nanoribbons [65], 

[66] or nanomeshes [67] induces a band-gap in the material through quantum confinement. 

However, fabricating such structures dimensionwise still poses an enormous challenge. That is 

designing superstructures with uniform width and edges less than 10 nm is still difficult to achieve 

with a top-down method like etching and lithography [68]. Homogenous structures could be 

obtained easily with a bottom-up approach [69], yet peeling off patterned ribbons remains a 

contending procedure.  
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Another approach that can be used to induce a band-gap in graphene is by depositing it on 

epitaxial substrates such as SiC [70], Al2O3 [71], etc. Notwithstanding the contentious issue of 

controlling the morphology and the surface energies of the material, the energy gap induced by 

this technique is not tuneable [72]. However, to achieve a tuneable band-gap, the application of an 

electric field could be a viable option. Through the breaking of the material inversion symmetry, 

an applied perpendicular electric field to the plane of AB-stacked bilayer graphene can create a 

band-gap tuneable up to 0.25 eV in the system. With this technique, the carrier mobility of the 

system is not noticeably affected. In spite of the robustness of the technique for AB-stacked bilayer 

graphene, the application of an electric field does not directly lead to a band-gap opening in 

monolayer graphene [72]. This is because the application of an electric field does not affect the 

inherent symmetry of graphene sublattices.  

Furthermore, unlike the electric field approach which is more effective with respect to 

multiple layers of graphene, heteroatoms doping is the most feasible technique of inducing 

semiconducting character in monolayer graphene [73]. B and N atoms are considered as the ideal 

dopants for substitutional doping in graphene due to their atomic sizes which are almost equal to 

that of carbon (C). Interestingly, the doping of graphene with N atom leads to n-type 

semiconductor (due to the electron rich character of the dopant compared to C) while doping with 

B atoms results to a doped system with p-type character. As compared to either N-N or B-B, due 

to the comparable bond length of B-N to C-C, B-N is the natural replacement for C-C of graphene. 

It is worth mentioning that this method of substitution doping came into the limelight shortly after 

the isolation of monolayer graphene in 2004, and thereafter the method has widely been reported 

in the literature [74]–[76]. 



30 
 

2.5 The review of first-principles studies on graphene 
 

Graphene has attracted a lot of attention due to its fascinating properties. Nevertheless, 

some of the properties need to be tailored to meet the specifications of certain applications. 

Substituting heteroatoms for some carbon atoms of graphene would cause structural and the 

electronic changes leading to alteration of the thermal, charge transport, band-gap, Fermi level, 

optical and magnetic properties of the system. Depending on the chemical nature of the dopants 

and the configuration, a new or an improved property might arise and could be of benefit for certain 

applications. A good understanding of how the properties of graphene can be tuned is important 

for researchers in order to further extend the range of applications. Consequently, recently reports 

aimed at tailoring the properties of these systems via doping are hereby reviewed: 

Boron (B), a group III element and the nearest neighbor to carbon, is suitable for doping 

of graphene. The in-plane substitution of B in graphene is the most stable with respect to the out-

of-plane conformation [73]. B substitution in graphene leads to sp2 hybridization, while charge 

polarization exists between neighboring C and B atoms. The structural parameters are slightly 

changed since C‒C (1.42 Å) is less than B‒C (1.50 Å) bond length in graphene [73], [77], [78]. In 

spite of the long bond length compared to C‒C, the strong B‒C bond ensures that B-doped 

graphene has excellent mechanical properties [79]. Meanwhile, B-doping reduces the thermal 

conductivity of graphene. In fact, 0.75% of B in graphene can lead to a 60% reduction of the 

thermal conductivity [79]. B is electron-deficient compared to C, as such it induces p-type 

conductivity in graphene accompanied by a downshift of the Fermi level away from the Dirac 

point. Scanning tunneling microscopy (STM) and simulations have shown that B-doping leads to 

density of states above the Fermi level due to the hole–doping effect [77], [80]. A band-gap of 

0.14 eV can be induced in graphene by a B atom replacing a C atom of graphene with 50 atoms 
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[73], [81]. The symmetry breaking in graphene is considered to be the cause of the band-gap 

opening. The size of the band-gap depends on the amount of the impurity and the number of layers 

of graphene [73], [82]. A theoretical study has shown that the remarkable transport properties of 

graphene are retained even at a high B-doping concentration [83]. 

N, a group IV element, is close to C in the periodic table. As compared to C, N is electron-

rich and this makes N-doped graphene quite different from B-doped graphene. There is three main 

N bonding configuration that exists, i.e., quaternary, pyrrolic and pyridinic. C‒N (1.41 Å) and C‒

C bond (1.42 Å) have almost an equal bond length, as a result, pyridinic and graphitic N exert a 

negligible effect of the structural parameters of graphene. However, sp3 hybridized pyrrolic N 

changes the structural parameters of graphene [84][30]. Graphitic and pyridinic N bonding 

conformations are the most stable with respect to Stone-Wale and vacancy defects, while pyridinic 

dominate in the presence of monovacancy [85], [86]. N is more electronegative than C, as a result, 

forms polarization in graphene, thus changing the electronic, magnetic and optical properties of 

graphene [87]. Doping graphene with N transforms it from semimetal to semiconductor [88], [89] 

depending on the doping configurations. For graphitic N, the three of the five valence electrons 

form 𝜎-bonds with the adjacent carbon atoms, one is involved in a 𝜋-bond formation, and the last 

electron is partially involved in  𝜋∗state of the conduction band. Liu et al. showed graphitic N to 

be n-type with the carrier mobility of 200-450 cm2 [89]. The report of Usachov et al. shows that 

with 0.4 % doping of graphitic N a bandgap opening of ∼0.3 eV and charge-carrier concentration 

of ∼8 × 1012 cm−2 are induced in the system [90]. However, Sodi et al. theoretically demonstrate 

that edge-functional groups exert a negligible effect on the band structure of graphene [91]. 

Ouerghi et al., as shown that only 0.6% graphitic N-doping results in  large carrier concentrations 

of 2.6 × 1013 cm−2 (4 times higher than that of pristine graphene), whereas pyridinic and pyrrolic 
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N exert little effect [92]. N doping can also be used to tailor the optical properties of graphene. 

Chiou et al. reported the effect of N-doping on the photoluminescence characteristic of graphene 

nanoflakes [93]. When excited, the electron of N-doped graphene would transfer energy to the 𝜋∗ 

state of the nano-cluster. Thus, a large amount of energy would be released when electrons drop 

from the 𝜋∗ state back to the 𝜋 state, leading to high spectrum intensity. 

Group VI elements are called the oxygen family, of which, oxygen is the most 

electronegative. Substitutional doping of graphene with O is rare because of the large size of the 

atom and its strong electronegativity. S has a similar doping configuration as O [94]. The bond 

length (1.78 Å) is about 25% greater than that the C‒C bond length [95]. As a result, a carbon 

nanostructure with a given curvature favors S substitution that flat graphene. A theoretical report 

has shown that S-doping of graphene occurs mainly in two stages: the formation of defect sites 

and the rupture of S=S bond. Depending on the amount of the impurity, the S-doped graphene can 

form a small-band-gap semiconductor or metallic material [96]. 

Group VII is known as the halogens and has higher reactivity than group III-VI elements. 

Halogen-doping changes the sp2 hybridization of the carbon network of graphene to sp3 bonding. 

This leads to the distortion of the structure of graphene, and changes in the electronic structures. 

One of the most reactive elements is fluorine (F). The F‒ C bond in graphene is strong and protrude 

out of the basal plane [97]. The F atom stretches the C‒C bond length to 1.57 Å [98]. Ab initio 

calculations suggest that due to the high affinity of F to C, a negative chemisorption energy of F 

on graphene is obtained even if the whole plane is covered with F atoms to form fluorographene 

[99]. Fluorographene has excellent mechanical strength, high thermodynamic stability, and 

outstanding chemical inertness [96], [99]. F-doped graphene can be used as a semiconductor with 

a tunable band-gap through F coverage [100]. one–sided doped graphene, 25% coverage, is 
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optically transparent with a large band-gap of 2.93 eV and excessive six order of increase in the 

resistance with respect to graphene [101]. 

Graphene hydrogenation through sp3 hybridization can transform it into a wide-gap 

semiconductor [102], [103]. Quite a lot of studies have been performed on the structural, electronic 

and magnetic properties of fully and partially hydrogenated graphene [104]–[106]. However, the 

practical application is limited due to the slight difference in the electronegativity between C and 

H. The C‒H bond is not non-polar, and thus non-reactive. 

The doping of graphene with metallic atoms has rarely been done experimentally. This might be 

because the binding energy between the metallic impurity and graphene is lower than the cohesive 

energy. As such, they tend to aggregate into clusters instead of doping graphene uniformly on the 

surface [107]. This could explain the rarity of experimentally synthesized Be-doped graphene. 

Although, Ullah et al.[68]reported the structural and electronic properties of Be-doped graphene 

via first principles, experimental reports of such system is scarce. Meanwhile, metal atoms with 

large molecular radii can form a large local curvature suitable for chemisorption of small molecules 

(e.g. H2O, O2, NO) from the atmosphere, thereby limiting the application of such doped graphene 

[108], [109]. 

Doping graphene with heteroatoms modify the physical properties. These properties 

depend on the impurity concentration, doping sites and the chemical nature of the foreign atoms. 

Thus, substituting multiple species of foreign atoms in graphene, the technique that is termed co-

doping, provides countless possibilities of introducing different chemical species in graphene 

thereby leading to emergence of new properties or formation of synergistic effects. B and N have 

almost equal atomic size and cause opposite doping effects on graphene when used as co-dopants. 

B-N co-doped graphene has a boron nitride domain as a result of the phase separation between C 
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and BN [110]–[114]. The existence of the domain can be ascribed to the higher binding energy of 

B-N and C-C than N-C and B-C bonds. The strong charge Polarization between B and N [112], 

[115] leads to active surface chemistry. The thermal stability of B-N co-doped graphene is less 

than N-doped graphene but greater than B-doped graphene [116].  

As earlier stated, Be-doped graphene might not be stable at room temperature, while S-

doped graphene can either exist as a metal or semiconductor (with a narrow band-gap) depending 

on the impurity concentration. A study designed to extend the properties of Be-doped and S-doped 

graphene by co-doping is worth investigating. For example, a report on the structural, electronic 

and optical properties of BeN and BeS co-doped graphene is scarce.  
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Chapter 3  
 

Theoretical background 
 

The results in this thesis are obtained based on the first-principles calculations. This implies 

there were no empirical data (but the atomic numbers and the positions) employed in the 

calculation of the electronic structures of the listed systems in this study.  

A brief overview of the theoretical approaches and the approximations employed in the 

modelling of the geometries and the electronic structures of the systems investigated in this study 

are discussed. The implementation of the theory for the case study presented in the later chapter is 

also discussed and relevant references are provided for in-depth understanding. For readers who 

might be interested in learning more about this chapter, the list of the textbooks used in learning 

this material is hereby provided: 

a) Levine, Ira N. (199). Quantum Chemistry (4 ed.). Englewood Cliffs, New Jersey: Prentice Hall. 

pp. 455-544. ISBN 0-205-12770-3. 

b) Cramer, Christopher J. (2002). Essentials of Computational Chemistry. Chichester: John Wiley 

& Sons, Ltd. pp. 153–189. ISBN 0-471-48552-7.  

c) Szabo, A., Ostlund, N. S. (1996). Modern Quantum Chemistry. Mineola, New York: Dover   

Publishing. ISBN 0-486-69186-1. 

d) Patterson, J., Bailey, B. (2010). Solid-State Physics (2nd ed.). Berlin, Heidelberg: Springer 

Berlin Heidelberg. ISBN 978-3-642-02588-4. 
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3.1 The electronic structure calculations 
 

The properties of a material can be described, in principle, by first constructing the 

Hamiltonian of the system and then solving the Schrӧdinger equation. The time-independent 

Schrӧdinger equation is given as: 

 𝐇෡𝛙𝐢 = 𝐄𝐢𝛙𝐢 . (3.23) 

where H෡ , ψ୧ and E୧ are the Hamiltonian, eigenfunction and energy, respectively, of the system in 

a ith state. In principle, the ψ୧ could be expressed as: 

 𝛙𝐢 = 𝛙𝐢൫𝐫⃗𝟏, … . . 𝐫⃗𝐍, 𝛔𝟏, … . . , 𝛔𝐍 ∶ 𝐑ሬሬ⃗ 𝟏, … . . , 𝐑ሬሬ⃗ 𝐌, 𝛅𝟏 … . , 𝛅𝐌൯ . (3.24) 

where r⃗ and σ  represent the spatial and spin coordinates of the electrons, respectively. Rሬሬ⃗  and δ 

are, in that order, the spatial and spin coordinates of the nuclei. 

The Hamiltonian of the system with N and M number of electrons and ions, respectively, could be 

expressed as: 

 

𝐇෡ = −
ℏ𝟐

𝟐𝐦𝐞
෍ 𝛁𝐢

𝟐

𝐍

𝐢ୀ𝟏

− ℏ𝟐 ෍
𝛁𝐈

𝟐

𝟐𝐌𝐈

𝐌

𝐈ୀ𝟏

+
𝟏

𝟐
 ෍

𝐞𝟐

𝟒𝛑𝛜𝐨|𝐫⃗𝐢 − 𝐫⃗𝐣|

𝐍

𝐢ஷ𝐣

− ෍ ෍
𝐙𝐢𝐞

𝟐

𝟒𝛑𝛜𝐨ห𝐫⃗𝐢 − 𝐑ሬሬ⃗ 𝐈ห

𝐌

𝐈ୀ𝟏

𝐍

𝐢ୀ𝟏

+
𝟏

𝟐
෍

𝐙𝐈𝐙𝐉𝐞
𝟐

𝟒𝛑𝛜𝐨ห𝐑ሬሬ⃗ 𝐈 − 𝐑ሬሬ⃗ 𝐉ห

𝐌

𝐈ஷ𝐉

  . 

(3.25) 

 

where MI is the mass of the Ith nuclei, me and e are the mass and the charge of the electron 

respectively. ZI is the atomic number on the nucleus at the position Rሬሬ⃗ ୍. The first and the second 

term in equation (3.25) denote kinetic energy operators ൫T෡ୣ୪ୣୡ൯ and ൫T෡୧୭୬൯ of the electrons and the 

ions respectively. The third term is the coulomb interaction between the electrons (also called the 
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internal potential) (V෡ୣ୪ୣୡିୣ୪ୣ ) while the fourth term, which is the electron-ion interaction, is the 

external potential (V෡୧୭୬ିୣ୪ୣୡ). The last energy term (V෡୧୭୬ି୧ ) is the coulomb interaction between 

the ions.  The equation (3.25) can be written in a simple form using atomic units (i.e. the Gaussian 

units with ℏ = e = me = 1). That is, each energy term in equation (3.25) can now be expressed as 

follows: 

 

1st term 𝐓෡𝐞𝐥𝐞𝐜 = −
𝟏

𝟐
෍ 𝛁𝐢

𝟐

𝐍

𝐢ୀ𝟏

 (3.26) 

 

2nd term 𝐓෡𝐢𝐨𝐧 = −
𝟏

𝟐
෍ 𝛁𝐈

𝟐

𝐌

𝐈ୀ𝟏

 (3.27) 

 

3rd term 𝐕෡𝐞𝐥𝐞𝐜ି𝐞𝐥𝐞𝐜 =
𝟏

𝟐
 ෍

𝟏

|𝐫⃗𝐢 − 𝐫⃗𝐣|

𝐍

𝐢ஷ𝐣

 (3.28) 

 

4th term 𝐕෡𝐢𝐨𝐧ି𝐞𝐥𝐞𝐜 = ෍ ෍
𝐙𝐢

ห𝐫⃗𝐢 − 𝐑ሬሬ⃗ 𝐈ห

𝐌

𝐈ୀ𝟏

𝐍

𝐢ୀ𝟏

 (3.29) 

 

5th term  𝐕෡𝐢𝐨𝐧ି𝐢𝐨𝐧 =
𝟏

𝟐
෍

𝐙𝐈𝐙𝐉

|𝐑ሬሬ⃗ 𝐈 − 𝐑ሬሬ⃗ 𝐉|

𝐌

𝐈ஷ𝐉

 . (3.30) 

With the above simplification, equation (3.25) can be written as: 
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 𝐇෡ = 𝐓෡𝐞𝐥𝐞𝐜 +  𝐓෡𝐢𝐨𝐧  + 𝐕෡𝐢𝐨𝐧ି𝐞𝐥𝐞𝐜 + 𝐕෡𝐞𝐥𝐞𝐜ି𝐞𝐥𝐞𝐜 + 𝐕෡𝐢𝐨𝐧ି𝐢𝐨𝐧 . (3.31) 

It is worth mentioning that in the above problem, the electrons have been separated into the valence 

and the core electrons. The core electrons are found in the occupied orbitals and are closer to the 

nuclei. They can be grouped with the nuclei to form the ion core. Hence, in equation (3.25), ‘I’ 

and ‘J’ represent the core ions while ‘i’ and ‘j’ denote the valence electrons. Since most of the 

physical systems of interest are made up of a large number of atoms, solving equation (3.23) would 

be difficult due to the multi-degree of freedom of the system and the presence of electron-electron 

interaction.  However, to solve the equation, a number of accepted approximations could be 

applied to simplify the problem. One of the approximations that could be applied to simplify the 

equation is known as the Born-Oppenheimer approximation. 

3.1.1 Adiabatic or Born-Oppenheimer approximation [1] 
 

This approximation decouples the nuclei motion from that of the electrons. The ions are 

considerably heavier than the electrons and as a result move negligibly slower, thus, the ions could 

be assumed to be stationary while the electrons move in the field. This makes the nuclei kinetic 

energy term of equation (3.25) to be negligible and their potential energy a constant. However, the 

ion-ion interaction term is retained because the positions of the nuclei could be varied to minimize 

the energy of the system. Following this approximation, the Hamiltonian of the system reduces to: 

 𝐇෡ 𝐞𝐥𝐞𝐜 = 𝐓෡𝐞𝐥𝐞𝐜  + 𝐕෡𝐢𝐨𝐧ି𝐞𝐥𝐞𝐜 + 𝐕෡𝐞𝐥𝐞𝐜ି𝐞𝐥𝐞𝐜 . 
(3.32) 

 

where Ĥelec is the electronic Hamiltonian of the system. Thus, for the electron wave function, 

equation (3.23) becomes:          
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 𝐇෡ 𝐞𝐥𝐞𝐜𝛙𝐞𝐥𝐞𝐜(𝐫⃗𝟏, 𝐫⃗𝟐, … ) = 𝐄𝐞𝐥𝐞𝐜𝛙𝐞𝐥𝐞𝐜(𝐫⃗𝟏, 𝐫⃗𝟐, . … ) .   (3.33) 

It is worth noting that the ψelec depends parametrically on the nuclear coordinates as a consequence 

of Born-Oppenheimer approximation. Although the spin coordinates have not been indicated 

explicitly, r୧ is assumed to account for both the position and the spin coordinates of the electrons. 

The total energy Etot for fixed nuclei could be written as the summation of the electronic energy 

Eelec and the nuclei Enucli, i.e 

 𝐄𝐭𝐨𝐭 = 𝐄𝐞𝐥𝐞𝐜 + 𝐄𝐧𝐮𝐜𝐥𝐢 . (3.34) 

If one considers the motion of the nuclei in an average field of the electrons, then Etot of equation 

(3.34) provides the potential energy for the nuclear motion. Thus, Etot constitutes a potential energy 

surface, and the nuclei in the Born-Oppenheimer approximation move on this surface. 

Despite the fact that the number of the degree of freedom in the electronic wave function 

in equation (3.33) is lower than that of the equation (3.23), it is still difficult to solve. An 

approximation that could be employed to solve equation (3.33) is the Hartree approximation. 

Before discussing the Hartree approximation, it is necessary to first discuss the variation principle 

which is fundamental to the Hartree approximation, and other concepts (such as the Hartree-Fock 

approximation and the density functional theory) that will be discussed in this chapter.  

3.1.2 The variational principle 
 

          The variational principle, also known as the Rayleigh-Ritz variational principle, expresses 

how to construct energies with the values equal or greater than the ground-state energy of a many-

body system.  The principle is an important tool for the derivation of both the Hartree and Hartree-

Fock equations. It can also be used with the density functional method to arrive at the Kohn-Sham 

equations.  
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Let  H෡  be a positive definite Hermitian operator which has a lowest eigenvalue E୭. Suppose |Ψ⟩ is 

a trial wave function (not necessarily normalized) with an adjustable parameter η, then the basic 

variational principle is given by equation (3.35) : 

 𝐐(𝚿) =
ൻ𝚿ห𝐇෡ห𝚿ൿ

⟨𝚿|𝚿⟩
≥ 𝐄𝐨 . (3.35) 

 

 
𝛛𝐐

𝛛𝛈
= 𝟎  (3.36) 

If the trial wave function |Ψ⟩ is not the exact wave function, by applying the minimization 

technique (equation (3.36)), Q(Ψ) can get as close as possible to E୭.   

3.1.3 The Hartree approximation 
 

The Hartree approximation was formulated in 1928 [2]. With this approximation, the 

many-body wave function ψ is written as the product of one-electron wave functions:  

 

 

𝚿(𝐫⃗𝟏, 𝐫⃗𝟐, … . , 𝐫⃗𝐍) = 𝛙𝟏(𝐫⃗𝟏)𝛙𝟐(𝐫⃗𝟐) … 𝛙𝐍(𝐫⃗𝐍). (3.37) 

where the wave function ψ୧(r⃗୧), which are uncorrelated but orthogonal, satisfies the one-electron 

Schrödinger equation. The position and the spin coordinates are also considered to be part of r୧. 

As a result of the Hartree approximation, the Hamiltonian H෡  of the many-body problem is given 

as: 

 𝐇෡ 𝐇 = 𝐓෡𝐞 + 𝐕෡𝐇 + 𝐕෡𝐢𝐨𝐧 . (3.38) 
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where T෡ୣ = −
ଵ

ଶ
∇ଶ is the single-electron kinetic energy term; V෡୧୭୬ is the coulomb interaction 

between the electron and the ion; V෡ୌ is the Hartree potential and it is expressed as: 

 𝐕𝐇(𝐫⃗𝐢) = ෍  

𝐢ஷ𝐣

න
𝐝𝐫𝐣

ᇱ

ห𝐫⃗𝐢 − 𝐫⃗𝐣
ᇱห

𝐧൫𝐫⃗𝐣
ᇱ൯ . 

(3.39) 

The probability density of the jth particle n൫r⃗୨
ᇱ൯ in equation (3.39) is defined as: 

 𝐧൫𝐫⃗𝐣
ᇱ൯ = ห𝛙൫𝐫⃗𝐣

ᇱ൯ห
𝟐

. (3.40) 

Electrons are fermions and as a result must have antisymmetric wave functions with respect to the 

interchange of any two electrons [3]. However, the Hartree wave function does not take into 

account that electrons are fermions. The deficiency in the Hartree wave function can be resolved 

by writing a new wave function as a linear combination of the Hartree products to form a Slater 

determinant (after John Slater [4]). The new wave function is the basis of the Hartree-Fock 

approximation. 

3.1.4 The Hartree-Fock (HF) approximation 
 

          The Hartree-Fock (HF) [5] approximation was formulated to correct the failure of the 

Hartree approximation. The difference in the two approaches is in the trial wave function that is 

used.  With Slater determinant, Hartree-Fock wave functions could be expressed as:  

 𝛙(𝐫⃗𝟏, 𝐫⃗𝟐, … . , 𝐫⃗𝐍) =
𝟏

√𝐍!
ተ

ተ

𝛟𝟏(𝐫⃗𝟏) 𝛟𝟐(𝐫⃗𝟏) … . 𝛟𝐍(𝐫⃗𝟏)

𝛟𝟏(𝐫⃗𝟐) 𝛟𝟐(𝐫⃗𝟐) … . 𝛟𝐍(𝐫⃗𝟐)
. . … . .
. . … . .
. . … . .
. . … . .

𝛟𝟏(𝐫⃗𝐍) 𝛟𝟐(𝐫⃗𝐍) … . 𝛟𝐍(𝐫⃗𝐍)

ተ

ተ

 . (3.41) 
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The factor in front of equation (3.41) is the normalization constant, while ϕ୩൫r⃗୨൯ = ϕ୩(r⃗)σ୩ are 

one particle spin-orbitals and “r⃗୨” is a vector which defines the position of the electron, and σ୩ is 

the spin state (down or up). For simplicity, equation (3.41) can be written as equation (3.42): 

 𝛙(𝐫⃗𝟏, 𝐫⃗𝟐, … . 𝐫⃗𝐍) =
𝟏

√𝐍!
𝐃𝐞𝐭[𝛟𝟏(𝐫⃗𝟏), 𝛟𝟐(𝐫⃗𝟐), … . , 𝛟𝐍(𝐫⃗𝐍)] . (3.42) 

where Det denotes a matrix determinant. The determinant can be shown to satisfy the Pauli 

Exclusion Principle and the required antisymmetry condition. Minimizing the variation functional 

with respect to the trial wave function of equation (3.42), a new equation, which is the Hartree 

equation plus an additional term (known as the exchange term) is obtained. The new equation is 

called the Hartree-Fock equation, and it is expressed as: 

 

𝛜𝐢𝛙𝐢 = ൣ𝐓෡𝐞 + 𝐕෡𝐇 + 𝐕෡𝐢𝐨𝐧൧𝛙𝐢  

−
𝟏

𝟐
෍ න 𝐝𝟑𝐫ᇱ𝛙𝐣

∗(𝐫⃗ᇱ)𝛙𝐢(𝐫⃗ᇱ)

𝐣

𝟏

|𝐫⃗ − 𝐫⃗ᇱ|
𝛙𝐣(𝐫⃗) . (3.43) 

The exchange term describes the interaction between the electrons of the same spin. It is 

nonlocal, which as a result, makes Hartree-Fock equation difficult to solve. The Hartree-Fock 

approximation has been found to give less satisfactory results in some cases. For instance, its 

description of the properties of homogeneous gas is limited. This inaccuracy is as a result of not 

taking into account the coulomb repulsion between electrons of the same spin. The HF energy is 

always greater than the ground state energy. The difference between the exact and HF energy is 

known as the correlation energy. To overcome this limitation, numerous methods have been 

formulated. One of these methods is referred to as density functional theory [6], [7].  
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3.1.5 Density functional theory 
 

Thomas in 1927 [8] and Fermi in 1928 [9] were the first to develop a theory of the 

electronic energy in terms of electron density distribution, n(r). Later, Kohn and Hohenberg in 

1964 [7][6] gave a rigorous formula of density-functional theory (DFT) which was made practical 

after one year by Kohn Sham [10]. The central quantity in DFT is the electron density 𝑛(𝑟). With 

the electron density formulation, the many-body problem appears simpler to solve than the wave 

function approach.  Because, rather than contending with the 3N spatial coordinates, as it is the 

case in many-body wave function, only three spatial coordinates are specified in electron density 

approach [11].  

3.1.6 Hohenberg-Kohn theorem 
  

The two Hohenberg and Kohn theorems, which formed the basis of DFT, are stated as follows: 

1) The first theorem states that the density of the nondegenerate ground state of a system of 

bound interacting electrons in an external potential is determined up to an arbitrary additive 

constant [12]. 

To prove the theorem, the following assumptions will form the premise of the proof: 

Suppose 𝑛(𝑟) is the non-degenerate ground-state density of N interacting electrons in an external 

potential 𝑣௘௫௧
(ଵ) which corresponds to the ground state Ψ(ଵ) and the energy 𝐸(ଵ). Let there exist a 

second external potential  𝑣௘௫௧
(ଶ), which differs from the 𝑣௘௫௧

(ଵ) beyond a constant, with the same 

ground state density 𝑛(𝑟) but gives rise to the ground state Ψ(ଶ) . If 𝐻(ଵ) and 𝐻(ଶ) are the 

Hamiltonians which correspond to Ψ(ଵ)and Ψ(ଶ), then following variational principle, 

 𝐄(𝟏) = ൻ𝚿(𝟏)ห𝐇෡ (𝟏)ห𝚿(𝟏)ൿ < ൻ𝚿(𝟐)ห𝐇෡ (𝟏)ห𝚿(𝟐)ൿ .  (3.44) 
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It is worth noting that equation (3.44) holds because a nondegenerate ground state has been 

assumed. 

The last term in equation (3.44) could be rewritten as: 

 ⟨𝚿(𝟐)ห𝐇෡ (𝟏)ห𝚿(𝟐)⟩ = ൻ𝚿(𝟐)ห𝐇෡ (𝟐)ห𝚿(𝟐)ൿ + ⟨𝚿(𝟐)ห𝐇෡ (𝟏) − 𝐇෡ (𝟐)ห𝚿(𝟐)⟩  (3.45) 

 = 𝐄(𝟐) + ∫ 𝐝𝐫⃗ቂ𝐯𝐞𝐱𝐭
(𝟏)

(𝐫⃗) − 𝐯𝐞𝐱𝐭
(𝟐)

(𝐫⃗)ቃ𝐧(𝐫⃗) .  (3.46) 

Combining equations (3.44 and 3.46), gets 

 𝐄(𝟏) < 𝐄(𝟐) + ∫ 𝐝𝐫⃗ቂ𝐯𝐞𝐱𝐭
(𝟏)

(𝐫⃗) − 𝐯𝐞𝐱𝐭
(𝟐)

(𝐫⃗)ቃ𝐧(𝐫⃗) .  (3.47) 

 

Similarly, 

 𝐄(𝟐) = ൻ𝚿(𝟐)ห𝐇෡ (𝟐)ห𝚿(𝟐)ൿ < ൻ𝚿(𝟏)ห𝐇෡ (𝟐)ห𝚿(𝟏)ൿ .   (3.48) 

Following the steps in equations (3.45 and 3.46), equation (3.48) could be written as: 

 𝐄(𝟐) < 𝐄(𝟏) + ∫ 𝐝𝐫⃗ቂ𝐯𝐞𝐱𝐭
(𝟐)

(𝐫⃗) − 𝐯𝐞𝐱𝐭
(𝟏)

(𝐫⃗)ቃ𝐧(𝐫⃗). (3.49) 

A contradicting result is obtained if equation (3.47) and equation (3.49) are added together, i.e. 

 𝐄(𝟏) + 𝐄(𝟐) < 𝐄(𝟐) + 𝐄(𝟏) .  (3.50) 

The result of the equation (3.50) shows that no two external potentials differing by more than a 

constant have the same non-degenerate ground state electron density.  For further detail about this 

proof see Ref.[13]. It is noteworthy to mention that the external potential is not determined in the 

region of space where density is zero. 

2) The second theorem states that a universal functional could be defined to determine the 

energy that is equivalent to a particular charge density and the external potential. Moreover, 
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the ground state energy of the system is the minimum of this functional, and the density 

that minimises the functional is the ground state density [6]. 

The two theorems narrow the task of finding all the physical properties relating to the ground state 

of a system to just determining the electron density that minimises the energy functional [11]. 

Following Hohenberg-Kohn theorem, the energy functional could be written as the summation of 

the kinetic and potential energy arising from the interaction of the electrons with themselves and 

the external potential, i.e: 

 𝐄𝐇𝐊[𝐧] = 𝐓𝐞𝐥𝐞𝐜[𝐧] + 𝐄𝐢𝐧𝐭[𝐧] + 𝐄𝐞𝐱𝐭[𝐧] = 𝐅𝐇𝐊[𝐧] + ∫ 𝐧(𝐫⃗) 𝐯𝐞𝐱𝐭𝐝(𝐫⃗) . (3.51) 

where 𝐹ு௄, which is independent of a given system and known as the Hohenberg-Kohn functional 

for the kinetic energy and the electron-election energy interaction, is expressed as: 

 𝐅𝐇𝐊[𝐧] = 𝐓𝐞𝐥𝐞𝐜[𝐧] + 𝐄𝐢𝐧𝐭[𝐧] . (3.52) 

Applying the minimization principle in line with the constraint search method by Levy and Lieb 

[14], [15], equation (3.51) becomes: 

 𝐄𝐨 ≤  𝐄𝐇𝐊[𝐧] = 𝐅𝐇𝐊[𝐧] + ∫ 𝐧(𝐫⃗) 𝐯𝐞𝐱𝐭𝐝(𝐫⃗) . (3.53) 

 

 𝐅𝐇𝐊[𝐧] = 𝐦𝐢𝐧
𝚿→𝐧

⟨𝚿|𝐓𝐞𝐥𝐞𝐜 + 𝐕𝐞ି𝐞|𝚿⟩ . 
(3.54) 

where 𝐸௢ represents the ground-state energy of electrons in an external potential 𝑣௘௫௧(𝑟). Equation 

(3.53) reveals that the electron density that minimises the Hohenberg-Kohn functional is the exact 

ground state density. Equation (3.54) is a Levy-Lieb functional and shows that the prior knowledge 

of 𝑣௘௫௧ is not required. It is a universal functional of the electron density which must not necessarily 

be v-representable. 
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3.1.7 Kohn-Sham scheme 
 

          The Kohn-Sham scheme involves replacing the interacting many-body system with a 

different auxiliary system that could be solved more easily. In the scheme, it is assumed that the 

ground state density of the interacting system is equal to that of some predetermined non-

interacting system fermions.  

For a system of N independent electrons with each occupying an orbital  𝜓௜, which corresponds to 
eigenvalue 𝜖௜, the Hamiltonian for one electron system could be written as : 

 

 ൤−
𝟏

𝟐
𝛁𝟐 + 𝐕෡𝐞𝐟𝐟[𝐧](𝐫⃗)൨ 𝛙𝐤 = 𝛙𝐤𝛜𝐤 . (3.55) 

The equation (3.55) is used to generate the electron density of the auxiliary Kohn-Sham system, 

i.e.: 

 𝐧(𝐫⃗) = ෍|𝛙𝐤(𝐫⃗)|𝟐 .

𝐍

𝐤ୀ𝟏

  (3.56) 

The Hohenberg-Kohn equation for the ground state energy functional can now be re-expressed in 

terms of the Kohn-Sham scheme as: 

 𝐄𝐊𝐒 [𝐧] = 𝐓𝐬[𝐧] + 𝐄𝐗𝐂[𝐧] + න 𝐝𝟑𝐫 𝐕෡𝐞𝐱𝐭𝐧(𝐫⃗) + 𝐄𝐈𝐈
𝛀

 . (3.57) 

where the independent particle kinetic energy 𝑇෠௦[𝑛] is expressed as:  

 𝐓𝐬 = −
𝟏

𝟐
෍ൻ𝛙𝐤ห𝛁𝟐ห𝛙𝐤ൿ

𝐍

𝐤ୀ𝟏

 . (3.58) 
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The kinetic energy 𝑇෠௦[𝑛] is further extended by Kohn and Sham through a universal functional 

𝐹௄ௌ[𝑛] which also includes the internal and the exchange-correlation energy, 𝐸௑஼[𝑛]: 

 𝐅𝐊𝐒[𝐧] = 𝐓𝐬[𝐧] + න 𝐝𝟑𝐫𝐝𝟑𝐫ᇱ
𝐧(𝐫⃗)𝐧(𝐫⃗ᇱ)

|𝐫⃗ − 𝐫⃗ᇱ|
 + 𝐄𝐗𝐂[𝐧] . (3.59) 

The second term in equation (3.59) is the Hartree energy term. By equating 𝐹௄ௌ[𝑛] to Hohenberg-

Kohn universal functional 𝐹ு௄[𝑛] expressed in equation (3.52), we have 

 𝐓𝐞𝐥𝐞𝐜[𝐧] + 𝐄𝐢𝐧𝐭[𝐧] =  𝐓𝐬[𝐧] + න 𝐝𝟑𝐫𝐝𝟑𝐫ᇱ
𝐧(𝐫⃗)𝐧(𝐫⃗ᇱ)

|𝐫⃗ − 𝐫⃗ᇱ|
 + 𝐄𝐗𝐂[𝐧] . (3.60) 

Equation (3.60) can be rewritten in the following form: 

 𝐄𝐗𝐂[𝐧] = 𝐓[𝐧] − 𝐓𝐬[𝐧] + 𝐄𝐢𝐧𝐭[𝐧] − න 𝐝𝟑𝐫𝐝𝟑𝐫ᇱ
𝐧(𝐫⃗)𝐧(𝐫⃗ᇱ)

|𝐫⃗ − 𝐫⃗ᇱ|
. (3.61) 

Or 

 𝐄𝐗𝐂[𝐧] = 𝐓[𝐧] − 𝐓𝐬[𝐧] + 𝐄𝐢𝐧𝐭[𝐧] − 𝐄𝐇𝐚𝐫𝐭𝐫𝐞𝐞[𝐧] .  (3.62) 

Equation (3.62) shows that Eଡ଼େ is the sum of the difference between the kinetic and the internal 

energies of the fully interacting body system and that of the auxiliary independent-particle system 

such that an electron-electron interaction is replaced by the Hartree energy term. If Eଡ଼େ is known, 

then the electron density of the many-body system could be determined by solving the Kohn-Sham 

equations for the independent particles of the auxiliary system.  
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3.1.8 Kohn-Sham variational equations 
 

          The solution of the Kohn-Sham independent particles system for the ground state could be 

seen as the minimization of equation (3.57) with respect to the electron density subject to the 

orthonormalization conditions, i.e.: 

 
𝛅𝐄𝐊𝐒

𝛅𝛙𝐢
∗(𝐫⃗)

=
𝛅𝐓𝐬

𝛅𝛙𝐢
∗(𝐫⃗)

+ ൤
𝛅𝐄𝐞𝐱𝐭

𝛅𝐧(𝐫⃗)
+

𝛅𝐄𝐇𝐚𝐫𝐭𝐫𝐞𝐞

𝛅𝐧(𝐫⃗)
+

𝛅𝐄𝐗𝐂

𝛅𝐧(𝐫⃗)
൨

𝛅𝐧(𝐫⃗)

 𝛅𝛙𝐢
∗(𝐫⃗)

= 𝟎 .   (3.63) 

where  

 
𝛅𝐓𝐬

𝛅𝛙𝐢
∗(𝐫⃗)

=  −
𝟏

𝟐
𝛁𝟐𝛙𝐢(𝐫⃗)  ; 

𝛅𝐧(𝐫⃗)

𝛅𝛙𝐢
∗(𝐫⃗)

= 𝛙𝐢(𝐫⃗)  (3.64) 

It is important to note that the concept of functional derivatives has been applied to equation (3.63)  

and equation (3.65). Given a functional F[n], the functional derivative δF[n] is expressed as: 

 𝛅𝐅[𝐧] = 𝐅[𝐧 + 𝛅𝐧] − 𝐅[𝐧] = න
𝛅𝐅

𝛅𝐧(𝐫⃗)
𝛅(𝐫⃗)𝐝𝐫⃗ .  (3.65) 

Subsequently, the form of equation (3.65) should be assumed wherever functional derivatives have 

appeared in other expressions in this thesis. 

Substituting equation (3.65) into equation (3.63), Kohn-Sham Hamiltonian H୏ୗ is obtained: 

 𝐇𝐊𝐒(𝐫⃗) = −
𝟏

𝟐
𝛁𝟐 + 𝐕𝐒(𝐫⃗) .  (3.66) 

where  

 𝐕𝐒 = 𝐕𝐞𝐱𝐭(𝐫⃗) +
𝛅𝐄𝐇𝐚𝐫𝐭𝐫𝐞𝐞

𝛅𝐧(𝐫⃗)
+

𝛅𝐄𝐗𝐂

𝛅𝐧(𝐫⃗)
 (3.67) 

Or  
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 𝐕𝐞𝐟𝐟 = 𝐕𝐞𝐱𝐭(𝐫⃗) + 𝐕𝐇𝐚𝐫𝐭𝐫𝐞𝐞 + 𝐕𝐗𝐂  (3.68) 

The equations (3.55) and equation (3.68)  are known as Kohn-Sham equations with the total energy 

E୏ୗ given by equation (3.57). The equations assume that the independent particle equations and 

the potential must be determined self-consistently with the calculated electron density.  It is worth 

mentioning that the equations would lead to the exact ground state electron density and energy of 

an interacting many-body system, if the exact functional Eଡ଼େ is known. The meaning and the 

classes of the exchange-correlation energy are discussed in section 3.2. Meanwhile, the Kohn-

Sham theory contains the assumption of noninteracting v-representability which means that there 

always exists a noninteracting electrons system with the same ground state density as the 

interacting system of electrons. However, it has been proven that this is not always the case [16]. 

3.2 The exchange-correlation energy 
 

          The second term of equation (3.57) is the exchange-correlation energy and accounts for all 

the remaining complex electronic contributions to the total energy. It could be expressed as the 

sum of the exchange Eଡ଼ and correlation energy Eେ (see equation (3.69)). Electrons are 

indistinguishable (fermions) and as a result, obey the Pauli Exclusion Principle.  

 𝐄𝐗𝐂 = 𝐄𝐗 + 𝐄𝐂 . (3.69) 

The Pauli principle implies that no two electrons with the same spin can be found at the same point 

in real space. Consequently, the average Coulomb repulsive energy acting on the electron is 

reduced. The energy gain in this process is called the exchange energy. However, the additional 

interaction terms between electrons of antiparallel spin are called the coulomb correlation energy. 

This is not the full correlation energy. The right definition of the correlation energy is given by 
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Löwdin [17] as the difference between the exact energy and the Hartree-Fock limit. Although the 

accuracy of density functional theory depends on the exchange-correlation energy, unfortunately, 

for practical applications, the exact form of this functional is unknown and still remains under the 

expanding field of active research. There are many approximations to the exchange-correlation 

functionals, namely Local Density Approximation (LDA), Generalized Gradient Approximation 

(GGA), Meta-GGA and Hybrid Functional. In the following section, only LDA, GGA and Hybrid 

functional are discussed. 

3.2.1 Local density approximation (LDA) 
 

          The earliest and most fundamental approximation to the exchange-correlation energy 

functional in DFT is LDA. With the LDA, the energy of an electronic system is formulated such 

that the exchange-correlation energy per electron 𝜖௑஼ in a specific region in the electron gas is 

equal to the exchange-correlation energy per electron in a homogeneous electron gas with the same 

electrons distribution. With respect to this assumption, for a spinless system, the LDA can be 

expressed as equation (3.70) 

 𝐄𝐗𝐂
𝐋𝐃𝐀[𝐧] = ∫ 𝐧(𝐫⃗)𝛜𝐗𝐂൫𝐧(𝐫⃗)൯𝐝𝐫⃗ . (3.70) 

The approximation can be extended to spin polarized system. With the incorporation of spin, the 

LDA is called the Local Spin Density Approximation (LSDA), and it is written as: 

 𝐄𝐗𝐂
𝐋𝐒𝐃𝐀ൣ𝐧↑, 𝐧↓൧ = ∫ 𝐧(𝐫⃗)𝛜𝐗𝐂 ቀ𝐧↑(𝐫⃗), 𝐧↓(𝐫⃗)ቁ 𝐝𝐫 . (3.71) 

The LSDA could be described as a function of spin up and down densities, but it is often expressed 

in terms of the total electrons density n = n↑ + n↓ and the spin polarization ξ =
୬↑ା୬↓

୬
 . One of the 

advantages of LDA (and generally LSDA) is that it is not computationally demanding. The 
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approximation is fairly accurate in covalent systems and simple metals in which the electron 

density varies relatively slowly. However, the functional has failed to predict accurately the 

electronic properties (such as band-gap) of semiconductor materials. For such systems, LDA 

underestimates their band-gaps. Other drawbacks of LDA include, but not limited to the 

underestimation of the lattice parameter, overestimation of the cohesive energy and modulus of 

solids. 

3.2.2 The generalized gradient approximation (GGA) 
 

          Another approximation to the Kohn-Sham functional is the generalized gradient 

approximation (GGA). In the formulation, GGA goes beyond LDA by comprising not only the 

electron density at a particular point n(r⃗) but also the gradient ∇n(r⃗) in order to account for the 

spatial variation in the true electron density. The physical intuition behind the GGA is that, in 

reality, the electron density of a system is not uniform, as a result including information that 

embraces the variation in the electron density could lead to a functional with the capacity to 

describe a real material. The expression for the GGA, as an exchange-correlation functional, is 

shown in equation (3.72): 

 

 

𝐄𝐗𝐂
𝐆𝐆𝐀[𝐧] = ∫ 𝐧(𝐫⃗)𝛜𝐗𝐂൫𝐧(𝐫⃗), 𝛁𝐧(𝐫⃗)൯𝐝𝐫 .   (3.72) 

The equation (3.72) is only valid for a non-spin polarized system. However, for a spin-polarized 

system, the equation can be modified as equation (3.73) to include the forms of the spin densities 

in the system:  

 𝐄𝐗𝐂
𝐆𝐆𝐀ൣ𝐧↑, 𝐧↓൧ = ∫ 𝐧(𝐫⃗)𝛜𝐗𝐂൫𝐧↑, 𝐧↓, 𝛁𝐧↑, 𝛁𝐧↓ ൯𝐝𝐫 .  (3.73) 
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There are several known forms of GGA functionals, namely, PBE functional as proposed by 

Perdew-Burke-Ernzerhof [18], Becke exchange[19], PBEsol which is an extension of PBE for 

Solids [20] and Lee-Yang-Parr (LYP) correlation [19], [21], [22]. Because the GGA functional 

has more physical quantities than the LDA, it is often assumed that the GGA would lead to more 

accurate results than the LDA. Although this is often the case, there are known exceptions. The 

GGA functionals are known to yield more accurate estimate of the total energies [23]–[27] and 

atomization energies [22] of a standard set of atoms and molecules. The functionals have also been 

reported to exhibit significant advantages over LDA in the prediction of the right ferromagnetism 

configurations of BCC iron at the ground state [19]. With the LDA, the calculated lattice constants 

are usually 2% lower than the corresponding experimental values, whereas the GGA improves 

upon these results in most cases but often overestimate with respect to the experimental values[21], 

[28]. Despite the successes that have been reported with LDA and GGA, there are some common 

pitfalls associated with the use of the two set of functionals in predicting the physical properties 

of materials. For example, both the LDA and GGA underestimate the band-gap of semiconductors 

and insulators. In addition, they also fail to accurately describe the weak Van der Waals attraction 

between layered materials or the adsorption of gases on graphene. This failure might be attributed 

to the neglect of the long-range nonlocal correlations in LDA and GGA. One of the pragmatic 

approaches to overcome this limitation has been given by the DFT-D2 method of Grimme [29] 

which describes Van der Waals interactions through a simple pair-wise force field and it is 

optimized for several DFT functionals.   
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3.2.3 The hybrid functionals 
 

          It is worth mentioning that while the GGA underestimates a Kohn-Sham band-gap, Hartree-

Fock (HF) systematically overestimates it [30]. Due to the inaccuracy of GGA and LDA in 

predicting the band-gap of some materials, notably the underestimation of the band-gaps of 

semiconductors, hybrid functionals which describe exchange employing a blend of the exact non-

local HF exchange (Eଡ଼
ୌ୊) (see equation (3.74) ) and a number of exchange and correlation 

functionals, have been developed to overcome such limitations: 

 

 

𝐄𝐗
𝐇𝐅 = −

𝟏

𝟐
෍ ∫ ∫ 𝛙𝐢

∗(rଵ)𝛙𝐣
∗(rଶ)

𝟏

𝐫𝟏𝟐
𝐢,𝐣

𝛙𝐣
∗(rଵ)𝛙𝐢

∗(rଶ)𝐝rଵ𝐝rଶ .   (3.74) 

where rଵଶ = |𝐫𝟏 − 𝐫𝟐|. 

Although there are different types of hybrid functionals in use today, the most common ones are 

B3LYP (Becke, 3 parameters, Lee-Yang-Par)[31], [32], PBE0 (Perdew-Burke-Ernzerhof) [33], 

[34],  HSE (Heyd-Scuseria-Ernzerhof) [35] and optimally tuned range separated hybrids [36]. 

B3LYP is formed from the linear combination of Eଡ଼
ୌ୊, Eଡ଼

ୋୋ୅, Eେ
ୋୋ୅, Eଡ଼

୐ୈ୅ and Eେ
୐ୈ୅ which are the 

exchange and the correlation functionals corresponding to GGA and LDA as expressed in equation 

(3.75). 

 

 

𝐄𝐗𝐂
𝐁𝟑𝐋𝐘𝐏 = 𝐄𝐗

𝐋𝐃𝐀 + 𝐚𝟎൫𝐄𝐗
𝐇𝐅 − 𝐄𝐗

𝐋𝐃𝐀൯ + 𝐚𝐱൫𝐄𝐗
𝐆𝐆𝐀 − 𝐄𝐗

𝐋𝐃𝐀൯ + 𝐄𝐂
𝐋𝐃𝐀

+ 𝐚𝐜൫𝐄𝐂
𝐆𝐆𝐀 − 𝐄𝐂

𝐋𝐃𝐀൯ .   
(3.75) 

where a୭= 0.2, a୶= 0.72, and aୡ= 0.81.  

With the PBE0 functional, it combines the PBE exchange energy (Eଡ଼
୔୆୉) and of Eଡ଼

ୌ୊ in a 3 to 1 

ratio with the complete PBE correlation energy (Eେ
୔୆୉) as shown in equation (3.76): 
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𝐄𝐗𝐂

𝐁𝟑𝐋𝐘𝐏 =
𝟏

𝟒
𝐄𝐗

𝐇𝐅 +
𝟑

𝟒
𝐄𝐗

𝐏𝐁𝐄 + 𝐄𝐂
𝐏𝐁𝐄 .     (3.76) 

Hybrid functionals usually give fairly accurate predictions of the band-gaps, reliable total energies 

and geometries of molecules and solids. However, due to the slow decay of HF exchange, such 

functionals are computationally expensive and thus could be intractable for extended systems [37]. 

Therefore, short-range functionals, like the screened hybrid functionals HSE03 [35] and HSE06 

[38], are proven alternatives to the standard hybrid functionals. This is because the spatial decay 

of HF exchange interaction is sped up in HSE03 and HSE06 by substituting the  
ଵ

୰భమ
 Coulomb 

potential with the screened potential as shown in equation (3.77). The exchange energy term is 

divided into the short range (SR) and long range (LR), and the long range component is ignored 

but replaced by the PBE LR contribution. The hybrid exchange-correlation energy is thus 

expressed as equation (3.78). 

 
𝟏

𝐫
=

𝐞𝐫𝐟𝐜(𝛚𝐫)

𝐫
+

𝐞𝐫𝐟(𝛚𝐫)

𝐫
 (3.77) 

 

 𝐄𝐗𝐂
𝐇𝐒𝐄 = 𝛂𝐄𝐗

𝐇𝐅,𝐒𝐑(𝛚) + (𝟏 − 𝛂)𝐄𝐗
𝐏𝐁𝐄,𝐒𝐑(𝛚) + 𝐄𝐗

𝐏𝐁𝐄,𝐋𝐑(𝛚) + 𝐄𝐂
𝐏𝐁𝐄 (3.78) 

where r = rଵଶ; α is the mixing parameter (often considered as α = 0.25) between the short- range 

HF exchange energy Eଡ଼
ୌ୊,ୗୖ(ω) and PBE energy Eଡ଼

୔୆୉,ୗୖ(ω); ω is the adjustable screening 

parameter that controls the short-range of the interaction; Eେ
୔୆୉ denotes the PBE correlation energy. 

Setting ω = 0.2 Å-1 leads to the HSE03 functional, while HSE06 is formed with ω=0.3 Å-1. Table 

3.1 compares the experimental band-gaps of materials with the calculated values as predicted by 

the LDA, GGA and HSE hybrid functionals. 
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Table 3.1 The calculated and experimental band-gaps of some selected materials 

Materials LDA(eV) GGA(eV) HSE(eV) EXP (eV) 

Arc 8.16 8.74 10.34 14.20 

Ca 4.11 4.21 5.42 5.48 

Sib 0.61 0.61 1.17 1.17 

Ge 0.00 0.00 0.80c 0.78a 

AINc 4.17 4.18 5.81 6.19 

ZnOc 0.75 0.80 2.49 3.44 

MgSeb - 1.70 2.60 3.60d 

MgTeb 2.26 2.34 3.01 3.47d 

MgOc 4.70 4.68 6.67 7.83 

aRef.[28], bRef.[23]  

             cRef.[39], dRef.[40], [41] 

         eSpin orbit interaction. 

From the table, it can be observed that HSE06 functional accurately predicts the electronic band-

gaps of all group IV semiconductors. Apart from the acceptable accuracy in the prediction of the 

band-gaps of semiconductors, the HSE has been used to obtain reliable results of the electronic 

properties of materials (such as rare earth elements) with highly localized electrons.  

3.3 The electron-ion interaction 
 

          In order to solve the Khon-Sham equation, two important issues have to be considered. First, 

the electron-ion interaction or the external potential Vext(r) must be treated in a special way since 

the full coulomb potential of such interaction decays too slowly to be efficiently represented by 
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small number of Fourier components. The second issue is finding the right mathematical 

expression for the single particle orbitals. To resolve the first issue, the Vext(r) could be treated 

using two common approaches, i.e., either by employing the all-electron [40], [41] or 

pseudopotential method. Due to the enormous benefit in terms of computational cost, in this study, 

pseudopotentials approach was adopted for the treatment of the external potential. For the second 

issue, it can be resolved by employing basis set to represent the single-particle orbitals. 

3.3.1 Pseudopotential method 
 

          Pseudopotential approach is used to reduce the weight of complexity of the many-body 

problem of a large system [42]. Conceptually, with pseudopotential, the core electrons are frozen 

out since they are not involved in chemical bonding and other physical characteristics of the 

materials [43]. With the core electrons frozen out, the number of the basis set required to describe 

the valence-electron wave function reduces thereby saving computational cost. Generally, 

pseudopotentials are formulated to generate the true potential of a nucleus outside the sphere of a 

given radius (rc), whereas in the sphere, they are made to be smooth as illustrated in Figure 3.1. It 

is worth stating that pseudopotentials are not unique, as a result, there is freedom to use the one 

that simplifies calculations and the analysis of the calculated electronic structure of interest. 
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Figure 3.1 The blue dashed lines show a schematic illustration of all-electron potential 𝑽 ∼
𝒁

𝒓
 

with the corresponding valence wave function 𝚿𝑽∼
𝒛

𝒓
 while the red solid lines represent the 

pseudopotential 𝑽𝒑𝒔𝒆𝒖𝒅𝒐and the corresponding pseudo 𝚿𝒑𝒔𝒆𝒖𝒅𝒐. Reproduced with permission 
from Schwerdtfeger [42]. 

 

3.3.1.1 Non-uniqueness of pseudopotentials 
 

          Starting from the single-particle Kohn-Sham equation, the concept of pseudopotential can 

be developed. Kohn-Sham equation could be expressed as equation (3.79): 

 𝐡𝛟 = 𝛜𝛟 . (3.79) 

where  

 𝐡 = 𝐭𝐨[𝛒] + 𝐯𝐊𝐒[𝛒]  

 

 = 𝐭𝐨[𝛒] −
𝐙𝐧𝐮𝐜𝐥

𝐫
+ 𝐯𝐇[𝛒] + 𝐯𝐱𝐜[𝛒]  (3.80) 

The Hamiltonian of equation (3.80) is the sum of the single particle kinetic energy t୭ and the 

Kohn-Sham effective potential operator v୏ୗ; the second term is the Coulomb potential experienced 
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by the electron at “r” in relation to the nuclear site, and Z୬୳ୡ୪ is the atomic number. To derive the 

general expression for pseudopotentials, first, the total number of electrons (Z୬୳ୡ୪) could be 

expressed as a sum of the number of core (Zୡ୭୰ୣ) and the valence electrons (Z), that is: 

 𝐙𝐧𝐮𝐜𝐥 = 𝐙𝐜𝐨𝐫𝐞 + 𝐙 . (3.81) 

Next, the single-particle wave function ϕ could be expanded as: 

 𝛟 = 𝛙 + ෍ 𝛂𝐜𝛙𝐜

𝐜

 . 
(3.82) 

where ψ represents the smooth part corresponding to valence electron states, the core orbitals are 

denoted by ψୡ. The coefficients of expansion αc of equation (3.82) can be determined using the 

following conditions: 

 ⟨𝛙|𝛙𝐜⟩ = 𝟎  (3.83) 

 

 𝛂𝐜 = ⟨𝛟|𝛙𝐜⟩ . (3.84) 

By employing equations (3.82) and (3.84), equation (3.79) can be expressed as: 

 𝐡መ 𝛙 + ෍(𝛜 − 𝐄𝐜)𝛙𝐜⟨𝛙𝐜|𝛙⟩ = 𝛜𝛙

𝐜

 . 
(3.85) 

where Eୡ is the eigenvalue of the core state. Equation (3.85) can be expressed as: 

 (𝐡 + 𝐯𝐑)𝛙 = 𝛜𝛙 . (3.86) 

where vୖ represents the repulsive potential operator. Equation (3.86) could further be expressed 

as 
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 (𝐭𝐨 + 𝐯𝐏𝐒)𝛙 = 𝛜𝛙 (3.87) 

such that 

 𝐯𝐏𝐒 = 𝐯𝐀 + 𝐯𝐑 = 𝐯𝐀 + ෍(𝛜 − 𝐄𝐜)|𝛙𝐜⟩⟨𝛙𝐜|

𝐜

 
(3.88) 

v୔ୗ of equation (3.88) is the pseudopotential representing the balance between the attractive 

potential v୅ and the repulsive potential vୖ, first cited by Phillips and Kleinman [44] and later by 

Antoncik [45]. It is interesting to note that there is no restriction to defining the pseudopotential 

v୔ୗ which depends on how effective the cancellation between the attractive potential of the core 

and the valence states. The eigenvalues of equation (3.85) remains unchanged by adding any linear 

combination of the core states to |ψ⟩, and the modified |ψ⟩ will lead to a new pseudopotential. 

Thus, this explains the non-uniqueness of pseudopotentials. The above features of 

pseudopotentials have been employed in the development of different types of pseudopotentials. 

However, only local, nonlocal and the projector-augmented wave pseudopotential have been 

discussed in this thesis. 

3.3.1.2 Local and non-local pseudopotentials 
 

          The general form of the pseudopotential, expressed as the equation (3.88), is given as: 

 𝐯𝐏𝐒(𝐫) = ෍ ෍ 𝐯𝐩𝐬
𝐥 |𝐥𝐦⟩⟨𝐥𝐦| = ෍ 𝐯𝐩𝐬

𝐥 (𝐫)𝐏𝐥

ஶ

𝐥ୀ𝟎𝐦ୀି𝐥

ஶ

𝐥ୀ𝟎

 . (3.89) 

where l is the angular momentum associated with the pseudopotential v୮ୱ
୪ (r), the operator P୪ is a 

projection operator expressed as equation (3.90), and |lm⟩ are the spherical harmonics: 
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 𝐏𝐥 = ෍ |𝐥𝐦⟩⟨𝐥𝐦|

𝐥

𝐦ୀି𝐥

 .  (3.90) 

Equation (3.89) implies that when v୔ୗ acts upon an electronic wave function, P୪ picks the l୲୦ 

angular momentum component of the wave function which is then multiplied by the local operator 

v୮ୱ
୪ . This type of a pseudopotential is called non-local because it responds differently on the 

different angular component of the wave function. However, if the pseudopotential employs the 

same potential in every angular momentum channels, it is termed a local pseudopotential. Local 

pseudopotentials are computationally less expensive as compared to the non-local ones, however, 

only very few elements can be calculated accurately employing local pseudopotentials. There are 

different available periodic codes for the implementation of DFT. In the past, there were few 

comparisons among the different codes. However, this has changed recently such that the results 

of different periodic codes can now be assessed for comparison [46].  

3.3.1.3 Projector-augmented wave (PAW) pseudopotentials approach 
 

          The specifics of a particular pseudopotential dictate a minimum energy cutoff that should 

be employed in the calculations involving atoms associated with such pseudopotential. 

Pseudopotentials that require high energy cutoff energies are termed hard, whereas less 

computationally expensive pseudopotentials with low cutoff energy are called soft. An example 

of a hard pseudopotential is norm conservative [47], while ultrasoft pseudopotentials (USPP), 

developed by Vanderbilt [48], [49], and just as the name implies, are called soft pseudopotentials.  

USPP is, however, not the only one in the category of plane wave based methods. The projector 

augmented wave (PAW), first introduced by Blöchl in 1994 [50], some year after USPP, benefits 

from the underlying all electron treatment, and as a result, it is expected to be more accurate than 
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USPP. Interestingly, USSP could be obtained from the PAW approach using some simplifying 

assumptions, as demonstrated by Kresse and Joubert [51]. These authors also investigated an 

extensive comparison of the USSP, PAW and all electrons calculations for different molecules and 

extended solids [51]. Their results demonstrate that USPP and the PAW approach give essentially 

similar results in many cases, and are consistent with the all-electron calculations. However, in the 

case of magnetic systems, PAW is deemed to be more reliable [52]. The PAW approach is 

constructed based on the transformation between the all-electron orbitals |ψ୬⟩ and pseudo orbitals 

|ψ෩୬⟩ as expressed in equation (3.91): 

 |𝛙𝐧⟩ = ห𝛙෩ 𝐧ൿ + ෍(|𝛟𝐢⟩ − |𝛟෩ 𝐢⟩)

𝐢

𝐜𝐢 . 
(3.91) 

where |ϕ୧⟩ are “true atomic states, |ϕ෩ ୧⟩ denotes pseudo waves, and c୧ are the linear coefficients of 

the pseudo wave function. The advantages of the PAW method are as follows: 

i) There is no need to treat the core electrons. The projector functions are localised in the 

augmented spheres. 

ii) The pseudo wave function is smooth and has no nodes in the augmented spheres. 

iii) With the PAW method, the all-electron wave functions and electron density can be 

assessed which could be helpful for orbital-dependent exchange-correlation 

functionals. 
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3.3.1.4 Basis set 
 

          In order to calculate the physical properties of crystals using Kohn-Sham equations with 

pseudopotentials, it is essential to select a basis set to express the electrons wave functions. 

Basically, there are three different ways to express the wave function, ϕ: 

i) Expressing ϕ as a linear combination of plane waves. 

ii) Expressing ϕ as a linear combination of atomic orbitals. 

iii) Expressing ϕ as a linear combination of some i) and ii). 

As a result of the simplicity which makes no presumptions about the form of the solution, and the 

lack of superposition error, the plane wave is one of the most adopted basis sets for the electronic 

structure calculations. With the plane wave basis set, a single-particle wave function ψ୩(𝐫) at a 

point r in a crystal could be expressed as: 

 𝛙𝐣(k, r) =
𝟏

ඥ𝐍𝐨𝛀
+ ෍ 𝐀𝐣(k + G)

𝐆

𝐞(୩ାୋ)⋅୰.  
(3.92) 

where N୭, Ω, 𝐤, j, G and A୨(𝐤 + 𝐆) are the number of unit cells, the volume of the unit cell, the 

electronic wave vector within the first Brillouin zone, the band index, the reciprocal lattice vector, 

and the Fourier coefficients, respectively.  

While in most ab initio codes electronic wave functions are represented by one of the above listed 

basis sets, there are few exceptions. For example, Pseudopotential Algorithm for Real-Space 

Electronic Calculations (PARSEC) solves Kohn-Sham equations using a finite element algorithm 

[53]. 
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3.4 Formalism of Kohn-Sham equation in momentum space 
 

          Kohn-Sham equation, employing pseudopotential method with the plane wave basis set, can 

be expressed in momentum space as equation (3.93): 

 ෍ 𝐇ୋ,ୋᇲ(k)𝐀𝐣(k + Gᇱ)

𝐆ᇲ

= 𝛜𝐣(k)𝐀𝐣(k + G) . 
(3.93) 

such that 

 𝐇ୋ,ୋᇲ(k) =
ℏ𝟐

𝟐𝐦
|k + G|𝟐𝛅ୋ,ୋᇲ + 𝐕𝐩𝐬(k + G, k + Gᇱ) .  (3.94) 

where V୮ୱ is the screened pseudopotential. It is pertinent to state that V୮ୱ is non-local, and the 

Fourier component can be expressed as: 

 
𝐕𝐩𝐬(k + G, k + Gᇱ)

= 𝐕𝐩𝐬
𝐢𝐨𝐧(k + G, k + Gᇱ) + 𝐕𝐱𝐜(G − Gᇱ) + 𝐕𝐇(G − Gᇱ) 

(3.95) 

 

 = 𝐕𝐩𝐬
𝐢𝐨𝐧(k + G, k + Gᇱ) + 𝐕𝐬𝐜𝐫𝐞𝐞𝐧(G − Gᇱ) . (3.96) 

V୮ୱ
୧୭୬ is the Fourier component of the ionic pseudopotential, Vୌ and V୶ୡ are the Fourier components 

of the Hartree and the exchange-correlation potential, respectively. Thus, to calculate the different 

properties of solids, using the above equations, all these parameters need to be specified. 

 

3.4.1 Energy cut-off 
 

          Equation (3.92) is expressed in terms of a plane wave basis set. According to the equation, 

evaluating the solution required an infinite number of reciprocal lattice vectors of G. The 
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evaluation of such an expression is impractical. However, the plane wave expansion could be 

truncated to include only solutions with kinetic energy (E) less than some value, also known as the 

energy cut-off, Eୡ୳୲, i.e. 

 𝐄 =
ℏ𝟐

𝟐𝐦
|k + G|𝟐 < 𝐄𝐜𝐮𝐭 . (3.97) 

with 

 𝐄𝐜𝐮𝐭 =
ℏ𝟐

𝟐𝐦
𝐆𝐜𝐮𝐭

𝟐  (3.98) 

Then the infinite sum reduces to: 

 𝛙𝐣(k, r) =
𝟏

ඥ𝐍𝐨𝛀
+ ෍ 𝐀𝐣(k + G)

|𝐆ା୩|ழୋౙ౫౪

𝐞(୩ାୋ)⋅୰ .  
(3.99) 

The truncation of the plane wave basis set at a small Eୡ୳୲ might lead to an error when calculating 

the total energy of a system. However, such error can be reduced by increasing the Eୡ୳୲. It is worth 

mentioning here that, all the Eୡ୳୲ used in this thesis to evaluate the physical properties of graphene 

based systems were chosen after convergence has been achieved with respect to the parameter.  

3.4.2 Brillouin zone sampling 
 

          The evaluation of the physical properties of solids (such as the total energy, electron density 

of states, etc.), involves the integration of periodic functions of a Bloch wave vector over a whole 

Brillouin zone (BZ). There are a number of numerical techniques that have been reported for the 

BZ integration scheme such as Monkhorst and Pack [54], Baldereschi [55], Cunningham [56], 

Chadi and Cohen [57]. These integration schemes for generating special k-points within the 

irreducible Brillouin zone IBZ give a good approximation to the zone average of a generic periodic 



73 
 

function. An excellent review on the description of special k-points of the IBZ for crystals with 

different symmetries for use in the calculation of electronic structure and the physical properties 

of materials was reported by Evarestov and Smirnov [58]. In this thesis, all the calculations that 

are presented were done using the Monkhorst and Pack scheme. With this scheme, special k-points 

are presented in this form: 

 k𝐩 = 𝐮𝐩𝟏b𝟏 + 𝐮𝐩𝟐b𝟐 + 𝐮𝐩𝟑b𝟑 + k𝟎 . (3.100) 

where 𝐛୧ and 𝐤଴ are the reciprocal lattice vectors and an arbitrary vector, respectively. For a cubic 

system, u୮୧ is calculated as follows:  

 𝐮𝐩𝐢 =
𝟐𝐩𝐢 − 𝐥 − 𝟏

𝟐𝐥
 . (3.101) 

where p୧=1, 2, 3…l and i=1, 2, 3. The integer l is used to evaluate the number of special points in 

a given set. For a hexagonal BZ, the coefficient u୮୧ such that i =1, 2 are expressed as: 

 𝐮𝐩𝐢 =
𝐩𝐢 − 𝟏

𝐥
 . (3.102) 

and for i=3, u୮୧ is given as: 

 𝐮𝐩𝐢 =
𝟐𝐩𝐢 − 𝐥 − 𝟏

𝟐𝐥
 . (3.103) 

Another important quantity that must be stated is known as the weight factor which is a factor 

associated with each special k-point. This factor can be expressed as follows: 

 𝐟̅ = ෍ 𝛚𝐢𝐟(k𝐢)

𝐍

𝐢ୀ𝐢

+ 𝐫𝐞𝐦𝐚𝐢𝐧𝐝𝐞𝐫 . (3.104) 
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where f(𝐤) is a periodic function and f ̅is the average; ω୧ is the weight factor such that ∑ω୧ = 1. 

In equation (3.104), the sum runs over N chosen k-points, and the smaller the ‘remainder’ term, 

the better the numerical integration technique. In this thesis, mxmx1 Monkhorst and Pack scheme 

was used to sample the BZ of all the graphitic systems studied. The right value of ‘m’ was 

determined after a test of convergence of the total energy was done with respect to the parameter, 

‘m’. 

3.4.3 Hellmann-Feynman forces 
 

          After the solutions of Kohn-Sham equations have been obtained self-consistently by the 

plane wave pseudopotential method, the total energy of the material and then the Hellmann-

Feynman force on the atoms can be calculated. The total energy E୲୭୲ of a system can be expressed 

as the sum of the energies due to the electronic contribution Eୣ୪ୣ (corresponding to the Hamiltonian 

H with an eigenstate |ψ⟩), and the ionic contribution E୧୭୬: 

 𝐄𝐭𝐨𝐭 = 𝐄𝐞𝐥𝐞 + 𝐄𝐢𝐨𝐧 . (3.105) 

The derivative of the total energy with respect to the atomic positions 𝐑୧ gives rise to the force 

acting 𝐅୧ on the atoms of the system, i.e.: 

 F𝐢 =
𝛅𝐄𝐭𝐨𝐭

𝛅R𝐢
= ⟨𝛙|

𝛅H

𝛅R𝐢
|𝛙⟩ +

𝛅𝐄𝐢𝐨𝐧

𝛅R𝐢
 . (3.106) 

If the basis set has ionic coordinates, equation (3.106) would have extra terms called the Pulay 

forces. However, with a non-local basis set, the Pulay forces can be removed. Geometry 

optimization calculations usually depend on the accurate evaluation of sum of the ionic forces. It 

is worth noting that such calculations exhibit excellent convergence when Pulay forces are 

included.  
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3.4.4 Self-Consistent iterative procedure 
 

          The trial plane-wave basis set defined in equation (3.99) along with the pseudopotential 

method described in Error! Reference source not found. could be used to solve Kohn-Sham 

equations. Although starting with a trial charge density, the solutions to the Kohn-Sham equations 

provide the initial ground state charge density which might not be the true ground state charge 

density of a given system. The true ground state charge density or a more reliable and stable result 

can be obtained by using the charge density calculated through iterating the solution of Kohn-

Sham equations. This procedure is termed a self-consistent field (SCF) calculation, and it is 

outlined in the following algorithm: 

i) The trial electron density (𝑛(𝑟)) is defined. 

ii) Kohn-Sham equations are solved with the trial electron density in step (i) to obtain a new single 

particle wave functions, 𝜙௜(𝑟). 

iii) A new electron density (𝑛௄ௌ(𝑟)) is calculated from the single particle wave functions 𝜙௜(𝑟) 

obtained from step (ii). 

iv) The new density (𝑛௄ௌ(𝑟)) is then compared with the initial electron density (𝑛(𝑟)) in step (i), 

if the two are equal, it is the ground state electron density and can be employed to calculate the 

total energy of the system. However, if the two electron densities are different, then the calculated 

electron density is updated in some way. After that is done, the process starts again from step (ii). 

However, this process might not lead to quick convergence. The reason being that due to the long-

range nature of the Coulomb interaction, a slight change in the electron density input could lead to 

a larger change in the output electron density. Thus, a new charge density must be mixed with the 

previous output densities in a predetermined manner so as to attain ground state electron density 
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as quick as possible. Basically, there are two classes of electron charge densities mixing schemes, 

i.e, linear and non-linear schemes. An excellent review of these schemes can be found in Ref. [59]. 

In our calculations, one of the most attractive non-linear mixing methods for self-consistent field 

acceleration, also known as Broyden mixer, was adopted. Figure 3.2 gives the schematic flow chart 

of the self-consistent field calculation. 

 

Figure 3.2 A flow chart illustrating the self-consistent field (SCF) calculation of the DFT 
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3.5 Geometry optimization  
 

          Before the physical properties of a periodic system is calculated within the framework of 

DFT, it is a good practice to check or ensure that the forces acting on the atoms within each unit 

cell are small as possible so as to render them insignificant. The process that brings about changes 

in the positions of the atoms, and in some cases the shape of the material, until the forces on the 

particles are insignificant, with a configuration that induces a minimum total energy, is called 

optimization. Optimization could be done by employing the total energy, Pulay forces as well as 

Hellmann-Feynman forces approaches. Mainly, there are two iterative corrections that determine 

the optimized geometry of any periodic system. In the first iterative correction, the Kohn-Sham 

equations are solved to attain a predetermined tolerance of self-consistency via the adjustment of 

the charge density. In the second iterative correction, the optimization of the geometry is done by 

changing the atomic positions in response to the prevailing forces. These iterative adjustments are 

done repeatedly until a fully relaxed geometry is achieved. Although there are different methods 

of geometry optimization [60], [61], in our study, Bendt-Zunger’s conjugated gradient method 

[62] was adopted for the optimization. The reason for choosing this scheme is because the 

algorithm is robust and often works reasonably well even if the starting structural guess is quite 

different from the ground state structure. 

3.6 Computational code 
 

          The calculations in this thesis were performed with the Vienna Ab initio Simulation Package 

(VASP) code [63], [64]. The code was developed by Jürgen Furthmüller and Georg Kresse in some 

years back at the University of Vienna in Austria.  
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VASP code has been a huge success in implementing the DFT of Kohn-Sham. It has been used to 

predict the properties (such as the energies, forces, band structures, the density of states, charge 

densities, etc.) of materials. It computes the properties of periodic materials by first solving the 

Kohn-Sham equations self-consistently using plane-waves basis set and PAW as the 

pseudopotential. It also offers the level of accuracy of the all-electron approach while still has the 

advantages of a plane wave scheme. 

          The VASP 5.3, which was employed for this study, can be used to perform four types of 

calculations: single point energy, structure optimization, quasiparticle spectra (GW) and molecular 

dynamics. In this study, only the single point energy and the structural optimization have been 

performed to compute the properties of the graphene-based systems. As a result, only these two 

calculations types have been discussed herein.  

          If the flag of the single point energy is turned on, only the energy of the input structure is 

calculated without relaxing the geometry of the system. However, in most cases the single point 

energy calculation is done to compute the physical properties of materials after the structural 

optimization of the system in question has been achieved. This is because the single point energy 

converges very quickly, and usually leads to accurate ground state properties of the system if a 

well optimized input structure is used. However, in the case of the geometry optimization, if the 

flag is turned on, the cell parameters are relaxed with or without constraints depending on the 

specifications. There are three constraints that can be considered during geometry optimization of 

a system: i.e. relaxing atom positions; allowing cell volume and shape to change. If the geometry 

optimization is done with respect to the relaxation of the atom positions, the atoms are allowed to 

move until the Hellmann forces on them are just less than the convergence threshold. This type of 

constraint is used when a surface is to be relaxed; adsorption of a gas on a surface and the relaxation 



79 
 

of a structure around a defect or vacancy are to be considered. However, the cell volume option is 

allowed if the optimisation is to be done to take into account only isotropic changes of the supercell 

while keeping the angles and the ratios of the lattice parameters constant. This option is used when 

the effect of pressure on the physical properties of the systems of interest is of utmost importance. 

The last constraint, which is the cell shape option, allows the cell parameters, including the angles, 

to change. The three options described above can be allowed if full optimisation of the system is 

to be performed. 

          After geometry optimisation has been done within a prescribed convergence threshold, the 

physical properties (such as the ground state energy, charge density, band structure, the density of 

states, work function, optical characteristics, etc.) of the systems of interest can be computed. In 

this study, the focus is on the charge density, density of states, band structures, and optical 

characteristics. These properties are usually computed following two independent steps. The first 

step involves relaxing the structure, then reload the relaxed geometry as the input structure. 

Afterward, the desired properties of the system can be calculated using a single point energy 

calculation. 
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Chapter 4  
 

4.1 Introduction 
 

This chapter presents how the optimum values of Ecut and k-points that were used to get the results 

of this study were obtained. Moreover, the structural, lattice dynamic, electronic and optical 

properties of Be-S and Be-N co-doped graphene are also discussed. 

 In supercell calculations, some trade-offs between accuracy and computational costs are 

inevitable. These trade-offs include but are not exclusive to using an optimum number of k-points 

and kinetic energy cut-off (Ecut) to calculate the physical properties of materials with a decent 

level of accuracy. To this end, section 4.2.1 and 4.2.2 focus on the tests of convergence performed 

to get the optimum values that were required for the results of the calculations presented in the 

later sections. Section 4.2.3 presents the validation of the structural properties of graphene. The 

results, which are solely the author’s findings, of this study are discussed in section 4.3, 4.4 and 

4.5 using PBE-GGA and HSE06 functionals. Two of these results have already been published as 

articles in refereed journals while the result presented in section 4.5 has also been submitted to a 

reputable journal and currently under peer review. 

In section 4.3, the results of an ab initio study of beryllium and sulphur (BeS) co-doped graphene 

were presented. Section 4.4 contains the report of the lattice dynamics, electronic and optical 

properties of beryllium and nitrogen (BeN) co-doped graphene. Section 4.5 addresses the optical 

properties of BeS co-doped graphene. 
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4.2 Test of convergence 
 

Before employing DFT to calculate the physical properties of materials, it is important to perform 

tests of convergence of the total energy, first, with respect to the kinetic energy cut-off and, 

secondly, with respect to the number of k-points for the plane wave expansion of the wave 

function. These tests enable a balance to be struck between the computational cost and the accuracy 

of a given calculation.  

4.2.1 Test of convergence with respect to cut-off energy (Ecut) 
 

According to Bloch’s theorem, the electronic wave function of a periodic system at each k-point 

can be expressed in terms of a discrete plane-wave basis set. In principle, an infinite number of 

plane waves are required for the plane wave basis set to be complete. The computational 

implementation of such an infinite basis set as an electronic wave function is not realistic for a 

practical DFT calculation. However, the plane waves with small kinetic energies contribute more 

to the total energy of the system than the plane waves with large kinetic energies. Consequently, 

the plane wave basis set can be truncated to comprise only plane waves with the kinetic energies 

smaller than some specific cut-off energy (Ecut). Although the truncation of the basis set at a 

certain cut-off energy would lead to an error in the calculated total energy, the size of the error can 

be reduced systematically by increasing the value of the Ecut until the computed total energy 

converges just below the required tolerance or no longer changes appreciably. In this way, 

convergence can be said to have been achieved. Figure 4.1Error! Reference source not found. 

shows the calculated total energy of 4X4 supercell of graphene with respect to Ecut. It can be 

observed from Figure 4.1, that the Ecut of 400 eV corresponds to the VASP total energy which is 
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very close to the converged value. As a result, Ecut of 400 eV was adopted for all the graphitic 

systems investigated in this study. 
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Figure 4.1 The convergence of the calculated total energies of the unit cell of graphene against 
the cut-off energies. 

The systems considered are pristine graphene, Be and S mono/co-doped; Be and N mono/co-doped 

graphene. Given a heteroatom doped graphene, since a cutoff energy only models the most rapidly 

varying core wave function of the constituent elements present in the material, the 400 eV 

determined for carbon would be an appropriate cutoff energy for any other monolayer graphene 

doped or co-doped with Be, S, or N. This is because carbon requires a very high energy cutoff to 

attain convergence compared to any of the aforementioned impurities in it most stable phase. The 

reason for such behaviour could be ascribed to the highly delocalized 2p orbital which arises as a 

result of lack of p-core states in carbon. Besides finding the appropriate Ecut to use for the 

calculations, a test of convergence with respect to k-points is equally important and must be 

determined before any physical properties of a given system are computed. 
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4.2.2 Test of convergence with respect to k-points mesh 
 

In order to compute the desired physical properties of pristine and co-doped graphene investigated 

in this study, three different supercell sizes were used i.e. 2x2, 3x3 and 4x4. It is known that for a 

given crystal, the number of k-points that is required to sample the BZ reduces with the increase 

in the size of the supercell.  As a result of this, to determine the optimum number of k-points that 

would be required to sample the BZ of all the above-mentioned supercells; a test of k-points 

convergence (Figure 4.2) was done with respect to the smallest supercell (i.e. 2x2) of graphene 

using the Monkhorst-Pack scheme [1]. The convergence was done with respect to the 2x2 supercell 

since it is expected to have a higher density of k-points than the larger supercells (3x3 and 4x4). 

Running a supercell calculation with a higher number of k-points than the optimum value does not 

limit the accuracy of the result. Rather, it increases the accuracy and the cost of the computation. 

This computational cost is worth incurring compared to the higher amount of time that would be 

spent if we were to determine the required minimum value of k-points for each of the supercells 

(2x2, 3x3 and 4x4). Figure 4.2 shows that a minimum 5x5 k-points spacing would be required to 

sample the BZ of all the aforementioned supercells effectively. 
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Figure 4.2 The calculated total energy of 2x2 supercell of graphene as a function of k-points. 

 

With Ecut = 400 eV and k-point = 7x7x1, the structural parameters of pristine graphene were 
calculated as follows: 

 

4.2.3 Validation of the structural properties of graphene 
 

The structural parameters of a unit cell of graphene were determined using the geometry 

optimization technique. This was done to ensure that the right parameters were used when 

calculating the physical properties of pristine and doped graphene considered in this study. To 

obtain the right lattice parameter, total energy calculations were done at different values of the 

lattice constant in the range of 1.86 ‒3.16 Å, and the results are shown in Figure 4.3. In line with 

the standard convention, the results were fitted to the polynomial curve to determine the 

equilibrium lattice constant of graphene. The red arrow on the graph shows that 2.46 Å, which 

corresponds to the lowest energy value of the system, is the equilibrium lattice constant of 

graphene. After obtaining the energetically favourable lattice constant, the C‒C bond length of the 

system was determined, and a value of 1.42 Å was found. These values are consistent with the 
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existing data [2], [3] on graphene. It is worth reiterating that graphene is a 2D material, as a result, 

in order to model the structure, a test of convergence with respect to interlayer spacing is required 

to isolate it from the interaction (via Van der Waals force) with other adjacent periodic layers. Van 

der Waals interaction is responsible for keeping the layers of graphene together. Figure 4.4 

illustrates the results of the total energy calculations at different values of the interlayer spacing. 

It is observed that the total energy of the system converged at a minimum value of 4.0 Å. However, 

this value is significantly lower than the minimum value (8-14) used in most studies. The disparity 

between our result and the range of values commonly found in other reports is due to the neglect 

of Van der Waals interaction in the exchange-correlation functional that was used for this study. 

With respect to the literature, a minimum vacuum spacing of 8.0 Å is required to isolate monolayer 

graphene from the Van der Waals interaction of the adjacent periodic layers. Consequently, a 

vacuum spacing of 12 Å was adopted to model the pristine monolayer and the doped graphene in 

this study. 
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Figure 4.3 The total energy vs lattice parameter of graphene. The red filled symbols show the 
numerically computed data points while the black curve shows a polynomial fit of the DFT data. 
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Figure 4.4 The total energy vs interlayer spacing between two layers of graphene. 

 

 

4.3 Exploring the stability and electronic structure of beryllium and sulphur co-doped 
graphene: a first principles study 
 

4.3.1 Introduction  
 

Ever since the isolation from pyrolytic graphite by micromechanical cleavage in 2004 [4], 

graphene has attracted a lot of attention due to the remarkable properties (electronic, mechanical 

and thermal). Attributed to the linear dispersion relationship at the low energy region in the band 

structure, these properties have portrayed graphene as a strong contender to replace silicon for use 

in nanoelectronics and even in microelectronics. However, graphene has no band-gap magnitude 

(as explained in section 2.3.2) which renders it unsuitable for the proposed applications. In section 

2.4, the different techniques that could be employed to induce a finite band-gap in graphene were 

discussed. Out of these techniques, heteroatom doping is the most effective method for creating 

and tailoring the band-gap magnitude in graphene to meet a device specification. Due to the 



91 
 

effectiveness of this technique, Denis et al.[5] investigated the effect of sulphur substitution on the 

electronic structure of graphene. They reported that the introduction of sulphur in graphene could 

change the electronic character of the system to either metallic or semiconducting depending on 

the impurity concentration. For example, at 2.0% of sulphur content in graphene, a band-gap of 

0.3 eV was reported to be induced in the system while at a slightly higher impurity concentration 

the energy gap vanished and the material became metallic. The result of their study suggests doping 

graphene with sulphur might not always lead to the desired result except if the right amount of the 

impurity (which would be difficult to achieve within a normal experimental setup) is used.  

In view of the challenges involved in transforming graphene to semiconductor using sulphur as 

the dopant, we investigated, from the first-principles within the framework of DFT, the 

isoelectronic co-doping of graphene with Be and S with a view that the heteroatom combination 

could be used to effectively induce and tailor the band-gap of graphene regardless of the impurity 

concentration. In the study, different doping patterns were considered to determine how the 

impurities preferred to co-exist in the matrix. The different isomers used in the study are shown in 

Figure 4.5. The cohesive energy and the electronic structure of each isomer were calculated to 

evaluate the stability and electronic character of the co-doped system. Bader charge analysis was 

performed to account for charges distribution in the system. 
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Figure 4.5 The different doping configurations of Be-S co-doped mono layer graphene adopted 
in the study. Sites A1, B1, C2, etc. are the same sublattices occupied by Be–atom (blue colour) 
while site O is a fixed position occupied by S–atom (yellow colour). Only a pair of Be and S is 
considered at a time in each run. 

 

4.3.2 Results and discussions 
 

The details of the computation and the analysis of the results obtained using Be and S to co-dope 

graphene are presented in the published article below. 
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4.3.3 Concluding remarks 
 

The result of the study shows that a finite gap is induced in graphene when it is co-doped with Be 

and S–atoms and the size can be tuned up to 0.5 eV depending on the doping sites. The cohesive 

energy calculation of the system shows that OB1 isomer, which is the configuration designated for 

Be and S atom occupying the positions of any two adjacent atoms of graphene, is the most stable. 

The origin of the stability of this configuration is attributed to the formation of ionic bonding 

between the impurities. This was further confirmed by Bader charge analysis which shows that 

there was charge transfer from Be to S–atom. OB1 configuration was observed to induce the 

minimum band-gap of 0.1 eV in graphene while a maximum band-gap of 0.58 eV was attained 

when the impurities occupied the sites that are two rings apart, designated as OD isomer in Error! 

Reference source not found.. The difference in the band-gap between the isomers could be 

ascribed to charges redistribution in the system arising from different doping patterns. 

Author contributions 

O. Olaniyan designed the study and the main conceptual ideas. He worked out almost all of the 

technical details, and performed the numerical calculations for the suggested theory. 
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4.4 A systematic study of the stability, electronic and optical properties of beryllium 
and nitrogen co-doped graphene 
 

4.4.1 Introduction  
 

Transparent conductors (TCs) are an important components in use today and are employed in a 

myriad of common applications that include but not exclusive to touch screens, solar cells, liquid 

crystal displays (LCDs), organic light emitting diode (OLED) [6], [7], smart phones, etc. Indium 

tin oxide is the most widely used TC[8], [9] in most device applications; this is because most of 

the required properties (such as high optical transparency, low sheet resistance, and stability[10]) 

of an ideal TC are unparalleled in the oxide. However, ITO has some limitations which suppress 

its use as a TC. Some of the limitations that the material exhibits are; brittleness, which limits its 

application in flexible devices; material cost, which is due to indium scarcity; and conductivity 

degradation if it is bent. As a result of these shortcomings an alternative material, which comprises 

all the essential qualities but also circumvents the limitations of ITO as a TC, is being sought after.  

Satisfying most of the important criteria earmarked for an ideal TC, graphene has been touted as a 

replacement for ITO due to its fascinating properties such as high flexibility, good transparency 

with a transmittance exceeding 97%, good mechanical, chemical and thermal stability[11]–[13]. 

Despite being characterised by these qualities, graphene is not a perfect TC material, because it 

has a higher sheet resistance and a lower electrical conductivity than ITO. The sheet resistance of 

the 2D material is between 1000 to 5000 Ω/sq while 10 to 30Ω/sq [14] has been observed for ITO. 

Interestingly heteroatom doping has been widely reported as a useful approach to tailor the 

physical properties of graphene and could be applicable to tuning the sheet resistance.  
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In view of the above, a study aimed at finding the right dopants that could lower the sheet resistance 

of graphene without compromising the optical transparency is worth investigating. Recent study 

by Ullah et al.[2] suggests that the conductivity of graphene could be increased and transformed 

to p-type if it is doped with Be-atom. However, they did not study the lattice dynamics of Be-

doped graphene to find out if the system is dynamically stable; probably the system is not stable 

and this could explain why the report on the experimental synthesis is scarce. Moreover, the optical 

properties of the system were also not investigated to know if it is transparent.  

Following the study of Ullah et al.[2], we investigated from first-principles, within the frame work 

of DFT, the lattice dynamics, electronic and optical properties of Be-doped and, Be and N (Be-N) 

co-doped graphene. The effects of the impurities concentration on the aforementioned properties 

were also considered. As regards to the Be-N co-doped graphene, the system was studied along 

with the Be-doped graphene should in case the latter is not stable dynamically. The presence of 

the N-atom is expected to increase the stability of Be-N co-doped relative to the Be-doped 

graphene due to a possible ionic bonding between Be and N if they were to be placed adjacent to 

each other in a graphene matrix. 

4.4.2 Results and discussions 
 

The details of the computation and the analysis of the properties of Be and N singly doped and co-

doped graphene are presented in the published article below. 
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4.4.3 Concluding remarks 
 

The results of the lattice dynamics of the systems show that Be-N co-doped graphene is 

dynamically more stable than Be-doped graphene. The superior stability of Be-N co-doped to Be-

doped graphene could be attributed to the formation of the ionic bonds between Be and N-atoms 

in the graphene matrix. The analysis of the electronic structures of the systems shows that both 

Be-doped and Be-N co-doped graphene have been transformed to p-type semiconductors with a 

metallic character. The presence of a metallic character in the Be-doped and Be-N co-doped 

graphene suggests that the systems have a higher conductivity than graphene. Optical properties 

of the systems reveal that the doped systems are transparent within the frequency interval of 7.0-

10.0 eV for parallel electromagnetic polarization. Thus, the result of this study suggests that BeN-

co-doped graphene is a viable candidate to replace ITO in optoelectronic devices. 
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4.5 Ab-initio study of the optical properties of beryllium-sulphur co-doped graphene 
 

4.5.1 Introduction  
 

In Error! Reference source not found.the structural and the electronic properties of the in-plane 

Be and S co-doped graphene was discussed. The results of the calculations show that Be-S co-

doped graphene has a finite direct band-gap, which depends on the configuration of the sites 

occupied by the impurities. It was further observed that the energetically favorable configuration, 

in which Be and S replaced the C–C adjacent atoms of graphene, was found to have the least band-

gap while the maximum band-gap was induced by the least stable configuration among the set of 

isomers considered. However, in the study, the effect of the impurities concentration on the 

electronic and the optical properties of the graphene were not studied. While only in-plane 

substitution of Be and S in graphene was done, a conformation considering out-of-plane 

substitution of the impurities in graphene is worth investigating. 

Herein, we investigated the effect of Be and S on the lattice dynamics and optical properties of 

graphene. In studying the aforementioned properties, the energy of formation of the in-plane and 

out-of-plane substitution of the defects in graphene were considered to determine the energetically 

favourable conformation. With the result of the formation energies, the energetically favourable 

configuration was subsequently employed to calculate the electronic and optical properties of the 

Be and S co-doped graphene systems. 

4.5.2 Results and discussions 
The details of the computation and the analysis of the optical properties of Be and S co-doped 

graphene are presented in the following manuscript which is under review. 
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4.5.3 Concluding remarks 
 

DFT was used to study the dynamic stability, band structure and optical properties of Be-S co-

doped graphene. The result of the phonon curves of the system shows that Be-S co-doped graphene 

with impurity concentration as high as 25% is dynamically stable, and the heteroatoms preferred 

to co-exist in an out-of plane conformation. The electronic and optical properties of the system 

also revealed interesting results. It is found that an indirect band-gap tuneable up to 0.72 eV (at 

level of HSE) is attained if graphene is co-doped with Be and S-atom at different concentration. 

The result of the optical properties reveal that the transparency of graphene could be tuned with 

Be and S-atom concentration. Specifically, the optical transparency of graphene was observed to 

decreases with the impurity concentration. The changes in the optical transparency of graphene 

demonstrate that Be-S co-doping could be used as an avenue for light manipulation in a device 

application. 

 

Author contributions 

O. Olaniyan designed the study and the main conceptual ideas. He worked out almost all of the 

technical details, and performed the numerical calculations for the suggested theory. 
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Chapter 5  
 

Concluding Remarks and Recommendations 
 

Graphene is a semimetal with a higher sheet resistance than ITO. Heteroatom-doping is a 

facial approach for creating a sizeable band-gap in graphene and also for increasing the carrier 

concentration to lower the sheet resistance. However, not all heteroatom-doped graphene is 

dynamically stable or have a band-gap. For example, Be-doped graphene has been demonstrated 

to be dynamically unstable at 0 K while S-doped graphene could be a metal or semiconductor 

depending on the impurity concentration. Heteroatoms co-doping is an effective technique for 

addressing these challenges. This technique was used in this thesis to address the dynamic 

instability of Be-doped graphene, and the lack of a band-gap in S-doped graphene through Be-S 

co-doped and Be-N co-doped graphene. Furthermore, the optical properties of Be-S co-doped and 

Be-N co-doped graphene were investigated for a potential application in optoelectronics using the 

plane wave pseudopotential method, within the framework of density functional theory.  

5.1 Conclusions 
 

5.1.1 Dynamic stability of Be, N, and S doped graphene 
 

The lattice dynamics of the Be-doped, Be-N co-doped and Be-S co-doped graphene at 0 K 

was investigated using a finite displacement method within the harmonic approximation scheme. 

The results indicate that Be-N and Be-S (both with the impurity concentration tuned up to 25%) 

co-doped graphene are dynamically stable due to the absence of the imaginary modes in the 

calculated phonon dispersion curves of the systems. However, in the case of Be-doped graphene, 

with a relatively lower impurity concentration of 12.5%, the phonon curves of the system have 

imaginary modes. As a result, Be-doped graphene at 12.5% impurity concentration is not stable. 
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This result could explain the rarity of the experimentally synthesized Be-doped graphene in the 

literature. 

The formation energy calculations for defects to form were performed for all the aforementioned 

systems. The results of the formation energies are in agreement with the result of the lattice 

dynamics of the systems. Be-N and Be-S co-doped graphene, in the energetically preferred 

configuration, were observed to have lower formation energies than Be-doped graphene. As a 

result, the two co-doped systems are more stable than Be-doped graphene. The existence of the 

ionic bonds between the co-dopants of the Be-N and Be-S co-doped graphene could be the reason 

why the co-doped systems are more stable than Be-doped graphene. An ionic bond involves the 

transfer of electrons from a metal to a non-metal, and usually stronger than the covalent bond. Be 

is a metal while N and S are non-metal. Consequently, an ionic bond is likely to form between Be 

and N or S if the pair of the impurities is used to replace any two adjacent atoms of graphene. 

However, in the case of the Be doped graphene, Be and C have a close electronegativity value, as 

such, prefer the formation of a covalent bond. The above reason was confirmed when Bader 

analysis was employed to analyze the charge distribution in Be-S co-doped graphene. The result 

revealed that charges are transferred from Be-atom to S-atom when the impurities were placed as 

adjacent atoms in the graphene matrix. The results in this section demonstrate that Be-N and Be-

S co-doped graphene could be more realistic systems to synthesize experimentally than Be-doped 

graphene. 

5.1.2 Electronic structure of Be, N, and S doped graphene 
 

The band structures and DOS calculations of the systems were carried out using GGA-PBE 

and HSE06 exchange-correlation functionals. All the doped systems exhibit semiconducting 

character. Be-S co-doped graphene has a direct band-gap (which changes with doping pattern) for 
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in-plane substitution of the defects. However, an indirect band-gap (which could be tailored with 

the impurity concentrations) magnitude was observed in the system when the substitution was 

done in out-of-plane conformation. In the case of Be-doped and Be-N co-doped graphene, while 

they both share p-type conductivity, the systems have a direct band-gap which increases with the 

impurity concentrations. Moreover, at a relatively high impurity concentration, the systems 

become degenerate semiconductors, exhibiting both metallic and semiconducting characters. The 

electronic structure of Be-N is similar to Be-doped graphene and could be considered as an 

alternative realistic p-type semiconductor to the latter since the former is more stable.  

5.1.3 Optical properties of Be, N, and S doped graphene 
 

The optical properties of the Be-N and Be-S co-doped graphene were calculated using the 

first-order time-dependent perturbation theory. Regardless of the impurity concentration, due to 

the low value of the reflectivity and the absorption coefficient, it is found that BeN-co-doped and 

Be-doped graphene are transparent within the frequency window of 7.0–10 eV (UV region) for the 

parallel polarization field vector. However, for the Be-S co-doped graphene, the optical 

transparency of the system reduces with the increase in the impurity concentration. The out-of-

plane substitution of Be and S in graphene disrupts the planar topology of the system (due to the 

molecular size of the impurities) and consequently the electronic property, which transforms from 

semi-metallic to semiconducting with an indirect band-gap. This is perhaps the reason why the Be-

S co-doped is not transparent as compared to the pristine graphene. 

 

 



159 
 

5.1.4 Applications 
 

The results of the electronic and optical properties of Be-S and Be-N co-doped graphene 

suggest that the systems could be used in device applications. For instance, Be-S co-doped has a 

band-gap tuneable up to 0.72 eV; consequently, the system could be used as a graphene-based 

transistor in microelectronics and nanoelectronics. A minimum band-gap of 0.4 eV is required for 

a graphene-based transistor to function in ON/OFF mode. Thus the band-gap of Be-S co-doped 

graphene could be tuned to such a specification. In the case of Be-N co-doped graphene, it is a 

degenerate semiconductor and could be used as an ITO in optoelectronics. This is because the 

material is transparent with both tuneable band-gap and metallic character. The system has a p-

type conductivity which can be varied by changing the amount of the impurity in the system. 

5.2 Recommendations 
 

5.2.1 Methodology 
 

To calculate the optical properties of a material, an appropriate description of the many-

body effects such as the electron-electron (e-e) correlation and the excitonic effect (e-h) are 

required. The independent particle approximation used in this thesis to study the optical properties 

of graphene is appropriate due to the fact that, in graphene, the self-energy correction and e-h 

correlation almost fortuitously cancel out [1]–[3]. However, since the self-energy correction and 

e-h correlation do not completely cancel out, a future study on doped graphene systems should be 

done using a higher level of theory such as Green function (GW) plus Bethe-Salpeter equation 

(BSE) which incorporates e-e and e-h effects. 
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5.2.2 Functionalization of graphene 
 

There are a number of methods for tailoring the band-gap of graphene. Deposition of 

graphene on suitable substrates is one of the methods of opening a band-gap in the two-

dimensional material. However, the band-gap induced by substrates in an experimental setup is 

still being contested[4]. Another method is by fabricating a finite size nanoribbon from graphene 

to create a band-gap in the system. But such a method is difficult to implement experimentally due 

to the difficulty involved in tuning to the size of the nanoribbons[5]. Because of these challenges, 

addition of molecules (such as H2, NH2, C6H5, NH, NC6H5, NC6H4CH3, NC2H4OH, etc.) on 

graphene (known as functionalization) is another option of tailoring the properties of the graphitic 

material. Experimental investigations have revealed that the free standing[6] and supported[7] 

graphene functionalized with hydrogen have a band-gap. Thus, it would be interesting to 

investigate the electronic and optical properties of functionalized graphene using many-body 

perturbation theory. 

5.2.3 Effect of Van der Waals on doped monolayer graphene 
 

In this thesis, only the electronic and the optical properties of the heteroatoms doped 

monolayer graphene were studied. Given a multi-layered graphene in which one of the layers is 

doped with heteroatoms, a study of the layer-dependent electronic and the optical properties of the 

system would be worth investigating. It is important to note that to describe a layered system, such 

as graphite, both the local atom bonds and the weak Van der Waals forces must be considered. 

However, the exchange-correlation functionals employed in this thesis to describe the ground state 

properties of graphene are not suitable for the description of a multi-layered graphene due to the 
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absence of dispersion relation in the description. To overcome this shortcoming for a layered 

system, applying a fully nonlocal functional [8]  is one way to proceed. 
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