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Executive Summary

This report investigates the total sales and employment statistics of several industrial metals in order to
identify the most important metals in the South African context. The selected metals were then the subject
of change point analysis that identified changes in the generative parameters of the production volumes and
sales data of each metal.

Three univariate change point analysis methods have been reviewed to select the most appropriate method
for the analysis, namely: Circular Binary Segmentation Algorithm (CBS) [Olshen, Venkatraman, Lucit and
Wigler, 2004], Dynamic Programming Algorithm (DP) [Bai and Perron, 2003] and the Bayesian Change
Point Analysis (BCP) [Barry and Hartigan, 1993]. A multivariate approach, namely the Non-Parametric
Multiple Change-Point Analysis (MCP) [Matteson and James, 2014] was also investigated and applied in
order to determine if there were any factors that influenced numerous metals.

The BCP and DP algorithms were selected to identify change points in each metal’s production and sales
data. The results from both methods were then compared and it was concluded that the BCP approach
produced more informative results.

The change points identified were then linked to possible past events that could explain the changes. This
was done in order to create a deeper understanding of the factors that influence the volumes of metals
produced in South Africa as well as their respective sales. This information can be used to aid mining
stakeholders in decision making. Mining stakeholders refers to management of mines as well as any
potential investors. The information will allow stakeholders to make informed decisions based on outcomes
of previous similar events. This information will allow mining stakeholders to react sooner to potential
changes in metal exports rather than reacting to changes in the exports of metals. Formulating plans of
action pre-emptively will help mines save money and make better strategic choices in terms of investment.

The Metals in South Africa literature review identified Platinum Group Metals (PGMs), Gold, Iron ore and
Manganese as the four most important metals, in terms of Rand value of total sales, job creation and total
salaries of employees. The literature review highlighted factors that influence the supply and demand of
each metal, in order to gain a more in-depth understanding of the mining sector and its environment, as
well as link the change points to possible causative events/factors.

The results reveal that production drops were caused predominantly by mining strikes and increases in
production costs, while the sales were influenced by fluctuations in commodity prices and exchange rates.
Future studies will use sales volumes instead of Actual Rand values in order to identify changes that can be
attributed to shifts in the demand of each metal.
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1 Introduction & Background

Since Gold was discovered in the Witwatersrand in 1886, the mining sector has formed the foundation of
South Africa’s economy. According to statistics released by the Chamber of Mines, mining provided one
million jobs and contributed 7.7 % of the Gross Domestic Product (GDP) in 2015 [Chamber of Mines
South Africa, 2015, pp 20]. As such, it is imperative for mining stakeholders to have an in-depth
understanding of the behaviour of mining sector indicators such as sales and production volumes, in order
to make informed decisions regarding their business plans.

The socio-economic environment within which the South African mining sector operates is complicated,
with a vast number of factors influencing the production volumes and sales of metals. This complexity
makes it challenging for mining stakeholders to react to any sudden changes, either in volume produced or
price of the metal. It is important for the mining decision makers to identify sudden (unexpected) changes
in production volumes and/or sales in order to take any necessary interventions. Once the ”change points”
have been identified, possible causative events or factors can be linked to the identified change points.
Hence there is value in a retrospective analysis, not only to determine the location (time/period) of the
changes in the data series, but also whether the change was responsible for a significant change in the
underlying data generating process. In this thesis the focus is thus to do a retrospective data driven
Bayesian (univariate) and frequentist (univariate and multivariate non-parametric) change point analysis on
a selected number of metals important to the South African economy.

2 Project Aim

The aim of this project is two-fold: first to identify significant locations of change in the production
volumes and sales of metals in South Africa and second, to link possible causative events to the identified
change points.

3 Project Approach, Scope & Deliverables

In order to achieve the project aim of identifying significant locations of change and thereafter linking
possible causative events to the production volumes and sales of metals in South Africa, four steps needed
to be implemented, as detailed below.

Phase 1: Literature review on metals mined in South Africa.
This phase investigated the metals mined in South Africa with the purpose of identifying the metals with
the greatest contribution to the South African economy with regards to their respective total sales and job
creation. The literature review also investigated factors that influence supply and demand of each metal, in
order to better understand the dynamics of each metal’s performance in terms of volumes produced and
sales. This literature review is included in section 4.1.

Phase 2: Literature review on Change Point Analysis methods
This phase compared different data-driven statistical methods of identifying change points in order to
determine which approach is the most suitable for the purpose of this project. Specifically, the Bayesian
Change Point Analysis (BCP) [Barry and Hartigan, 1993], the Dynamic Programming Algorithm (DP) [Bai
and Perron, 2003], the Circular Binary Segmentation Algorithm (CBS) [Olshen, Venkatraman, Lucit and
Wigler, 2004] and the Non-Parametric Multiple Change-Point Analysis (MCP) [Matteson and James, 2014]
were compared.

1



Phase 3: Change Point Analysis
In Phase 3, data obtained from [Statistics South Africa] was used. This data was in the form of monthly
production volumes and sales (in Rands) for each metal. The algorithms selected in Phase 2 were used to
identify change points in the production volumes and sales data series of the selected metals. In the
univariate case, BCP provided a more appropriate tool for decision making for both production volumes
and sales compared to the DP and CBS algorithms. In the multivariate case, the MCP algorithm was used
on the production volumes data only, to identify whether change points in the combined series has different
locations to the corresponding univariate series.

Phase 4: Discussion of Results.
In this phase the location of identified change points was linked to any possible events that occured around
that time. Specifically the BCP algorithm results allow for the identification of the most probable change
points and their possible potential causes. Validation of the algorithms was done in accordance with the
first step in the approach formulated by Naylor and Finger [Naylor and Finger, 1967] which states that the
model requires high face validity, which means that “the model appears to be a reasonable imitation of a
real-world system to people who are knowledgeable to the real-world system”.

4 Literature Review

4.1 Metals in South Africa

4.1.1 Abstract

This literature review focuses on metals produced in South Africa with the purpose of identifying the most
important metals with regards to total sales and job creation based on 2016 data. Possible factors that
influence the supply and demand of said metals were also investigated. The metals identified were then
subjected to change point analysis, with regards their production volumes and sales. It was found that the
Platinum Group Metals (PGMs) had the largest total sales among the metals mined in South Africa. PGMs
comprise of Platinum, Palladium, Rhodium, Osmium, Iridium and Ruthenium. Gold had the second
highest sales with Iron ore and Manganese having the third and fourth largest sales respectively. All four of
these metals were also in the top five metals with regards to job creation in the mining sector. These four
metals were therefore chosen to be the subject of the change point analysis presented here.

4.1.2 Importance of Mining in South Africa

South Africa’s mining sector is one of the largest in the world, with total reserves worth an estimated R
20.3 trillion in 2012 [Brand South Africa, 2012] and is placed fifth largest in terms of GDP value [Chamber
of Mines South Africa, 2017]. According to statistics released by the Chamber of Mines, mining directly
employed 460 000 and accounted for 7.7% of GDP in 2015 [Chamber of Mines South Africa, 2015, pp
20]. South Africa is also the largest producer of Platinum, Chrome and Manganese in the world [U.S.
Geological Survey, 2016, pp 202]. This combined with the fact that they are the seventh largest producer of
Gold and coal makes South Africa a global powerhouse in the exportation of metals. Table 1 shows South
Africa’s total sales of selected metals in 2016. PGMs had the highest sales, with Gold, Iron ore and
Manganese having the second, third and fourth highest sales respectively.

2



Table 1: Total Sales of various Commodities in 2016 [Statistics South Africa, 2017, pp9]

Mineral Group Sales (July-2016)(R million)
PGMs 6909.8
Gold 6368.2

Iron ore 3683.2
Manganese 1274.8

Chromium ore 1049.1
Copper 223

The total number of employees that certain metal mines employ is also an important indicator of the
importance of that metal to the economy. Table 2 shows, for selected metals, the total number employees
for that metal, their percentage among total employees in the mining sector, as well as the total employee
earnings in 2013.

Table 2: Number of Employees and Earnings per Commodity in 2013 [Chamber of Mines South Africa,
2014, pp 14]

Table 2 shows that PGMs, Gold, Iron ore and Chromium mines employ the most workers in South Africa’s
mining sector. PGMs, Gold and Iron ore are also the three largest in terms of total sales (in Rands) as
shown in Table 1. Manganese was selected over Chrome as the fourth most important metal due to its
larger total sales. To reiterate, the four specific metals selected for the change point analysis were PGMs,
Gold, Iron ore and Manganese.

The remainder of this literature review investigates possible factors that influence the supply and demand
of the selected metals.

4.1.3 Factors that Influence Production Volumes of all Metals

This section briefly investigated the main factors that influence the supply side of all the metals mined in
South Africa. A major factor that influences the production levels in all mines in South Africa is production
costs in terms of fuel, electricity and labour costs, that has been increasing steadily. Figures 1 and 2 show
the proportion of wages and electricity costs that make up the total production costs of the PGMs and Gold
sector respectively. The figures shows that about 60% of the total production costs for both PGMs and
Gold are made up by electricity and labour costs. Figure 3 shows the historic average selling price of
electricity in South Africa, which has been steadily rising since the 1970s. Figure 4 shows the steady
increase in South African labour costs.

3



Figure 1: Cost Components for the PGMs Sector [Chamber of Mines South Africa, 2015, pp 24]

Figure 2: Cost Components for the Gold Sector [Chamber of Mines South Africa, 2015, pp 24]

4



Figure 3: Average cost of Electricty in South Africa [Nersa.org.za, 2017]

Figure 4: South Africa Labour Cost [Tradingeconomics.com, 2017]

Often events, natural or man-made, outside South African borders can have a significant impact on the
economy. The following sections investigate some factors (supply side or demand side) that can influence
the production volumes and sales of the specific metals that will be subject to change point analysis.
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4.1.4 Gold

4.1.4.1 Factors that Influence the Production Volume and Sales

The supply of metals are often negatively influenced by local factors such as strikes and production costs.
The demand of metals is often influenced by the demand for users of the metal, as well as the economic
performance of the primary buyers/users of those metals. South Africa’s Gold production has been
decreasing since 1970 as shown in Figure 5 and has been attributed to the dwindling Gold reserves and
increased production costs. The increased production costs are due to the Gold supply near the surface
being depleted, causing mines to go deeper underground, which increases production costs. Other factors
causing increased production costs are increased costs of labour, fuel and electricity as previously
discussed. An additional cost factor that can negatively affect the production volumes of South African
Gold mines is the decrease in the grade of Gold mined. The poor grade means that in order to obtain the
same volume of gold, more ore must be mined. Table 3 shows the steady reduction in the grade of Gold
mined in South Africa since 1970.

Figure 5: South Africa’s Gold Production [Earle and Amey, 2017]

Table 3: Grade of Gold Mined in South Africa [Chamber of Mines South Africa, 2015, pp 29]

6



Table 4 shows the cost of production per Ounce (31.103 grams) of various Gold producing regions globally
and shows that South Africa has the highest Gold production cost in the world. Figure 6 shows the Gold
output of the top five Gold producing countries from 1960 until 2013.

Table 4: Cost of Production per Oz of Gold [GFMS Platinum Group Metals Survey, 2016, pp 29]

US$/oz 2015 2016
South Africa 1080 1035

Other 828 820
World 835 818

North America 812 784
Australia 765 782

South America 804 776

Figure 6: Trends in top 5 Gold producing Countries [Plazak, 2013]

7



Table 5: Gold Demand (tonnes) in 2016 [World Gold Council, 2016, pp 19]

On the demand side, the decline in the South African Gold sector’s output since 1970s (Figure 6) could
have resulted in other countries having taken advantage of this drop in production and captured increased
market space. Gold demand is largely impacted by the demand of products that use gold. Table 5 shows the
demands for various products that are made from Gold in 2016 and shows that the majority of Gold is used
in the manufacturing of jewellery, which was estimated to comprise of 57% of the total Gold demand in
2015. Official holdings and investments made up a combined 21% while industrial uses made up 8%.

4.1.4.2 Gold Export Partners

South Africa exports the majority of Gold produced, therefore it is important to know which are the main
countries that import South African Gold, and their economic stability. Figure 7 shows the top-ten buyers
and sellers of Gold in the world, and in the event of economic uncertainty, Gold investments generally
increases as investors buy Gold as a form of hedging.

8



Figure 7: World’s Largest Gold Buyers and Sellers [Perry, 2017]

Table 6: World’s Largest Gold Buyers [World Gold Council, 2016, pp 23]

Country Demand (tonnes)
China 956.7
India 864.3

U.S.A. 191.3
Germany 126.1
Thailand 90.2

It is evident from Figure 7 and Table 6 that China, India and the United States are the main buyers of South
African Gold. As such constantly investigating the economic performance of these countries can provide
better predictions of future demand of South Africa’s Gold and inform the supply side decisions
accordingly.

9



Figure 8: South African Gold Volumes Produced vs. Sold [Statistics South Africa, 2014, pp 39]

Figure 8 indicates that the supply side of the South African Gold sector is the constraining factor, as the
sector almost always sells as much Gold as they produce. As such, the focus of decision makers should be
on the internal factors that impact the production volumes of South African Gold mines, rather than the
external factors that influence demand.

4.1.5 Platinum Group Metals

4.1.5.1 Factors that Influence the Production Volumes and Sales

One of the most significant factors that influences the production volumes of PGMs is the labour strikes,
with the PGMs mining industry losing R 15.3 billion as a result of strikes in 2012 [GFMS Platinum Group
Metals Survey, 2016, pp 7]. Another significant factor is the demand of products that use PGMs. Table 7
shows that auto catalysts are the main use of PGMs. These auto catalysts are used in car engines as
emissions control devices. It can therefore be deduced that PGMs demand depends heavily on the car
production levels of countries that buy South African PGMs. These countries will be identified in the next
section.

10



Table 7: World Platinum Demand [GFMS Platinum Group Metals Survey, 2016, pp 7]

4.1.5.2 Platinum Export Partners

This section serves to investigate the countries that buy South African PGMs. Figure 9 shows the demand
of PGMs per Region. The graph shows that China is the largest user of PGMs with the Rest of the World’s
demand rising rapidly. Since South Africa produces the majority of the world’s PGMs, it can be deduced
that China is the main buyer of South Africa’s PGMs and therefore the export volumes of South Africa’s
PGMs is most dependent on China’s car production levels.

Figure 9: Platinum Demand per Region [Johnson, 2017]
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4.1.6 Iron Ore

4.1.6.1 Factors that Influence Production Volumes and Sales

The main use of Iron ore is in the production of steel, with its main use in construction, where the support
beams are made of steel. Another use is in the auto mobile industry. The performance of these industries
will therefore have a strong impact on the demand for Iron ore. The following subsection identifies the
countries that import the largest volumes of South Africa’s Iron ore.

4.1.6.2 Iron Ore Export Partners

The top 5 Iron ore importing countries in 2015 were:

Source: [The World Factbook, 2017]

Since China is responsible for 63.5 % of the world’s total Iron ore imports with South Africa being their
third largest supplier [Booyens, 2013]. Thus the performance of the Chinese economy will have the
greatest impact on the demand for South Africa’s Iron ore. The performance of the Chinese construction
and auto mobile sectors will be the most relevant as these sectors are the main users of Steel and therefore
Iron ore. China has recently published plans to have halve the output of pellet and sintering plants in the
steel-making hub of Tangstan city in an attempt to reduce pollution [Fin24, 2017]. Such an endeavour is an
example of a factor that can significantly reduce the demand of Iron ore.

4.1.7 Manganese

4.1.7.1 Factors that Influence Production Volumes and Sales

The primary use of Manganese is in alloys such as steel, with up to 90 % of Manganese used for this
purpose. The following subsection lists the top five Manganese importing countries in an effort to identify
the main consumer of South African Manganese.

4.1.7.2 Manganese Export Partners

The top 5 Manganese importing countries in 2015 are:

1. China: US$1.78 billion (55% of total Manganese imports)

2. India: $233 million (7.2%)

3. South Korea: $188 million (5.8%)

4. Norway: $164 billion (5.1%)

5. Japan: $159 million (4.9%)

Source: [Countries that import Manganese ore, 2015]
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Since Manganese and Iron ore are mainly used in the production of Steel, the factors that influence both
these metal’s demand will be the same. Therefore the Chinese auto mobile and construction sectors will
have the greatest impact on the demand for both metals.

4.1.8 Conclusion

The aforementioned discussions informed the choice of PGMs, Gold, Iron ore, and Manganese as the four
most important metals for the South African economy. As such, these four metals will be subject to change
point analysis and discussion of results thereof.

4.2 The Analysis of Change Points

4.2.1 Abstract

This literature review investigates certain change point analysis techniques – Bayesian as well as
frequentist, with a view to identify the most suitable change point technique for the identification of time
locations of change points. Both univariate and multivariate analysis approaches are explored. [Adams and
MacKay, 2007] describe “change points“ as locations where sudden variations in the underlying generative
parameters of a sequence of data occur. Change point detection therefore involves ascertaining whether or
not a statistically significant change (or several) in the parameters of the underlying data generating process
has occurred, and consequently identifying the location of these change(s). Change point detection has
application is of interest in a variety of areas including finance, biometrics and robotics.

In order to locate an “abrupt” change in the parameters of a sequence of measurements observed over time,
statistical inference must be performed. [Upton and Cook, 2014] described statistical inference as “the
process of deducing properties of an underlying distribution by analysis of data”. Statistical inference has
two main approaches, namely frequentist inference and Bayesian inference. Section 4.2.2 discusses
Bayesian inference and the BCP algorithm developed by [Barry and Hartigan, 1993]. In section 4.2.3,
frequentist inference is briefly discussed and two frequentist approaches , namely the DP [Bai and Perron,
2003] and the CBS [Olshen, Venkatraman, Lucit and Wigler, 2004] algorithms are introduced. [Erdman
and Emerson, 2007] compared the BCP, DP and CBS methods and their findings were used to motivate the
choice of BCP as most appropriate for our application. Note that BCP, DP and CBS are appropriate for
univariate analysis. A multivariate approach is also introduced, namely the Non-Parametric Multiple
Change-Point Analysis (MCP) [Matteson and James, 2014] in order to identify locations based on multiple
series jointly under little distributional assumptions.

Based on the literature review for the univariate analysis BCP [Barry and Hartigan, 1993] was identified as
the most informative method for the identification of change points, since the Bayesian approach offers a
summary reflecting the probability associated with each of the change points identified. DP was chosen as
the alternative frequentist method to compare with and MCP was the only implementation of multivariate
analysis. The corresponding algorithms for BCP, DP and MCP were implemented in R using the
open-source R package bcp, strucchange and ecp respectively. R was chosen as the platform as it is the
most widely used statistical programming language in the data science field and as a result has numerous
packages that implement statistical methodologies.

4.2.2 Bayesian Inference

Bayes theorem is the basis for Bayesian inference in which the probability of a hypothesis is updated as
more information becomes available. The standard form of Bayes theorem is
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where P(A) is the prior probability of event A, P(B) is the prior probability of event B P(A|B) is the
conditional probability of event A given event B and P(B|A) is the conditional probability of event B given
event A .
In Bayesian inference, Bayes theorem takes the following form

From Bayes theorem, the following relationship is formed

where θ is the parameter of the data’s distribution and P(θ) is the “mathematical belief” about the
distribution of the parameter θ, which can be based on prior information or assumptions. X is observed
data, P(X) is the total probability of observing the data and is referred to as the marginal distribution and
P(X|θ) is the corresponding likelihood function. Finally, P(θ|X) is the posterior distribution of θ, which is
the distribution of the parameters after factoring in the observed data. The result of a Bayesian approach is
a probability distribution for the parameters that is updated based on observed evidence.

4.2.2.1 Bayesian Change Point Analysis (BCP)

The Bayesian approach to change point detection states [Barry and Hartigan, 1993] that the sequence of
data has an underlying sequence of generative parameters that are divided into contigious blocks. The
blocks are divided so that all observations in a block have equal parameter values. Therefore each change
point will be at the beginning of each new block. The notation set out by [Barry and Hartigan, 1993] is
used for the remainder of this section. BCP assumes that the observations Xi, i = 1, ...,n, are independent
and have a probability density that is dependent on θi, i = 1, ...,n. The number of blocks is unknown with
partitions ρ = {i0, i1, ..., ib} such that 0 = i0 < i1 < ... < in and θi = θib when ir−1 < i 6 ir . Xij is the
sequence of observations from Xi+1 to Xj, where Xi+1 is the observation at time point i+ 1. The density
of xij given θj (when θi+1 = θi+2 = ... = θj) is defined as fij(xij|θj).

The parameter values are approximated by Markov sampling techniques. Markov Chain Monte Carlo
(MCMC) is a method that approximates complex integrals using stochastic sampling routines. The
assumption is that the parameter sequence θi forms a Markov Chain. Given θi, θi+1 equals θi with
probability 1 − pi or has a density f(θi+1|θi) with probability pi.

The probability of a partition ρ = (i1, i2, ..., ib) is given by f(p) = Kci0i1ci1i2 · · · cib−1ib , where cij are
“prior cohesions” for each possible block ij. Cohesions are of the form

cij = (j− i)−3 for 0 < i < j < n ,

cij = (j− i)−2 for i = 0 or j = n,

and
c0n = n−1

Independent priors are specified for each parameter: p,µ0,σ2 and w = σ2/(σ2
0 + σ

2).
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p0 and w0 are prespecified numbers between [0, 1], where p is the probability of a location being identified
as a change point and w is the size of the changes. [Barry and Hartigan, 1993] recommend using initial
values of p0 = 0.2 and w0 = 0.2. For demonstration only, Figure 10 shows the location of the change
points according to BCP, DP and CBS. The vertical red lines are the change points identified by both DP
and CBS. The black lines indicate the probability of a change point located at each position of the data set
(according to BCP).

Figure 10: Change Point Estimates of the Three Change Point Approaches [Erdman and Emerson, 2007]

BCP thus not only identifies the location of the change point but also estimates the probability of a change
at that location in the data set, which is a distinct advantage over DP and CBS, that merely identifies the
locations of the change points. For detailed theoretical derivation of the BCP approach the reader may
please refer to [Barry and Hartigan, 1993].

4.2.3 Frequentist Inference

[Renganathan, 2016] defines frequentist inference as follows: ”This paradigm calibrates the plausibility of
propositions by considering (notional) repeated sampling of a population distribution to produce datasets
similar to the one at hand. By considering the dataset’s characteristics under repeated sampling, the
frequentist properties of a statistical proposition can be quantified”. The frequentist approach to inference
regards the parameters θ as unknown and fixed. The frequentist approach is thus interested in calculating
the best estimate of θ which is denoted as θ̂. The two frequentist methods investigated are DP and CBS.
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4.2.3.1 Dynamic Programming Algorithm (DP)

DP estimates the locations of changes using least squares regression. This approach finds change points
that minimise residual sum of squares (RSS) of a linear model, afterwhich the Bayesian Information
criterion (BIC) is used to find an optimal model. The BIC uses a compromise between RSS and the number
of parameters.

DP assumes that the observations are independent N(µ0,σ2) and that the probability of a change point
occurring at each point i is given by p and evaluates which segment achieves a global minimisation of the
overall sum of square residuals. The formula for the optimal partition solves the following recursive
equation:

where T is the sample size,m is the specified number of breaks for j = 1, ...,m+ 1 and h is the specified
minimum distance between breaks.

[Bai and Perron, 2003] details the procedure as follows: “The first step in the procedure is evaluating and
storing the optimal one break partition for all sub-samples and their associated sum of squared residuals.
The next step repeats the exercise, but searches for optimal partitions with two breaks. This is repeated
until a set of T − (m+ 1)h+ 1 optimal (m− 1) breaks partitions are obtained. The final step is
determining which optimal (M− 1) breaks partitions yields an overall minimal sum of squared residuals
when combined with an additional segment.” For details of the DP algorithm the reader may please refer
to [Bai and Perron, 2003].

[Erdman and Emerson, 2007] found that DP is not feasible for large sample sizes. This is due to the the
least square calculations over all partitions being of order O(n2) in memory. This means that increased
input uses quadratically more memory, making computation increasingly slow. The main drawback of DP
according to [Erdman and Emerson, 2007] is that “it could not correctly adapt to the presence of isolated
outliers or true, single-observation blocks as the algorithm does not allow for single-observation
segments”. This combined with the approach requiring a given number of change points, makes this
approach less than optimal for the application in this project.

4.2.3.2 Recursive Circular Binary Segmentation Algorithm (CBS)

[Erdman and Emerson, 2007] describe CBS as ”a modification of binary segmentation [Sen and
Srivastava, 1975]. It is an estimation algorithm which uses a likelihood ratio statistic to test the null
hypothesis of no change points in a sequence. If the null hypothesis is rejected, the sequence is split and the
test is recursively applied to the resulting sub-segments until no additional changes are detected.” For
details of the CBS algorithm please refer to [Olshen, Venkatraman, Lucit and Wigler, 2004]. A critism of
CBS is that it does not guarantee that the optimal change points would be identified [Erdman and Emerson,
2007], and as such CBS will not be used to analyse the data for the remainder of the project.

4.2.4 Multivariate Analysis

4.2.4.1 Non-parametric Multiple Change Point Analysis of Multivariate Data (MCP)

This approach uses a divisive estimation that “sequentially identifies change points via a bisection
algorithm” [James and Matteson, 2014] under very mild assumptions. The MCP procedure is as follows:
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“Multiple change points are estimated by applying a procedure for finding a single change point iteratively.
Each iteration estimates a new change point location so that it divides an existing segment.” MCP tests
H0 : F1 = F2 versus HA : F1 6= F2, where F1 and F2 are unknown probability distributions. If H0 is
rejected, it is concluded that there is a change point at τ. “For univariate observations with continuous
distributions the familiar Kolmogorov-Smirnov test may be applied, and in the general case the approach
in [Rizzo and Szèkely, 2010] may be applied [Matteson and James, 2014]”. Although MCP is suitable for
both univariate and multivariate series, in this project it is used for only multivariate change point detection.

4.2.5 Conclusion

From the discussion of the change point methods discussed above, BCP was identified as the more
informative choice for this project as it provides the probability of a change point at each observation of the
data set. As such, BCP was chosen as the primary method for identifying the change points for univariate
series, with DP being used as alternative method to compare with. Finally, MCP was used to locate change
points for multiple series.

5 Development of Supplementary Mechanism

5.1 Bayesian Change Point Approach (BCP)

The Bayesian Change Point approach was performed in R. The package bcp was used to implement [Barry
and Hartigan, 1993] product partition model using Markov Chain Monte Carlo (MCMC). The bcp()
function performs the Bayesian analysis and takes five arguments,namely:

5.2 Dynamic Programming Algorithm (DP)

DP uses least squares regression to estimate the locations of any changes. DP then evaluates the number of
partition that achieves a global minimisation of the overall sum of square residuals.

DP was implemented using the strucchange package in R. The breakpoints() function performs the DP
algorithm, with its inputs listed below.
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5.3 Non-Parametric Multiple Change-Point Analysis (MCP)

MCP was implemented in R using the ecp package. This package performs the multiple change point
analysis model created by [Matteson and James, 2014] while making as few assumptions as possible. The
ecp package addresses many of the issues that other approaches have, as well as being suitable for both
univariate and multivariate data. The function used was a divisive estimation that “sequentially identifies
change points via a bisection algorithm” [Matteson and James, 2014].

The main inputs for the algorithm are listed below:

6 Model Validation

6.1 Bayesian Change Point Approach

The BCP approach was validated in accordance with the first step of the approach formulated by [Naylor
and Finger, 1967] which states that if the approach has high face validity then “the model appears to be a
reasonable imitation of a real-world system to people who are knowledgeable to the real-world system”.
For demonstration Figure 11 shows the total volume of South African Manufacturing from January 1998
(Month 0) to October 2016 (Month 226). A change point can easily be identified around the 130 month
mark, where the trend of the linear regression model changes. BCP analysis of this data is presented in
Figure 12 which identifies a change point around month 131 (November 2008), with a probability of 0.96.
This was the time of the global economic crisis of 2008 which also affected the South African economy.
BCP identified the correct change point and thus the approach is validated.

18



Figure 11: Physical Volume of South African Manufacturing Produced

Figure 12: Change Point Identified by BCP in Physical Volume of South African Manufacturing Produced
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6.2 Dynamic Programming Algorithm

A similar validation method was followed for the DP algorithm, using the same data. The change points
identified by DP are shown in Table 8.

Table 8: Change Points Identified by the Dynamic Programming Algorithm
Break Points Location Date

41 05/2001
98 02/2006
131 11/2008
164 08/2011

Table 8 shows that DP identified four change points compared to BCP which had only identified one. This
indicates that DP identifies change points that BCP may have identified as having low probabilities of
occurrence. It is to be noted that the correct change point at 11/2008 was identified by both DP and BCP.

When one change point is specified in the DP approach, the function identified location 76 as the change
point instead of the correct change point, location 131. This can be the result of a number of factors that
affect the accuracy of DP, such as “(i) a small sample size, (ii) small break size, (iii) a small segment size
and break clustering” [Antoshin, Berg and Souto, 2008].

Model Validation combined with the Literature review of BCP and DP motivate the choice of BCP, as the
more appropriate change point algorithm and therefore will be the preferred algorithm in this thesis for
univariate analysis.

6.3 Non-Parametric Multiple Change-Point Analysis

MCP, when applied to the series in Figure 11, identified five change points. These results are shown in
Table 9. MCP identified the same change points as DP with the exception of 05/2004. The similarity of
results serves as validation for the univariate capabilities of the MCP approach, but highlights the same
apparent flaw as DP in identifying minor change points, with low probabilities of occurrence as observed
from the BCP results.

Table 9: Change Points Identified by Univariate MCP

Break Points Location Date
42 06/2001
77 05/2004
132 12/2008
164 08/2011
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7 Data

The data used is this thesis is in the form of monthly production volumes, as well as monthly sales (in
Rands) for PGMs, Gold, Iron ore and Manganese. The data was obtained from StatsSA. The graphs in
Figure 13 display the original data series.

(a) Gold Production Volumes (b) Gold Sales

(c) PGMs Production Volumes (d) PGMs Sales

(e) Iron Ore Production Volumes (f) Iron Ore Sales

(g) Manganese Production Volumes (h) Manganese Sales

Figure 13: Production Volumes and Sales (Rands) of Gold, PGMs, Manganese and Iron Ore
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8 Results

8.1 Bayesian Change Point Approach Results

Table 10: Bayesian Change Point Analysis for Gold Production

Figure 14: Change Points Identified for Gold Production

Table 11: Bayesian Change Point Analysis for Gold Sales

Table 10 identified BCP change points at the end of the calendar year for 2003, 2005 and 2007. These
changes were possibly due to the new production plans that are generally implemented at the beginning of
each year in mines. Also it is to be noted that the quality of Gold ore decreases over time (as shown in
Table 3), resulting in less Gold per metric ton mined. This combined with increased production costs (due
to rises in labour, electricity and fuel) means that Gold production decreases over time. The probable cause
of the 09/2012 change point could be attributed to the strikes in AngloGold Ashanti in September 2012.

In analysing the sales data for Gold (as also for other metals discussed below), it is to be noted that the
sales figures are in actual Rands. Any change points identified in the sales series could be confounded with
fluctuations in the strength of the Rand as well as the price of the commodity itself. As such, in the
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remainder of the discussion of results, the focus will be limited to the discussion of change points of
production volumes of the metals only.

Table 12 and Figure 15 show the change points identified by BCP in PGMs production volumes. The
probable cause of the change point identified in 12/2007 was a strike on 4 December 2007, where 240 000
workers protested unsafe working conditions [CNN, 2007]. The change point at 12/2011 was potentially
caused by a strike at the Impala Platinum Mine in January 2012. A plausible cause for the change point at
01/2014, was a five month strike by The Association of Mineworkers and Construction Union (AMCU)
workers. This strike was the longest wage strike in South African history and resulted in drastically
reduced production for the first half of 2014. The change point at 02/2015 could have been the result of a
rebound from the low production in 2014 as well as a 6% increase in demand (shown in Table 7). In
December 2015 a change point occured as production dropped in January of 2016. This drop was due to a
marginal surplus of PGMs created in 2015 [Topf, 2017]. This surplus was created by the inflated
production that resulted from the rebound in 2015 and as a result production was lowered in order to reduce
PGMs supply and as a result raise the price of the PGMs.

Table 12: Bayesian Change Point Analysis for PGMs Production

Figure 15: Change Points Identified for PGMs Production

The PGMs production volume change point identified by BCP show that all of the significant change points
were influenced either directly or indirectly by labour strikes. The demand levels of PGMs also influenced
production levels, with auto catalysts being the main contributor to the total demand of PGMs.
Stakeholders in the PGMs sector therefore should keep an eye on the change in legislation regarding motor
vehicles, as this is the main influence on changes in auto catalyst demand.
In Table 13 the change points identified by BCP up to 2014, were fluctuations in production, with the
volumes subsequently increasing. The exception is 10/2012, which was probably caused by a miners strike
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at Kumba Iron Ore [Els, 2012]. In 2014 the Iron ore market became over saturated and the price of Iron ore
plummeted. The main reason for the oversupply of Iron ore was that the Chinese steel industry cut back on
their production. The plummeting Iron ore prices resulted in the mines cutting back on their production
volumes.

Table 13: Bayesian Change Point Analysis for Iron Ore Production

Figure 16: Change Points Identified for Iron Ore Production
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Table 14: Bayesian Change Point Analysis for Manganese Production

Figure 17: Change Points Identified for Manganese Production

Table 14 identifies change points by BCP for the Manganese production volumes, the most significant
being the change points in 12/2008 and 10/2015. The former change point’s potential cause was the
economic crisis of 2008 and the latter potentially being attributed to the dropping Chinese Steel production
levels. Since Chinese Steel production is the main user of steel products and 95% of Manganese is used in
steel production, the Chinese Steel Industry should be studied in order to gain an understanding of the
performance of Manganese in the South African context.

Given the shared usages of both Manganese and Iron ore, it is important to note that both metals identified
share three change points, 04/2013, 01/2014, 05/2016 . These change points could possibly be linked to
changes in the demand of steel and therefore Manganese and Iron ore. The remainder of the change points
identified are possibly due to internal production issues and could be investigate further as appropriate.
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8.2 Dynamic Programming Algorithm Results

Table 15 presents the DP change point results. Compared to the BCP results, DP picked up additional
change points, which could be not significant. Two of the four change points identified by DP were also
identified by BCP. These were 10/2007 and 09/2012.

Table 15: Dynamic Programming Algorithm for Gold Production
Break Points Location Date

25 01/2005
58 10/2007
83 11/2009
117 09/2012

Table 16 shows that both change points identified by DP were also identified by BCP, namely 12/2011 and
02/2015. These two change points were two of the three most significant change points according to BCP.

Table 16: Dynamic Programming Algorithm for PGMs Production
Break Points Location Date

108 12/2011
146 02/2015

Table 17 shows that two of the three change points identified by DP that were also identified by BCP,
namely 05/2008 and 03/2012.

Table 17: Dynamic Programming Algorithm for Iron Ore Production
Break Points Location Date

65 05/2008
111 03/2012
146 02/2015

Table 18 shows that DP identifies two of the same change points as BCP, namely 03/2011 and 01/2014.

Table 18: Dynamic Programming Algorithm for Manganese Production

Break Points Location Date
39 03/2006
99 03/2011
133 01/2014
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8.3 Non-Parametric Multiple Change-Point Analysis Results

The multivariate analysis investigated three scenarios, namely: (i) Gold and PGMs; (ii) Manganese and Iron
ore; (iii) and all four metals. The logic in this grouping for the MCP analysis was that Gold and PGMs are
both used as a means of hedging against negative economic performance, Manganese and Iron Ore are both
used in steel production and all the metals are important to the South African economy. Table 19 and Figure
18 show the change points identified by MCP for the multivariate analysis of Gold and PGMs production
volumes.

Table 19: Multiple Change Point Analysis for Gold and PGMs Production
Break Points Location Date

58 10/2007
109 01/2012
142 10/2014

Figure 18: Change Points Identified in Multivariate Data of Gold and PGMs

Table 19 displays the three identified change points. The first change point (10/2007) was also identified in
BCP’s results for both Gold and PGMs as well as DP’s results for Gold production. The second change
point (01/2012) was identified in BCP and DP’s results for PGMs production.

Table 20 and Figure 19 show the change points identified by MCP for the multivariate data of the
Manganese and Iron ore production volumes.
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Table 20: Multiple Change Point Analysis for Manganese and Iron Ore Production

Break Points Location Date
51 03/2007
100 04/2011
136 04/2014

Figure 19: Change Points Identified in Multivariate Data of Manganese and Iron Ore

Table 20 shows that MCP identified two change points at similar points as the change points DP identified
for Manganese production (04/2011; 04/2014) as well as a change point identified by BCP for Iron ore
(04/2014) and Manganese (04/2011).

Table 21 and Figure 20 show the change points identified by MCP for the multivariate data of all four
metal’s production volumes.

Table 21: Multiple Change Point Analysis for Gold, PGMs, Manganese and Iron Ore Production

Break Points Location Date
59 11/2007
100 04/2011
136 04/2014
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Figure 20: Change Points Identified in Multivariate Data of Gold, PGMs, Manganese and Iron Ore

Table 21 shows that MCP results when all the four production volume series were analysed together. MCP
identified the same change point as BCP and DP for Gold production (11/2007). The second and third
change points are shared with DP’s change points from Manganese production volumes (04/2011,
04/2014).

9 Robustness Analysis

9.1 Bayesian Change Point Analysis

A Robustness Analysis was performed in order to determine the impact that a change in the initial
parameter p0 and w0 would have on the ouput of the bcp package. [Bai and Perron, 2003] recommend
using initial parameters of p0 = 0.2 and w0 = 0.2 These parameters must range from [0,1].

Shown below are graphs representing the change in the probability of a given change point occurring, as
the initial change points change. Only the probabilities for p0 = w0 = 0.2, 0.4, 0.6, 0.8, 1.0 are shown due
to ease of presentation, however all the combinations of p0 and w0 were investigated with similar results.
The graphs show the varying probability of occurrence for each identified change point as p0 and w0 vary.
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Figure 21: Probability of Identified Change Points with Varying Initial Parameters for Gold Production

Figure 22: Probability of Identified Change Points with Varying Initial Parameters for PGMs Production
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Figure 23: Probability of Identified Change Points with Varying Initial Parameters for Iron Ore Production

Figure 24: Probability of Identified Change Points with Varying Initial Parameters for Manganese Produc-
tion
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Figures 21 and 22 shows the probabilities of the identified change points for the Gold and PGMs
production data. These graphs show minimal fluctuation as the initial parameters are manipulated. Figures
24 and 23 show the probabilities of the identified change points for the Manganese and Iron Ore production
respectively. Both these graphs also show minimal fluctuation in probabilities as the initial parameters vary.
The varying values of p0 and w0 did not result in the identification of new change points.

It can be concluded from the Robustness Analysis of the BCP results that the output of the model is not
influenced greatly by the changing of the initial parameters p0 and w0.

9.2 The Dynamic Programming Algorithm

The robustness analysis of DP was performed in order to determine the impact that varying values of the
parameter h had on the results of DP. [Bai and Perron, 2003] describe h as “the minimal segment size,
given as a fraction of the sample size or as an integer of the minimum observations in a segment”. [Bai and
Perron, 2003] recommend using h = 15. The South African manufacturing production was used for this
robustness analysis.

Table 22: Robustness of Change Points Identified by the Dynamic Programming Algorithm

h Break Point Location
5 41 100 131 148
10 41 100 131 148
15 41 100 131 148
20 41 100 131 163
30 41 100 131 163
40 41 91 131 172
50 76

Table24 shows that as h increases, the accuracy of the identified change points deteriorates. This makes
sense, as h increasing causes the model to ignore change points with segments with less observations than
the value of h. The DP Algorithm is therefore not robust to variation in the initial parameter h.

9.3 Non-Parametric Multiple Change-Point Analysis

The main parameter in the package ecp is the value of α. [James and Matteson, 2014] describe α as “the
moment index used for determining the distance between and within segments”. [James and Matteson,
2014] recommend using values of α between (0,2]. In order to show the impact of varying values of α, a
univariate data series with changes in mean and variance was used. The change points are at points 100,
200 and 300. The effects of varying α values are shown below.
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Figure 25: Change Points Identified with α = 1 [James and Matteson, 2014]

In Figure 25 the solid blue vertical lines represent the true change points and the dotted red line represents
the change points identified by the model. Figure 25 shows the results obtained with α = 1. It is evident
that the model identified all of the correct change points.

Figure 26: Change Points Identified with α = 2 [James and Matteson, 2014]

In Figure 26 the results are shown for when α = 2. It is evident from Figure 26 that when α = 2, the model
is only able to pick up changes in mean and not both mean and variance [James and Matteson, 2014].
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Figure 27: Change Points Identified with α = 0.5 [James and Matteson, 2014]

Figure 27 shows the results for α = 0.5. This value of alpha identifies all of the change points with
greater precision than when α = 1. Varying values of α between (0,2] were used, with the change points
shown below.
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Table 23: Robustness of Change Points Identified by MCP for Univariate Data

α Break Point Location
0.2 1 100 198 301 401
0.4 1 101 198 301 401
0.6 1 101 198 301 401
0.8 1 101 200 301 401
1.0 1 101 200 301 401
1.2 1 101 200 301 401
1.4 1 200 327 401
1.6 1 200 327 401
1.8 1 200 327 401
2.0 1 200 401

Table 23 shows that the model is most accurate with α = 0.8, 1.0, 1.2 with values of α tending to 2.0
resulting in an inability for the model to detect changes in variation. Values of α tending to 0.0 did not lose
much accuracy.

When using the production volumes of Manganese and Iron ore for the multivariate analysis, the approach
showed no variation due to changing α values. This is due to the approach identifying changes due to
variation in the mean and not variation. These results are shown below.

Table 24: Robustness of Change Points Identified by MCP for Multivariate Data

α Break Point Location
0.2 51 100 136
0.4 51 100 136
0.6 51 100 136
0.8 51 100 136
1.0 51 100 136
1.2 51 100 136
1.4 51 100 136
1.6 51 100 136
1.8 51 100 136
2.0 51 100 136
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10 Proposed Implementation

The information gained in this project can be of use to stakeholders in the mining sector as it provides an
additional empirical tool to get more insight into the nuances of the production series. This, combined with
the knowledge of events and factors that may have the greatest impact on the production volumes of the
identified metals will allow stakeholders to focus on intervention efforts in future to mitigate undesirable
outcomes. The information provided by the model will also help with activity planning and future
investments. An example would be the decision to open a new shaft or managing labour related issues in
the sector. The stakeholders would have an idea of the future performance of the metal in question as well
as the long-term trends, which would allow the stakeholders to make an informed decision on whether to
open a new mine shaft.

11 Conclusion

Platinum, Gold, Iron ore and Manganese were identified as the four metals with the largest sales and
employee numbers in South Africa and were thus selected as the subject of the project. The factors that
influence the supply and demand of the identified metals were also briefly investigated. This was done in
order to improve the understanding of the mechanisms that affect the performance of each metal.

BCP [Barry and Hartigan, 1993] and DP [Bai and Perron, 2003] algorithms were selected to identify the
change points in the production volumes and sales data of the metals. The results of each method were then
compared and it was found that BCP provided the more informative results because it is enabled to provide
the probability of occurrence associated with each identified change point.

The results from the BCP analysis were then investigated in order to link possible causative events to the
identified change points. These events were discussed in detail in the results section of this report.

12 Recommendations

Based on the learnings from this thesis, for future projects the main recommendation would be:
obtaining sales data in tonnes , instead of the Rand value of sales, for the metals chosen. This would allow
for meaningful change points to be identified in the sales data as the change point would not be influenced
by fluctuations in the exchange rate and commodity prices. The analysis could also be expanded to include
other metals and/or commodities.
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