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Abstract

Data analysis requires data to be of a high quality. Unfortunately this is not always the
case, especially when data is extracted from different data sources. In the case where
there is no unique identifier to match data records from multiple data sources alternative
methods need to be developed to match the records. Record linkage attempts to do this
primarily with deterministic and probabilistic approaches. Deterministic models depend
on certain corresponding fields from each record pair to be identical matches to match
the record pair together. Probabilistic methods use a set of equations called the Fellegi-
Sunter formulae to calculate decision-making weights, which is used to score a record pair
on how well they match. If the matching score is above a certain threshold, the record
pair is considered to be a match. This project investigates whether the development of a
learning algorithm that refines the weights will improve the probabilistic model’s matching
accuracy. The dataset that was used to train and test the record linkage models was a set
of 92650 record pairs, some of which were matches and some of which were non-matches. It
was found that a learning algorithm did improve the matching accuracy of the probabilistic
model, although it is likely that the increase in the number of input features will improve
the matching performance even more.



Chapter 1

Introduction

“Truth will prevail where there is pains taken to
bring it to light.”
— George Washington

1.1 Problem awareness

Data analysis is the interpretation of data to answer the question of ‘what is going on
here?’ [2]. Finding context behind the data is arguably more useful than the data itself.
A useful technique for identifying patterns and behaviour in data is the comparison of
corresponding data in different datasets. A common problem in data analysis is the lack
of a unique identifier which can link records in multiple datasets that refer to a single
individual or entity [7]. An individual is likely to have the same birth date, gender, name
and surname in all the datasets that contain their information and by analysing these
data fields it is possible to determine whether entries are referring to the same entity.
Comparing these entries can lead to the individual’s records being matched without the
use of a unique ID. This is the essence of all record matching methods.

The means of bringing together two or more separately recorded pieces of information
relating to the same individual is known as record linkage. The data is obtained from
different sources which can have different formats for storing the data, different techniques
for capturing the data, and different data quality policies. This leads to data variation
when it should theoretically be identical. Record linkage has two key methods for matching
data; the deterministic approach and the probabilistic approach. Deterministic record
linkage requires one or more data field to have an exact agreement that is unique to that
specific individual, such as an identification number. This method assumes that all data
is entered perfectly and error-free, and that unique identifiers are present. Unfortunately
such identifiers are not always captured perfectly or are not available due to privacy
reasons [8]. Therefore the deterministic matching method will often be unable to match
records that refer to the same individual, or instead match records that do refer to different
individuals. Probabilistic record linkage is used when a unique identifier is not available
or of a poor and inconsistent quality [7]. Instead, to determine whether records are a
match, other data fields are compared and links are made based on how well the data
fields agree [6].

The above-mentioned data inconsistencies often prevent datasets from containing per-
fect data. This complicates the record linkage process by making it impossible to find exact
matches for a single entity in the data. An example of this is where a hospital admission



Table 1.1: Relative A

Name Surname  City of Birth Date of Birth Date of Death Birth State
Jonathan  Smith Buffalo 1931-04-21 Unknown New York

Table 1.2: Relative B

Name Surname  City of Birth Date of Birth Date of Death Birth State
John Smith New York 1931-04-21 2014 - 10 - 26  New York

record for “Mary-Jane Cook” and a vehicle accident registry entry for “Mary Cook” which
have a common date are likely referring to the same individual and would prove useful
insight if matched. Data matching is further complicated by different people having the
same name, surname and gender. These records should be determined to be non-matches.
The challenge then becomes navigating data variation (“Mary” and “Mary-Jane” referring
to the same person), formatting differences (“12/03/2016”, “2016-12-03” and “12 March
2016” being the same date), human error (typos) and misleading data similarities (having
more than one “John Smith” in the system) to determine clear matches and non-matches.

Take as an example the case of a genealogy system which has the purpose of connecting
people by their mutual relatives, without the assistance of an identity number that is
unique for each person. Suppose a client of the genealogy system enters information about
their family member, Relative A, and that their third cousin, twice removed whom they
have never met and have no knowledge about who is also a client of the genealogy system
enters information for the same family member, but with different details, as Relative
B. The genealogy system now has the task of realising that Relative A and Relative B
are in fact the same person, thereby connecting the two clients as family. The difficulty
arises when the information entered by the clients differ, either as a result of human error
or outdated and incorrect information. Even though it is known that Relative A and
Relative B are a match for the same entity, variation in the data prevent the records of
being an exact match. In the genealogy example, let us assume that Jonathan Smith was
born in the town of Buffalo, New York and is assumed to be alive and well. His cousin
whom he met only once many years ago is trying to expand her family tree by using a
certain genealogy website and enters all the information she has of her relative in the
system (Table 1.1). However, Jonathan later began using the name “John” and lived
the remainder of his days in New York, with his wife and children. Years later his wife
attempts to document her family tree using the same genealogy website, and enters the
information of her now late husband on the site (Table 1.2), hoping to find connections to
his relatives. The entries show that although the information entered into the system are
similar, the variation in data will prevent a perfect match from being made.

This is an example of one of the pitfalls of the exact or deterministic matching ap-
proach: matches can only be made if the data is identical. Instead of perfect matches,
rules can be made for certain fields to be in a range of values instead of being a specific
value. For instance, a rule can be implemented that requires the date of birth to not vary
by month or year, but allows it to vary by day. This type of leniency reduces matching
accuracy and leads to more incorrect matches being made. Therefore the need arises for a



more intelligent system that will be able to look past the data variation and still be able
to identify a strong match, regardless of identical entries. Deterministic record matching
is often used when matching accuracy is prioritised, for instance: the tracing of money
transfers. In this case, matching incorrectly is possibly worse than not finding a match at
all.

A different technique called the probabilistic approach can be used instead to calculate a
score for a pair of records entries and classify them as a match or a non-match accordingly.
This approach however does not weigh each field as equally important. In matching two
entities in New York City as the same person, it is extremely unlikely that the fact that
both entities reside in New York will contribute to the accuracy of the match, as it is one of
the most densely populated cities in the world. Instead, the probabilistic approach will in
this case assign a smaller weight to the city field and larger weights to matching values in
the name, surname and date of birth fields. These weights are fixed values calculated using
the Fellegi-Sunter probabilistic record linkage equations [5]. If the sum of the weights are
more than a certain threshold value, it is classified as a match. It is hypothesized that it is
possible to improve the probabilistic approach by adding a neural network algorithm which
adjusts the weights after each iteration, teaching the system to make better matches [10].
This is an improvement on the traditional probabilistic approach, as it does not solely rely
on the static values calculated by the Fellegi-Sunter equations, but rather optimises itself
continuously to reduce matching errors. To this end the application of a neural network
algorithm to the traditional probabilistic record linkage method has been researched and
developed. By developing this method data matches can be made more accurately and
improved insight into the inner workings of each dataset can be gained.

The aim of this project is the application of a simple neural network to a probabilistic
record linkage model, and the comparison of the performance of this new model with those
of the traditional deterministic and probabilistic models. The dataset used for this project
is typical cash-in-transit data, where records of cash sent and records of cash received
are matched to ensure no money is lost or stolen. This type of data is currently being
matched with deterministic techniques because of the risks involved with matching data
incorrectly. Any increase of matching performance while maintaining matching integrity
should therefore prove useful.

1.2 Document layout

1.2.1 Literature review

A literature review has been done regarding the process of record linkage. The three main
record linkage approaches relevant to this project are described in detail in the following
chapter. The measures for matching accuracy are outlined, with examples of their use
and how to compare them. The concept of a neural network algorithm follows, with the
explanation of its simplest form: the single layer perceptron.

1.2.2 Research design

The deterministic record linkage model requires logically relevant rules for classifying
record pairs since it only accepts exact values when comparing pairs. These were carefully
selected according to the current matching rules used on this data source. The prob-
abilistic record linkage model agreement and disagreement weights are calculated using
the traditional probabilistic formulas, as mentioned in Chapter 2.3. A function of these
weights is used to determine whether a record pair is a match or not. The third model



requires a function for deciding how much to adjust the agreement and disagreement
weights, also known as a learning rate and uses the same function to determine if a record
pair is a match. A training dataset was used to feed this model. All models were used on
a test dataset and had recall and precision values calculated and compared as a measure-
ment of accuracy. It was originally expected that the probabilistic record linkage model
with a simple learning algorithm will show considerable improvement on the traditional
deterministic and probabilistic approaches.

1.2.3 Model evaluation and comparison

The results show that the deterministic model found only a small portion of the matches,
but with great accuracy. The probabilistic model found a significantly larger number of
matches in the data, without sacrificing much in terms of accuracy. Contrary to initial
expectations the learned probabilistic model was only a marginal improvement on the
traditional probabilistic model for certain threshold values when applied to this dataset.

1.2.4 Conclusion

These results could be caused by the low number of inputs in the dataset, as this causes
the matching accuracy to be more dependent on data quality. Because of the few input
features, the weights adjusted to heavily favour the date field comparison to determine
whether a record pair was a match, while favouring the value comparison less. This implies
that to decide whether a given transaction was a match, more importance is given to the
dates of the transfer than the value of the transfer. Another possibility is that the training
set that was used to train the third model did not properly represent the test set, as the
test set contained a much lower proportion of matches than the training set. It is possible
that, given a dataset with more input values, the addition of a learning algorithm will
have a more significant improvement on the traditional probabilistic approach as shown
in this project.



Chapter 2

Literature review

To better understand record linkage, a few examples of its use are given. The two tra-
ditional record linkage methods as well as a third approach using a learning algorithm
are investigated and explained in detail. Matching accuracy measures are described and
its application shown with the help of examples. An approach for using a simple neural
network to refine probabilistic record linkage is given.

2.1 Examples of record linkage

Record linkage is a tool used in many industries where data needs to be matched. Some
examples follow here.

1. With the increase in available patient information, medical research often requires
that patient data from multiple databases be combined. Due to privacy concerns,
only a handful of countries make use of a unique national patient identifier. In
this case, a mixture of the deterministic and probabilistic approaches are usually
applied. Bell et al. [3] used the traditional probabilistic record linkage approach by
calculating the Fellegi-Sunter values for each linking variable when matching data
records of very low birthweight infants in California and delivery or birth-related
hospital admissions in the 1980’s. Regardless of missing data entries and corrupt
data files they found that more than 96% of the records could be determined to be
either clear matches or non-matches.

2. In genealogy people attempt to discover the identities of their relatives and ancestors.
Connections are made by comparing individual names, surnames, places of birth,
dates of birth and death and so forth. Sometimes this results in multiple entries
in the system that refer to the same person. The goal of genealogical systems is to
match these individuals as the same person, thereby linking relatives. The problem
in this environment lies in outdated or incorrect data. Relatives can change their
name, wrong dates can be remembered, and variation in spelling and human error can
hamper exact matches. To circumvent this, Wilson [10] uses a probabilistic approach
to match relatives, with a learning algorithm that adjusts the matching weights after
each iteration, depending on whether the match was correctly or incorrectly made.
His work indicated that a simple neural-network could greatly improve the matching
accuracy in the genealogical record linkage environment.

3. To keep track of cash-in-transit between branches, cash centres and ATM machines,
banks record the arrival and departure of the assets. The issue and reception records



of the assets need to be exactly matched to trace the cash flow to ensure there is no
theft or fraud taking place. As such, very strict deterministic rules are applied, as
the danger of making incorrect matches is much worse than the failure of making a
correct match. The result is a very complex system that applies certain rules only
when certain conditions are met. An example of this would be if the value of cash
sent and the delivery point match with the value of cash received and the collection
point, then a leniency of several days is given for the delivery and collection dates to
match. This is supposedly to factor in the time needed to deliver the cash, but seems
fallible as false matches can be made between the records if several cash-in-transit
values were similar in the leniency period. An improvement on such a system will
clearly benefit any cash-in-transit system.

Data inconsistencies in these examples necessitate the use of systems that use probabilistic
methods to classify the data as a match or a non-match and processes the data accordingly.
In the case of the third example, it is possible to use both deterministic and probabilistic
methods to determine whether records should match. In this case one can apply a very
strict precision threshold for the probabilistic method to make a match.

2.2 Deterministic record linkage

Deterministic record linkage compares specific fields for exact matches to see whether a
pair of records are a match. This requires that data be perfectly captured and that these
fields will be sufficient to describe a unique entity [7]. In other words, only one entity can
possibly have a unique combination of values, and if another entity has this combination,
it must be the same entity, and therefore be a match. Unfortunately the lack of a unique
identifier, human-error, data variation, incorrect information and less than ideal data
capturing leads to suboptimal matching accuracy. As mentioned, certain conditional rules
can be applied to deterministic matching algorithms, but the list of conditions tend to grow
exponentially with each added rule and each additional rule need extraordinary reasoning
to be included, as each conditional rule also adds the possibility that more pairs will be
matched that should not be matched.

2.3 Probabilistic record linkage

In contrast with the deterministic approach, probabilistic record linkage does not require
that all data fields be exact matches. Instead, to evaluate a pair of records their data
fields are compared individually and a score generated for each field that is a match and a
negative score generated for each field that is a non-match. These scores are then added
to determine whether the pair of records themselves are matches. A set of equations
were developed by Fellegi and Sunter to formalise the scoring approach commonly used
in probabilistic record linkage [5]. This traditional probabilistic approach estimates two
field agreement probabilities using the Fellegi-Sunter equations for each pair of fields that
needs to be compared, with each pair i = 1..n [5, 10]:

m; = a;"/cm (2.1)
u; = aj' /¢y (2.2)

where:

10



Table 2.1: A pair of records that need to be matched

Name Surname City of Birth Date of Birth Date of Death Birth State
Jonathan Smith Buffalo 1931-04-21 Unknown New York
John Smith New York 1931-04-21 2014-10-26 New York

m; = the probability field ¢ is the same on a matching pair,

u; = the probability field ¢ is the same on a non-matching pair,

a = the number of matching pairs that have the same field 7,

aj = the number of non-matching pairs that have the same field i,

¢m = the total number of matching pairs, and

¢y = the total number of non-matching pairs.

To measure a score for a given pair of records, one of two weights are added for each
field 7. If the two records agree on the field, an agreement weight is added. If they disagree,
a disagreement weight is added. If one or both records have no data for the field, then
neither weight is added. The score for the record pair is the sum of these weights. The
agreement and disagreement weights for each field ¢ can be calculated with:

w;gree = ln(ml/ul) (2'3)
wéisagree = ln(l - ml/l - ul) (24)
Finally, to determine whether the record pair should be classified as a match or a
non-match, the score is compared to a decision threshold value, 6. If the score is above
the 6 value, it is classified as a match, otherwise it is labelled a non-match. Let us revisit
the genealogical matching example of Jonathan Smith where we want to compare two sets
of records in Table 2.1 with each column being field ¢ = 1..6, by calculating the agreement
and disagreement weights for each field ¢ that is going to be compared, summing the
applicable weights together for all the pairs and comparing it with some value . As an
example, let us calculate the field agreement weights for the Surname data field, where ¢ =
2. Let us assume that statistical sampling has shown that 1% of entries on the genealogy
system bear the surname “Smith”, and that the data accuracy of the entries captured in
the genealogy system is 95%. This means that 95 matching pairs out of 100 will have the
same values in their Surname fields and there exists a probability that 1 out of every 100
people will also be called “Smith”. This means we can compute the field agreement and
field disagreement probabilities for the Surname data field as follows:

ms = 95.0/100 = 0.95 (2.5)
up = 1.0/100 = 0.01 (2.6)

And consequentially the field agreement weights:

zgree = ln(mQ/UQ)

Wigree = 1(0.95/0.01)
W2, oo = 4.554 (2.7)

agree

w

11



and

w?lisagree =In(1 —ma/1 —u)
w?iisagree - ln(l — 095/1 — 001)
w?iisagree = —2.986 (28)

Since the record pair in Table 2.1 have matching Surnames (and therefore are in agreement)

the input value for 7 = 2 will have be wggree = 4.554. For this record pair, the disagreement

weight is disregarded as these fields match. All the field scores will be calculated and added
together. This will be the total score for the record pair, and this score will be compared
to #. If the record pair scores above 6, the pair is considered a match. If the pair scores
below 6, it is considered a non-match.

2.4 Measuring linkage accuracy

The value of 6 is important as it essentially determines the strictness of the matching
algorithm. A lower 6 allows weaker matches to be matched incorrectly, while a higher
f will increase the accuracy, while excluding some record pairs that are actual matches,
but score low due to data inconsistency. The accuracy of a record linkage system can be
measured in precision and recall. Precision is the percent of pairs that scored above the
decision threshold 6 that are correctly matched. Recall is the percent of matching pairs
that scored above 6. Stated differently, precision is the percent of pairs that were matched
correctly and recall is the percent of actual matches that were found to be matches [10].
Take an example with 100 matching pairs and 200 non-matching pairs. If 90 of the
matching pairs and 20 of the non-matching pairs scored above 6, then the precision can
be said to be:

precision = 90/(90 + 20) = 81.8% (2.9)

Similarly, recall would be:
recall = 90/100 = 90% (2.10)

To increase recall a smaller value for # can be chosen. This will also decrease precision
as the classification requirements for a match will be less strict. This means that if a
larger value for 6 is used that precision will increase and recall will decrease. As the
value of 6 can be chosen arbitrarily, each record linkage model will yield different precision
and recall values for each 6 value. Wilson [10] compares four record matching models
based on their precision and recall values at certain € points. This results in a graph,
Figure 2.1, that shows the range of precision and recall values a model can possibly achieve.
A technique that can improve both precision and recall is the application of a learning
algorithm which may generate and adjust the agreement and disagreement weights to make
less classification mistakes, thereby improving the record linkage accuracy. A learning
algorithm will generally compare the output of a system with the expected results, and if
the output error is large enough, adjust the system’s decision variables. One such algorithm
that can be used to fine-tune the agreement and disagreement weights of the linkage system
is a neural network algorithm, where the agreement and disagreement weights act as the
system decision variables. Once these different models are built, it is possible to compare
them using the graph in Figure 2.1. As the goal of any record linkage model is to attain

12



75 —#—Full Features-NN My . \ E‘

g ---0---Full Features-PRL wels % '.
sy £ —— Simple Fields-NN ’\ =
i ---5--- Simple Fields-PRL \ it

60 4 !

35 ﬁ
30 T T T T T T T T T

50 35 60 65 70 73 80 85 90 95 100

Precizion

Figure 2.1: Wilson’s comparison of precision and recall for each model at different
(threshold) values [10].

the highest possible precision and recall values for any given 6, the model that produces
the widest curve is the model that yields the best matching results.

2.5 Using neural networks for improved accuracy

Neural networks are adaptive models that can learn the parameters of a population by
processing a significant number of exemplars. These networks are constructed from small
units or neurons that are linked by a set of weighted connections [1]. In the case of
probabilistic record linkage it is possible to use an algorithm that evaluates the matching
errors and adjusts the agreement and disagreement weights accordingly, much like a neural
network adjusts its parameters. Therefore a simple neural network proves to be an ideal
weight improvement algorithm that can yield greater performance [10].

2.6 The single-layer perceptron

Usually when a decision of any type needs to be made, several influential factors are taken
into consideration, typically with a varying amount of regard for each factor. For instance,
when deciding to take an umbrella to work, one might disregard the cloudy skies, but one
is unlikely turn a deaf ear to a news report of a coming storm. It is in this sense that
a perceptron functions as a decision-making model. It adjusts the input weights after
each attempt of classifying the input by comparing its output with the desired output. A
perceptron is the simplest form of a neural network that employs a supervised learning

13



output

Figure 2.2: A single layer perceptron [4]

rule (Figure 2.2). It is a single-layer neural network that takes several weighted inputs and
calculates a single value for each set of inputs. It then checks the calculated value against
the correct value and adjusts the input weights based on the error [9] and a learning rate
value or function. Suppose that for each record pair the perceptron is given the score from
each record pair field and the correct answer (that is to say, whether the record pair is a
match or a non-match) and it calculates the record pair score. It then compares the record
pair score against the correct value that it was given. Based on how much of an error
was made by its guess of the answer it then adjusts each weight by a fixed learning rate
value. This process is repeated for thousands of record pairs until the weights become as
accurate as possible and show little sign of improving further. These refined weights can
then be used in the probabilistic model instead of the Fellegi-Sunter values to calculate a
score for each record pair and classify them as matches and non-matches. Essentially this
means that by feeding the learning algorithm a large dataset of record pairs with known
classifications (whether it is a matching pair or non-matching pair) it will teach itself
which inputs to assign more weight to when deciding wether it is a match or a non-match,
thereby possibly increasing the record linkage accuracy [10].

The goal of this project was to compare the accuracy of the three record linkage
methods that have been mentioned thus far: the deterministic approach, the probabilistic
approach and the probabilistic approach with a weight-adjusting perceptron algorithm.

14



Chapter 3

Record linkage models

It is hypothesised that an added weight-adjustment algorithm will produce more accurate
record linkage when used with a probabilistic record linkage model. To test whether
a learning algorithm such as a perceptron will be able to improve the accuracy of the
deterministic and traditional probabilistic approaches, the following three record linkage
models were built and tested:

1. A deterministic record linkage model.
2. A traditional probabilistic record linkage model.

3. A probabilistic record linkage model with a single-layer perceptron.

The models were given a large number of labelled record pairs, some of which are
matches and some of which are non-matches and were given the task of determining
whether the record pair is a match or a non-match. The data that was used to train and
test the different methods was cash-in-transit dataset used by a bank to track cash flow.
The training data used for each set contained a random sample of 70000 record pairs.
The test dataset contained 22650 record pairs. Precision and recall were calculated for the
results of each model for various values of 6. This gave an indication of the accuracy of the
models, which were then compared in a similar manner to the models shown in Figure 2.1.
It was expected that there would be a clear improvement on both measurements with the
weight-adjustment algorithm.

3.1 Deterministic model

The deterministic model makes use of certain fields having exact matches to determine
whether a pair of records are a match or a non-match. The training set had a series of
times, dates, location names, monetary values, scanning codes and other string values that
belong to each of the two records that need to be classified as a match or a non-match.
Each record’s field is compared with the corresponding field of the record it is being
compared to and if a single pair of fields are not a match, it is considered a non-match. If
all the fields match, then the model considers the pair of a records a match. As there is
no threshold value used in the deterministic model, only a single precision and recall value
can be calculated. Using more fields to match records with will more most likely result in
a higher precision, but result in lower recall. This means that fewer matching errors will
be made, but fewer matches will be found as well as the requirements to make a match is
more strict.

15



Table 3.1: Records A and B

Record  Scan Code Date Time Location Amount Area

A 98801472617 2016-06-19 19:01:24 Johannesburg 190350 H12
B 98801472617 2016-06-19 19:01:24 Johannesburg 190340  I49

As an example of how this model works, consider the following records A and B that
need to be matched (Table 3.1). The deterministic model will compare each field from
record A with each field from record B. If a set of corresponding fields does not match, it
regards the record pair as a non-match. In the case of Table 3.1, as the Amount and Area
fields do not match, the model classifies these pairs as a non-match.

3.2 Probabilistic model

The probabilistic model uses fixed values calculated with the Fellegi-Sunter equations and a
# value to determine whether the pair should be labelled a match or a non-match. As the 6
value can be chosen depending on precision or recall is prioritised, more than one threshold
value needs to be used to compare this model with the alternatives. The training data was
used to determine the m; and wu; values for each pair of fields ¢ that were being compared.
These were in turn used to calculate the agreement weights wggree and wéisagree for each
field i. The model is run a few hundred times, each time with a different threshold value,
using the test dataset as input. For each threshold value precision and recall is calculated.
Using the example from Table 3.1, let us assume that the following input weights have
been calculated for each field using the dataset records A and B originate from and the
Fellegi-Sunter equations outlined in Chapter 2.3:

Table 3.2: Fellegi-Sunter input weights for records A and B

Field Agreement Weight Disagreement Weight

Scan Code +4.19 -3.21
Date +3.78 -2.33
Time +5.43 -0.67

Location +1.77 -6.90
Amount +5.12 -1.38
Area +1.52 -0.99

Taking the fields from Table 3.1 as input, we can calculate the score for this record
pair by summing the applicable weights. As the Amount and Area fields do not match,
their disagreement weights will be used. The rest of the fields match and therefore their
agreement weights will be used. The score of this record pair is then:

score =4.19+3.78 + 543 + 1.77 — 1.38 — 0.99 = 12.8 (3.1)

This means that for any 6 value below 12.8, the record pairs will be classified as match.
For 6 above 12.8, the record pair will be considered a non-match. Essentially the 6 value
is acting as a passing minimum to be classified as a match. By adjusting the threshold
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value, the strictness of the model is being changed, essentially changing the size of the net
being cast by the model. By throwing a wider net, more correct matches will be made,
but more incorrect and unwanted matches will also be pulled in. This model is used with
a wide range of 0 values, as each 0 will yield a different precision and recall value. Each 6
value is used to classify all the records in the dataset.

3.3 Probabilistic model with single layer perceptron

The probabilistic model with a single layer perceptron uses the Fellegi-Sunter equations to
determine the initial weight agreement values, but then adapts those values by checking
its result with the labelled classification each time and changing the weights based on the
error and the input that was given. To train this model, the inputs were transformed
into a set of binary features. For a set of n fields that need to be matched, 2n binary
input features are created. The first feature tests whether a pair of fields are a match,
and the second feature tests whether that same pair of fields is a non-match. Essentially
this means that when fields ¢ are a match: f; = 1 and f;y; = 0. Adding to this the
bias input required by a neural network, let fo,11 = 1. Each weight that was calculated
previously using the Fellegi-Sunter equations is now used with each corresponding feature
to determine the record-pair score. The bias weight ws, 11 is assigned a random starting
value. Returning to the example from Table 3.1, we know that the first four fields were
a match and the last two were not. Seeing as there are six fields in total, we will have
twelve binary inputs and one bias input set to 1.

Table 3.3: Binary input features and weights for records A and B

Input Value Weight (w;)

f1 1 +4.19
o 0 -3.21
s 1 +3.78
1 0 2.33
f5 1 +5.43
s 0 -0.67
7 1 +1.77
fs 0 -6.90
fo 0 +5.12
f10 1 -1.38
f11 0 +1.52
1o 1 -0.99
f13 (Bias) 1 —H)l

The weights are changed after each record-matching attempt by taking the model’s
input and magnitude of error into consideration. If the input feature was 0, then its weight
is not changed. A fixed learning rate value is used to determine how sensitive the weight
adjustment is. To determine the error made by each iteration, the target is defined as
being either 0 or 1, that is, a match or a non-match. A logistic function converts the score
to a value between 0 and 1, with the error being the difference between the target and the
transformed score value. Weights are adjusted by the error multiplied with some constant

17



learning rate. Assuming that records A and B are known to be a match, the target value
would be 1. The score, now with an added bias input, would be calculated as:

13
score = Z(fl)(wl) =129 (3.2)
=1
The logistic function then delivers:
The error is:
error = 1 —0.999997502 = 2.5 x 10~¢ (3.4)

Taking a constant learning rate of 0.01, the weight adjustment is:
w; = w; + (0.01)(2.5 x 107°)(f;) (3.5)

This algorithm forces the weights to be adjusted of only the inputs that were used, as f;
would be zero otherwise and the weights will remain unchanged. The perceptron (Fig-
ure 3.1) uses the training dataset of 70000 record pairs to train the weights. After the
weights are calibrated they are then used in a probabilistic model on the 22650 row test
set, once again for a few hundred values of @, just as in the regular probabilistic model.

output

Figure 3.1: The single layer perceptron used to do weight training in this project.
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Chapter 4

Model evaluation and comparison

The test data set contained 22650 record pairs of which 9348 were matches.

4.1 Deterministic model results

The deterministic model correctly matched 2022 record pairs out of 2083 attempts. This
means it achieved a precision of:

precision = 100(2022/2083)
— 97.07% (4.1)

and recall:

recall = 100(2022,/9348)
= 21.63% (4.2)

This shows that while the deterministic model was extremely accurate in the attempts
it made to match record pairs, it missed a large portion of matches. This is usually
preferred with this type of dataset because of the risks associated with matching record
pairs incorrectly.

4.2 Probabilistic model results

The traditional probabilistic model proved to be very effective (Figure 4.1), with a mixture
of high precision and recall values for the different threshold values. Given a precision
level of 97.07% the probabilistic model would have a recall level of approximately 92%, a
significant improvement over the deterministic model’s 21.63%.

4.3 Probabilistic model with refined weight results

The improved probabilistic model (Figure 4.1) showed an improvement on the traditional
probabilistic model, but only for precision values lower than 94%. This implies that for this
dataset more matches will be found at the same level of precision by using the improved
model. Even though the improvement seems marginal percentage wise, when considering
the large number of cash-in-transit records that need to be matched, any improvement
will have a significant money-value impact.
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Figure 4.1: The traditional and improved probabilistic model precision and recall values
for different values of 6.

4.4 Discussion

It was established that the deterministic approach was predominantly used in cash-in-
transit record linkage due to the importance of maintaining a high accuracy when match-
ing. This was proved to be at the cost of recall: only 21.63% of all matches were found.
However, it was shown that the traditional probabilistic model yielded results far superior
to the deterministic model, by achieving 100% precision while finding approximately 90%
of the matches. Figure 4.1 indicates that the perceptron refinement produced a recall
range that was higher than the traditional probabilistic model, but only for precision val-
ues below 94%. This indicates that for the dataset used for the purpose of this project,
the traditional probabilistic approach would be sufficient as precision is prioritised above
recall. Essentially, the refinements did show an improvement in record matching, but
mostly in terms of recall. It is possible that the learning algorithm can be improved to
better refine the input weights and improve the model in terms of precision as well. There

are several ways that a weight adjustment algorithm can be used to improve probabilistic
matching methods, including;:

1. Increasing the number of fields that can be compared.
2. Increasing the number of derived input features.
3. Investigating more effective learning function alternatives.

By including more data (perhaps even fields that seem irrelevant to the human eye)
to be compared, the learning algorithm has more inputs to choose from when assigning
weights, ultimately increasing its options. When irrelevant or superfluous features are fed
into the learning algorithm, it should adjust the weights of those features to ultimately
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disregard features that show no correlation to accurate matching. It is therefore advised
that as many features as possible be defined and fed into the probabilistic model to add
more depth and dimensions for it to work with. This also holds for features that are derived
from the fields. An example of this would be calculating the difference between dates or
the distance from locations. Features such as these, although not strictly “matchable”
features, can also deliver insight and show correlations that can not easily be spotted.
Arguably any additional dimension can help the learning algorithm refine its decision-
making weights even more.

21



Chapter 5

Conclusion

The problem of matching records from different sources without a unique identifier is a
challenge which is prevalent in many industries. By developing better matching tech-
niques, more insightful data interpretations are possible, decision-making ability may be
improved, and matches can be made without requiring unique identifiers or primary keys.
Traditional probabilistic record linkage methods, while useful, are not as efficient as they
could be. It is possible that the decision-making weights can be refined with the use of a
learning algorithm. Three models were built and compared using different record linkage
methods to test this hypothesis. Cash-in-transit data was used to train and test the accu-
racy of the models. This proved interesting in the sense that precision is prioritised above
recall when matching cash-in-transit data. This is understandable as mismatches of cash
movement is arguably worse than not making matches at all. To this end, deterministic
matching is primarily used for this type of data. The results indicated that a traditional
probabilistic model yields a massive matching accuracy improvement in terms of recalla-
bility when compared with the deterministic record linkage model, without sacrificing any
matching accuracy. It was also shown that the use of a learning algorithm to refine the
linkage weights improved the traditional probabilistic model, but only marginally. It is
important to keep in mind that even a small increase in matching accuracy and recall
will lead to a significant increase in the number of matches made. The learning algo-
rithm application can be improved by increasing the number of input fields, derived input
features, and investigating different learning algorithm techniques. The combination of
learning algorithms and record linkage models merits further investigation as a method
for increasing matching accuracy, as many systems exist that would benefit from it.
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