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The dynamic mathematical models for direct expansion air conditioning (DX A/C) systems with respect

to indoor carbon dioxide (CO2) concentration, relative humidity and air temperature and the coupling

effects among them have been built in this thesis. To reduce the energy cost and improve the energy

efficiency for DX A/C systems while maintaining both indoor air quality (IAQ) and thermal comfort

at acceptable levels, a hierarchical control structure is proposed in this thesis. This control structure

includes two levels. The upper level is an open loop optimal controller to generate the optimal setpoints

of indoor CO2 concentration, relative humidity and air temperature for the lower level controller. The

lower level designs a closed-loop model predictive control (MPC) controller to optimize the transient

processes reaching the setpoints where the energy efficiency improvement and energy cost savings are

achieved.

In Chapter 2, the control objective is to improve both IAQ and thermal comfort as well as energy

efficiency for a DX A/C system. The details of a hierarchical control structure in this chapter are



as follows: In the upper layer, an energy-optimised open loop controller is proposed based on an

optimization of energy consumption of the DX A/C system and given reference points of indoor CO2

concentration, relative humidity and air temperature to generate a unique and optimised steady state for

the lower layer controller. In the lower layer, the closed-loop MPC controller is proposed such that the

indoor CO2 concentration, relative humidity and air temperature follow the steady state computed by

the upper layer, whereas the energy efficiency is improved. To facilitate the MPC design, the nonlinear

DX A/C control system is linearized around the optimised steady state.

In Chapter 3, the control objective is to lower the energy cost and consumption of a DX A/C system

while maintaining both IAQ and thermal comfort at comfort levels. To achieve this purpose, an

autonomous hierarchical control (AHC) structure is designed and described below. The upper level

is an open loop nonlinear optimal controller, which optimizes the predicted mean vote (PMV) index

and the energy cost for the DX A/C system under a time-of-use (TOU) price structure of electricity

according to the changing environment over a 24-hour period, to generate the tradeoff setpoints of

indoor CO2 concentration, relative humidity and air temperature for the lower level controller. The

lower layer is formed as a closed-loop MPC to track the trajectory reference points calculated by the

optimization layer. This AHC strategy means the upper controller can adaptively and automatically set

the setpoints and the lower layer adaptively and optimally tracks them, minimizing energy consumption

and costs. In addition, in this chapter, the volumes of outside air allowed to enter the DX A/C system

are regarded as varying with the changing circumstance over a day and are optimized by the AHC.

Moreover, a supply fan to steer the pressure swing absorption with a built-in proportional-integral (PI)

controller is proposed to lower the indoor CO2 concentration such that it would reduce the complexity

of computation for the AHC and the cost of hardware.

In Chapter 4, the control objective is to reduce energy cost, improve energy efficiency, and reduce

communication resources, computational complexity and conservativeness, as well as peak demand

for a multi-zone building multi-evaporator air conditioning (ME A/C) system while maintaining

multi-zones’ thermal comfort and IAQ at comfort levels. To realize this objective and to consider the

interaction effects between rooms, we present an autonomous hierarchical distributed control (AHDC)

method. The upper level is an open loop nonlinear optimizer, which only collects measurement

information and solves a distributed steady state optimization problem to adaptively and automatically

generate time-varying and optimised reference points of indoor CO2 concentration, relative humidity

and air temperature for the lower-layer controllers, by minimizing the demand and energy costs of



a multi-zone building ME A/C system under the TOU price structure of electricity according to the

changing circumstance during the day. The lower level also uses local information to track the trajectory

references calculated by the upper-layer distributed controller, via distributed MPC controllers. The

proposed hierarchical control strategy is distributed in two layers since they use only local information

from the working zone and its neighbours.

To validate the performance of these hierarchical control strategies for DX A/C systems, simulation

tests are performed in this thesis. In Chapter 2, simulations are provided to show that the closed-loop

regulation of the MPC controller and the energy-optimised open loop controller can maintain indoor

CO2 concentration, relative humidity and air temperature at their desired setpoints with small deviations

and reduce the effect of indoor cooling and pollutant loads. The simulations also demonstrate that

the controllers are superior to conventional controllers in terms of energy efficiency. In Chapter 3,

the simulation tests show that the AHC strategy can reduce more energy consumption and cost than

the baseline strategy. In addition, the tests demonstrate that the AHC scheme is not sensitive to the

physical parameters of the DX A/C system. In Chapter 4, to show the performance of the two-layer

distributed control strategies, a case study is given. The simulation tests demonstrate that the AHDC

strategy is capable of shifting demand from peak hours to off-peak hours and reducing the energy cost

for a multi-zone building ME A/C system while maintaining multi-zones’ IAQ and thermal comfort at

comfort levels.

Lastly, Chapter 5 concludes all the findings of this thesis and provides some ideas for possible work in

future research.
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CHAPTER 1 INTRODUCTION

1.1 BACKGROUND

The total energy consumption of the world market will increase by 36% between 2008 and 2035 [1].

This energy consumption can be divided into four main sectors: residential, commercial, transportation

and industrial. The rise in energy consumption by buildings has been significant in most part of the

world. The building sector accounted for 21% of energy consumption in the world in 20081. In the

USA, the building sector accounted for 41% of primary energy consumption among all sectors in

20102. In South Africa, the residential, commercial and public services sectors share 40% of electricity

consumption, and based on National Electrification Statistics, electricity consumption is expected to

increase constantly3.

Because of the increase in the population, enhancement of comfort, global climate change and more

time spent indoors, energy consumption in the building sector displays an upward trend. Therefore,

most countries are focusing on the building sector as having the greatest potential for energy savings

necessitated by increasing energy demands, energy price and environmental issues.

Building’s energy demand is the main reason of electricity consumption owing to rapidly escalat-

ing space environmental quality requirements (such as thermal comfort, indoor air quality (IAQ),

ventilation, refrigeration and so on), which leads to significant greenhouse gas emissions. Energy

consumption demands in buildings are directly related to air conditioning (A/C) systems. A/C systems

account for half of a building’s energy usage. At the same time, owing to greenhouse effects the global

1https://www.eia.gov/outlooks/ieo/
2https://openei.org/doe-opendata/dataset/buildings-energy-data-book/resource/4516b230-4234-4778-b87f-

64bc6ab0b529.
3 file:///C:/Users/user/Downloads/essa3361.pdf.
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temperature is increasing steadily, which in turn has caused an increase in the use of A/C systems.

Accordingly, lowering the energy consumption in A/C systems of buildings is an important factor in

lowering greenhouse gas emissions.

The study reported in this dissertation is motivated by the considerable energy efficiency and energy

cost potential in the building sectors. Energy management of building A/C systems has become

important and hence the need to lower the energy cost and improve the energy efficiency of buildings.

In addition to improving the energy efficiency of buildings, interventions can be made in other ways

[2, 3], such as appliances operation scheduling [4, 5, 6], hybrid energy system supplies [7, 8, 9],

generator maintenance scheduling [10], lighting retrofitting and metering schemes [11, 12, 13, 14],

envelope and whole building retrofitting schemes [15, 16], facility retrofitting and maintenance schemes

[17, 18, 19] and an energy-water nexus [20, 21]. Therefore, building energy efficiency is a very broad

field involving multiple layers and focuses. Energy efficiency improvement can also be effected in

other sectors such as transportation scheduling including, overhead cranes [22] and belt conveyor

[23] and industry application aspects [24, 25]. The main topic of the thesis is the scope of the

energy management strategies of building A/C systems, which will be introduced in the following

sections.

1.2 A/C CONTROL SYSTEM FRAMEWORK

1.2.1 Indoor comfort control

Lowering building energy usage should not sacrifice user benefits [26]. User-health is related to energy

efficiency in some aspects. Nowadays, more and more people are working indoors much of the time,

therefore providing high thermal comfort and IAQ levels for users would contribute to increased work

efficiency and productivity. Effective energy management of building A/C systems can ensure IAQ,

thermal comfort and energy efficiency.

In [27], the authors designed two controllers for a heating, ventilation and air conditioning (HVAC)

system, including feedback and feed-forward controllers, to improve the control performance (smaller

temperature variations) as well as energy efficiency. The use of optimization algorithms in various

applications related to energy management in building A/C systems has been increasing significantly
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over recent years. A multi-objective genetic algorithm was used [28] to obtain predictive control of

air conditioned systems. The simulation results demonstrated that this method would achieve good

temperature regulation with important energy savings.

Ensuring indoor air humidity at an acceptable level is an important factor since it has a direct impact on

indoor thermal comfort level and the operational efficiency of buildings’ A/C installations [29]. In fact,

in cities with highly humid climates, such as Cape Town or Hongkong, high humidity may still adversely

affect indoor thermal comfort level and the energy efficiency of building A/C systems, even when

indoor air temperature has been maintained at a desired value. Various humidity control approaches

have been applied in large-scale central and chilled water A/C systems, such as pre-conditioning

outdoor air and heat pipe technologies [30, 31], or chemical and mechanical dehumidification desiccant

mechanisms [32, 33, 26, 34]. A wavelet-based artificial neural network (ANN) with a proportional-

derivative (PD) controller was proposed [35] for an A/C system to control indoor relative humidity

and air temperature, where thermal comfort and energy efficiency of the system was improved. For

controlling indoor humidity, a chiller/boiler was added to this A/C system. For controlling indoor

relative humidity and air temperature, an evaporation pressure control method was addressed [36]

based on the evaporator pressure and the relative humidity readings.

Nowadays, IAQ has become increasingly important and is regulated by A/C system design and control.

The indoor relative humidity, air temperature and carbon dioxide (CO2) concentration have been

regarded as the three major factors of indoor thermal comfort and air quality. In recent years, more

and more researchers have focused on how to improve thermal comfort and IAQ as well as energy

efficiency. In [37], a genetic algorithm was used to find the optimal settings of the multiple variable

process (i.e. air handling unit supply air temperature, outdoor ventilation rate and chilled water

temperature setpoints) by optimising the cost function including thermal comfort, energy consumption,

IAQ, maximum allowed relative humidity and minimum allowed ventilation flow to reduce energy

usage while keeping multi-zones’ thermal comfort and IAQ at acceptable levels. A multi-objective

optimization was proposed in [38] to optimize indoor air condition for HVAC system in order to achieve

high thermal comfort and acceptable air quality for occupants with efficient energy consumption all

the time. However, they did not consider the coupling effects between indoor CO2 concentration,

relative humidity and air temperature. In many cases, these coupling effects cannot be ignored. In

fact, the experimental results [39] illustrated that the indoor CO2 concentration correlated with indoor

air temperature. Furthermore, the indoor CO2 concentration is affected by air humidity as discovered
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through measurement investigation and data analysis [40]. As far as the researcher knows, there are

few studies in the literature that discuss how to control indoor air temperature, relative humidity and

CO2 concentration simultaneously, taking into account the coupling effects between them and the

energy efficiency of A/C systems.

1.2.2 Peak demand control

In addition to reducing overall energy consumption by building A/C systems, another significant need

for building controls is to reduce peak power demands. Because buildings, especially commercial and

office buildings, mainly consume energy during peak hours, the peak-average ratio (PAR) can be high

in the electricity grid [41]. Both electricity suppliers and customers are extremely focused on peak

demand because of economic and environmental challenges. New power plants are constantly being

built every year; however, this still merely serves to remit the rapidly increasing peak demand, which

reduces efficiency in non-peak hours and leads to higher energy costs for buildings. Therefore, it is of

great importance to use advanced strategies to reduce or shift the peak demand.

Demand response (DR) as a concept has paid more attention to buildings as an effective way to reduce

the peak demand. DR encourages end-users to adjust their electric usage in good time based on

electricity price. Advanced electricity rate structures including real-time pricing (RTP), time-of-use

(TOU) and critical-peak-pricing (CPP), are usually applied by utilities. It is illustrated that with

these time-varying rate structures users have opted to reduce their energy cost by taking DR action

[42, 43, 44]. In [45], a cost-effective control scheme was proposed for building HVAC system to shift

the energy usage away from the peak hours while thermal comfort and IAQ levels are maintained.

For reducing peak demand, most buildings are operated according to a simple on-off strategy: the A/C

systems are turned on during the occupied period and turned off otherwise. The setpoints of thermostats

are usually fixed during the entire occupied period. This strategy is simple but not optimal for energy

efficiency or cost-effectiveness [46]. Some alternative strategies are proposed to reduce significant

peak demand by adopting pre-cooling (or pre-heating) during a non-occupied period and changing

setpoints during peak hours. These strategies use the building’s thermal mass to shift the power demand.

However, the setpoint schedule is pre-determined, which does not consider the time-varying outdoor

and indoor conditions and the states of HVAC systems. A number of researchers have focused on
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reducing the peak demand by adjusting the operational scheduling of HVAC systems [47, 48]. However,

these methods are not able to deal with the impact of disturbances such as buildings’ internal loads and

weather conditions. Therefore, it is of great interest and potential to develop advanced approaches to

energy and cost savings for building A/C systems as well as handling disturbances.

1.2.3 Model predictive control

Model predictive control (MPC) has become one of the most successful advanced control strategies,

which is capable of maintaining a comfortable temperature and achieving energy efficiency in buildings

[49, 50, 51]. Other advantages of an MPC algorithm for building HVAC systems include robustness,

tunability and flexibility [52]. The MPC strategy has also been applied in intervention strategies for

other sectors, such as human immunodeficiency virus (HIV) infection [53], the dense medium coal

washing process [54], power dispatch problems [55] and transportation systems [56]. Therefore, it

has inspired many researchers employing MPC algorithms for HVAC systems to enhance both indoor

thermal comfort and energy efficiency [57, 58, 59]. An MPC strategy is capable of improving potential

building energy efficiency and thermal comfort and the performance is better than conventional PI

controllers reported in [49]. In [60], an economic MPC method was presented for optimizing the

building demand and energy cost under a TOU price policy to improve temperature comfort and reduce

demand, as in [61, 62]. In [60], the simulation results showed that the MPC strategy is able to shift

the peak demand to off-peak hours and reduce energy costs more in comparison with a baseline case.

However, the goodness-of-fit for temperature and power models is 76.22% and 80.3%, respectively,

which mean that the non-accuracy is approximately 24% and 20%, respectively, due to modelling a

linear system. The authors have also tested on particular days to show the advantage of MPC over its

baseline strategy, but it can be seen from the tests that load shifting on particular days is no more than

24%, which implies that the performance of the MPC strategy was unsatisfactory.

In [63], the authors proposed a hybrid model predictive control (HMPC) scheme, including a classical

MPC and a neural network feedback linearization, to minimise the energy and cost of running HVAC

systems in commercial buildings. Though the study modelled a nonlinear HVAC system, it was to be

controlled based on a linearized system by feedback linearization, which added control variables and

in turn increased computational complexity. This control method was also used in [64]. In [65], an

MPC strategy was presented to reduce energy cost and demand while keeping indoor temperature at a
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comfort level. To facilitate the MPC controller, the nonlinear HVAC system is linearized around an

equilibrium point. This equilibrium point is obtained by fixing the supply fan and solving a state point.

In [66], the authors proposed a practical cost and energy-efficient MPC strategy for HVAC load control

under dynamic real-time electricity pricing. The simulation results displayed that the MPC strategy can

lead to significant reductions in energy consumption and cost for occupancies. However, the building’s

nonlinear thermal model is linearized and used as the plant to be controlled by the presented MPC

strategy. A model-based predictive controller combined with a building energy management system

was purposed to improve indoor environmental quality, including CO2 concentration, air temperature,

relative humidity and illuminance, and minimize energy costs in [67]. However, the study did not

consider the coupling effects between them.

1.2.4 Hierarchical control

To enhance energy efficiency while maintaining both indoor IAQ and thermal comfort at comfort

ranges, another MPC strategies based on energy scheduling were proposed in [68, 59, 69]. In [69],

a hierarchical control method was proposed for enhancing energy efficiency while maintaining the

predicted mean vote (PMV) index at zero, i.e., PMV=0. The simulation results suggested that the

strategy can save more energy in comparison with the authors’ previous work [68]. However, a practical

nonlinear MPC optimizer is designed in the upper layer to provide an impulse air temperature reference

for the lower layer PI controller, which inevitably increases the computational burden. Moreover,

the weather conditions and cooling loads are based on predicted data, which means the lower PI

controller may not effectively follow the reference calculated by the upper layer. In [70], the authors

considered two levels of the controller hierarchy to minimize energy usage and maintain temperature

comfort. However, this control strategy is scheduled based on a linearized system which causes loss of

accuracies in the model.

1.2.5 Large-scale A/C system control

Advanced building structures are extremely complicated because they are equipped with multiple A/C

systems. Effective energy management of multi-zone building A/C systems has potentially improved

energy efficiency and indoor comfort levels. In recent years, this interesting topic has inspired many

researchers to study how to advance the strategies for controlling building A/C systems.
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In [71], the authors proposed a combined genetic algorithm and feed-forward control for HVAC systems

to improve energy efficiency and indoor air quality. Compared with the optimal control strategy in

[37], the control strategy in [71] considered the optimal outdoor air ratio entering the system. In

[72], the authors presented a model-based optimal ventilation control approach for multi-zone VAV

A/C systems aimed at minimizing the total fresh air flow rate by compromising thermal comfort,

IAQ and total energy usage. In [73, 74], the authors proposed an optimal control algorithm based

on adaptive predictive model and the recursive least squares estimation technique to control indoor

CO2 concentration, relative humidity and air temperature, simultaneously. This was achieved by

optimising the energy consumption of variable refrigerant flow and VAV combined A/C systems, as in

[75, 39]. A data-mining approach for the optimization of HVAC systems was presented in [76], as in

[77]. However, these approaches are rarely able to handle the impact of disturbances such as building

multi-zones’ internal heat loads and time-varying weather conditions.

Though MPC yields better performance to handle the above issues over other control approaches,

the size of the optimization problem increases rapidly when the dimension of the building HVAC

systems is large. A centralized MPC technique was proposed for multi-zone building HVAC systems

to improve energy efficiency and temperature comfort [78, 79, 80]. In the centralized control structure

case, all the subsystems are controlled by one MPC law. The model used for prediction consists of the

coupling elements. When this algorithm is used to control building HVAC systems in a large number

of rooms, especially connected zones and rooms, this algorithm is impractical, since the optimization

problems may be difficult to solve in a reasonable time and the control systems are not easy to maintain.

To improve computational efficiency, one of the effective control strategies is a decentralized control

approach. Large-scale control problems are decomposed into several independent controllers, which

can consider each local control parameter [81, 82]. In [81], the results demonstrated that the predicted

performance loss was 28.58%. In [82], the simulation results demonstrated that the performance of

comfort level is not better than that of the centralized MPC strategy, though the energy efficiency

level is close to the centralized method, due to rarely considering the coupling between neighbouring

zones. To improve comfort level and reduce computational demand for buildings, a superior choice is

to use a distributed control algorithm. The structure of the distributed control strategy is similar to

a decentralized law but is essentially a different approach [83]. The distributed control decomposes

the centralized control to a group of local agents that communicate with their neighbors, making it

possible to use them for large-scale dynamically coupled systems. A communication network that

allows collaboration among the local control laws allows improvement of global system performance
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compared to a decentralized structure. Moreover, the computational demand of this control strategy

should be significantly reduced compared to the centralized structure [84].

Because of the advantages of distributed model predictive control (DMPC), this approach has recently

been widely employed to reduce computational demand and handle the coupling among subsystems

[85, 86, 87, 88]. Despite DMPC having a superior performance to other control strategies, the purely

DMPC algorithms are very conservative for application [88] when the systems are nonlinear. In [86],

a DMPC was proposed to improve energy efficiency while maintaining each zone’s air temperature

within a comfort level. In [85], the DMPC algorithm employed, only required the predicted output to

exchange information with its neighbors for every sampling period. However, this algorithm could

only obtain Nash equilibrium, which may not be the optimal solution. In [87], the authors presented a

DMPC algorithm to control the building multi-source multi-zone temperature regulation problem. In

order to attenuate the online computational burden, the DMPC algorithm was implemented based on a

Bender’ decomposition. The results demonstrated that the computational and convergence time of this

algorithm was superior to that of the centralized MPC. However, the energy efficiency of this DMPC

algorithm was not particularly good compared to the centralized MPC algorithm, as in [88].

In [89], a centralized MPC supervisor calculated evaporator cooling and pressure setpoints for multiple

rooms and balanced temperature regulation with energy efficiency; these reference points were tracked

by local level decentralized MPC controllers. More recently, in [90], the authors proposed a method that

combined the closed-loop distributed and centralized structures to design a hierarchical control scheme

to balance computational complexity and conservativeness. In the study, the upper layer controller

collects temperature and predictive information from all rooms and zones, which means that the

centralized scheduling (CS) needs to communicate with all rooms. Moreover, the trajectory reference

in the optimization objectives is given and fixed over a 24-hour period, as in [85, 86, 88]. Centralized

control and distributed MPC schemes following a fixed trajectory reference were also reported in other

fields [91]. In [92], the results demonstrated that the MIMO MPC strategy following preprogrammed

time-varying reference points can reduce energy consumption and cost more when compared with a

fixed trajectory reference. In [93], the authors proposed centralized control and distributed control

schemes together to improve energy efficiency and thermal comfort. Although the optimal references

are preprogrammed and time-varying, the upper layer optimization problem is nonlinear, and solving it

for a large building using centralized approaches is computationally cumbersome, leading to scalability

issues. Furthermore, for implementation, centralized approaches require transmission of zone-level
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models and sensor information to the CS, leading to engineering difficulties and increasing information

exchange.

1.3 DX A/C CONTROL SYSTEM FRAMEWORK

1.3.1 DX A/C system

A direct expansion air conditioning (DX) system, as one of A/C systems, uses a refrigerant vapour

expansion/compression (RVEC) cycle to directly cool the supply air to a building because the evaporator

is in direct contact with the supply air. The main components of a DX A/C system include an EEV, the

outdoor compressor, a condenser coil and the evaporator placed indoor as shown in Fig. 1.1. Compared

to common centrally chilled water-based A/C systems, the advantages of the DX A/C systems are

simpler system configuration, better energy efficiency [94], and generally less cost of ownership and

ease of maintenance. Consequently, DX A/C systems have been commonly employed in buildings

over recent decades, particularly in small to medium scaled buildings. However, most current DX

A/C systems use single-speed supply fans and compressors, which operate by on-off cycling as a

low-cost method to maintain indoor air temperature only. This causes either indoor air overcooling or

irretentive indoor air humidity. ON/OFF cycling thus results in a lower level of indoor thermal comfort

for users. When advanced variable speed inverters technology is widely applied in DX A/C systems,

the indoor relative humidity and air temperature can simultaneously be controlled by DX A/C systems

by employing the varying speeds of the supply fans and compressors [95, 96].

However, since the complex dynamic features of heat and mass transfer happen at variable speed DX

A/C system and there is strong cross-coupling between dry-bulb temperature and wet-bulb temperature

inside the evaporator, it is extremely hard to design a simple control method to keep indoor relative

humidity and air temperature at the appropriate comfort levels simultaneously. For example, the

transient performance of two feedback control loops (i.e. the control loop for relative humidity by

the varying speed of the supply fan and the control loop for air temperature by the varying speed of

the compressor) when using a conventional proportional-integral-derivative (PID) feedback controller

would be inherently poor because of the strong coupling effect between the two feedback loops, to

control indoor relative humidity and air temperature [95]. To overcome and decouple the difficulties
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of the strong coupling effect, many advanced control algorithms have been developed. The control

strategies are mainly based on an empirical-based model and physical-based model.

Air conditioned room

Variable speed

supply fan

S

Return

air

Supply

air

Pe

Pc

EEV

Evaporator

Condenser

Variable speed

compressor

DX A/C unit

Fresh air

R

Exhausted air

Cooling load

Figure 1.1. Schematics of a simplified DX A/C system.

1.3.2 DX A/C system control based on empirical-based models

There are many empirical-based methods to control the variable speed of DX A/C systems. Among

various empirical-based methods, artificial neural network (ANN) has been widely used as an empirical-

based modelling training technique, which has recently drawn many researchers’ attention owing

to its advantages of simplicity and good behavior on time response and accuracy of the modelled

physical processes. An ANN-based control strategy was presented for a DX A/C system to control

indoor relative humidity and air temperature simultaneously [97, 98]. The developed ANN-based

dynamic model was trained off-line by using the operational data involving either a training point or

a specific point. It would be incorrect to validate the performance of the proposed method when the

operating conditions of the system are beyond the training point. Therefore, the performance of this

designed ANN-based control approach can only be guaranteed when the training data are near the

system operating point based on the off-line.
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To ensure that the ANN-based controller is applied in the entire operating range of a DX A/C system,

an ANN-based dynamic model with an on-line adaptive controller was proposed to control indoor

relative humidity and air temperature simultaneously through the varying speeds of the compressor and

the supply fan reported in [99]. The controllability test results showed that this strategy achieved high

control accuracy and the operational data was within entire expected operating range. However, in this

study, the ANN-based training method with an on-line adaptive controller was only tested at a fixed

inlet relative humidity and air temperature. The inlet relative humidity and air temperature directly

affected the output cooling capacity of the DX A/C system reported in [100]. Therefore, training data

for adopting an empirical-based model controller for a variable speed DX A/C system to simultaneous

control indoor relative humidity and air temperature should be within the entire possible operating

ranges of the system, which include not only data for varying the speeds of the supply fan and the

compressor, but also for varying the inlet relative humidity and air temperature from the DX evaporator.

That implies that different indoor air setpoint settings in the conditioning space are governed by the DX

A/C system. Nonetheless, the strong coupling between heat and mass transfer, such as sensible heat

and latent heat loads that occur mainly in the wet-cooling region at the air side of the DX evaporator,

may further affect accuracy when using an ANN-based model for controlling indoor relative humidity

and air temperature simultaneously if the model is used beyond the range of training data.

Motivated by the above issues, a novel ANN-aided fuzzy logic controller for a variable speed DX

A/C system was proposed to control indoor relative humidity and air temperature simultaneously

by combining the complementary merits of fuzzy logic controllers and ANN modelling reported in

[101]. The simulation results showed the satisfactory control performance in terms of control accuracy

and sensitivity with different inlet relative humidity and air temperature. There is still an obstacle of

heat and mass transfer for sensible heat and latent heat loads taking place at the wet-cooling region

and dry-cooling region on the air side of the DX evaporator that is extremely complex and strongly

coupled, it may be necessary to propose a novel ANN-based model and control method to solve this

issue.

1.3.3 DX A/C system control based on physical-based models

The development of physical-based models for depicting the operational process of DX A/C systems

can provide a direct description of the natural phenomena and reflect their detailed operational charac-
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teristics since these are derived from physical laws. For example, with the model, the transient and

steady state behavior of the system can be predicted, and the influence of input variables, such as air

volumetric flow rate and mass flow rate of refrigerant, as well as the air side states can be identified

[102, 103, 104, 105]. The steady state and transient response processes for components of a DX

variable air volume (VAV) A/C system were illustrated in [102]. In [103], dynamic mathematical

models for a DX A/C system were built based on the principle of energy and mass conservation balance

and validated through experimental tests. In the study, the coupling loop between relative humidity

and air temperature is considered, which is beneficial for decoupling the two strongly coupled loops

of a DX A/C system to control the indoor relative humidity and air temperature simultaneously. The

validated models are expected to be very useful for future work in designing an effective controller for a

DX A/C system to control indoor relative humidity and air temperature simultaneously. The extremely

complicated process of heat and mass transfer occurring on the DX cooling coil was developed under

a steady-state equipment sensible heat ratio reported in [105].

In [106], a feedback controller for a DX A/C system was designed to avoid the use of a problematic

measurement of A/C system immediately downstream of a cooling coil by controlling action. In

[107, 108], a direct digital control (DDC) based capacity controller was designed for a DX A/C system

to achieve indoor relative humidity and air temperature at a comfortable level by varying the speeds

of the compressor and supply fan. The simulation results showed that the designed controller could

achieve reasonable control sensitivity and accuracy. However, the measured indoor cooling load is

taken as a controlled parameter, which cannot be obtained constantly owing to the thermal inertia of the

indoor air. Therefore, it is difficult to achieve good performance in controlling sensitivity and accuracy.

In [109], an H-L control algorithm, which is a DX A/C system operating at high speeds of the supply

fan and the compressor when the indoor air temperature cannot reach its setpoint and at low speeds

otherwise, was proposed. The experimental results suggested that the H-L control algorithm could

achieve higher control performances of indoor relative humidity and energy efficiency in comparison

with conventional on-off control. However, the development of H-L control could not achieve accurate

control of indoor relative humidity and air temperature. The stability of command following and

disturbance rejection could not be guaranteed.

A multi-input-multi-output (MIMO) linear quadratic Gaussian (LQG) controller was presented based

on a DX A/C system to control indoor relative humidity and air temperature simultaneously and

maintain these at their setpoints through the varying speeds of the supply fan and the compressor in
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[110]. The command-following and disturbance rejection capability tests showed that the proposed

MIMO LQG controller can effectively control indoor relative humidity and air temperature with high

control performance of accuracy and sensitivity. However, the LQG controller is designed based on

a linearization dynamic model. Furthermore, the system is linearized around a particular operating

point of a DX A/C system. For a real DX A/C system, the controller should be operated over a wider

working range. In [111], the authors proposed another control strategy by employing a PID controller

with a degree of superheat (DS) to improve the stability and operating efficiency of a DX A/C system.

However, in this study, the DX A/C system was still linearized around a particular operating point. In

[112], the authors proposed a novel DDC-based capacity controller including a numerical calculation

algorithm and a conventional proportional-integral (PI) feedback controller for a DX A/C system

to control an electronic expansion valve (EEV). The experimental results showed that the control

performance on the supply air temperature with this capacity controller is well maintained at the

desired value and desired space air temperature is achieved. However, the controller performance can

only be achieved based on fixing the air temperature entering the air-cooled condenser, the condenser

air flow rate, the supply air static pressure and the degree of refrigerant superheat at the exit of the

evaporator. In reality, the controller for a real DX A/C system should be applied to a wider working

range.

To control multi-zone buildings’ relative humidity and air temperature simultaneously, an energy-

efficient multi-evaporator (ME) A/C system was proposed in [113]. Experimental results demonstrated

that the control performance of the proposed capacity control algorithm was further improved in

comparison with its previous work. However, under certain operating conditions, controlling indoor

air temperature by using the novel capacity control algorithm could still cause significant fluctuations

owing to using a temperature of dead-band and time-delay for compressor start-up. Nonetheless,

interaction with other indoor units may be an important impact factor but was rarely considered. To

improve energy efficiency with superior thermal comfort and IAQ levels for multi-zone building ME

A/C system, a suitable optimization method is required for making each room’s CO2 concentration,

humidity and air temperature consistent with their desired references. To realize this, one should

consider a case when each DX unit can exchange information with its neighbors. A generalized

control heuristic and simplified model predictive control strategy were proposed for DX A/C systems

to provide comfort temperature and energy savings [114].
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CHAPTER 1 INTRODUCTION

1.4 RESEARCH GAP

Firstly, based on findings from the literature, no study to discuss how to control indoor CO2 concen-

tration, relative humidity and air temperature simultaneously, taking into account of three coupling

effects among them and in terms of the energy efficiency of DX A/C systems, has been reported in

the literature so far. Therefore, controlling both IAQ and thermal comfort and taking into account

energy efficiency for DX A/C systems will bring new control issues and increase the difficulty of

control owing to the complex physical phenomenon inside a DX A/C system. In addition, although the

findings in literature considered both IAQ and thermal comfort control issues in other A/C systems,

they did not consider the coupling effects among them. These problems have been considered in this

thesis. Nonlinear DX A/C control systems with respect to CO2 concentration, relative humidity, air

temperature and the coupling effects among them have been built in this thesis.

Secondly, [110] proposed a MIMO LQG controller for a DX A/C system to control indoor relative

humidity and air temperature simultaneously with little consideration towards energy efficiency. In the

study, the work point is near a specific operational point. For a real DX air conditioner, the controller

should be operated over a wider working range. For controlling other nonlinear A/C systems, most of

the researchers employed MPC controllers to optimize the plant attaining equilibrium operational points

or specific operational points. These strategies may not be optimised in terms of cost-effectiveness or

energy efficiency. These issues have been solved in this thesis. In this thesis, the proposed controller is

designed based on a wider range of work point. In Chapter 2, an open loop optimal controller is first

proposed to minimize the energy consumption of a nonlinear DX A/C system to generate an optimised

and unique steady state. The MIMO MPC controller is designed to optimize the transient reaching

this steady state while energy efficiency improvements are achieved. More details of this method are

presented in Chapter 2.

Thirdly, MPC based on setpoint in terms of energy scheduling strategies and TOU policy for A/C

systems were reported in the literature to reduce peak demand. None of them uses MPC based on

setpoint adaptively preprogrammed and TOU policy in terms of energy and comfort scheduling to

lower peak demand for A/C systems. In addition, the allowed outdoor air entering the system is fixed

over a 24-hour period [73, 74, 115]. The outside weather circumstances are time-varying. In chapter 2,

a VAV ventilation fan was added to a DX A/C system and have been used to reduce indoor air CO2

concentration, which would increase the cost of hardware and the complexity of building DX A/C
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systems. This hardware can also be commonly used in the HVAC systems to improve IAQ. Moreover,

the PMV index can be conventionally used as an indicator of thermal comfort. As reported in findings

in the literature, indoor thermal comfort affected by IAQ. It is, therefore, necessary to extend the PMV

index such that it can represent both IAQ and thermal comfort. What’s more, the heat and mass transfer

on the air side of the evaporator has not been handled effectively in literature including empirical-based

model and physical-based model methods. These issues have been solved in Chapter 3 of this thesis.

In Chapter 3, the MIMO MPC controller and an open loop optimal controller, which adaptively and

autonomously generates optimal and time-varying reference signals for the closed-loop controller, are

designed. Details of this scheme and the control performance are presented.

Finally, according to the current practice of multi-zone building ME A/C system or HVAC systems and

research reported in the above literature, no effective control strategy can handle interaction between

rooms for the ME A/C system. Although studies on multi-zone building HVAC systems taking

into account the interaction between rooms were recently reported in the literature. However, these

strategies require more communication resources and were rarely solved in terms of energy efficiency,

demand shifting and energy cost, computational complexity and conservativeness simultaneously.

Therefore, there is a need to propose a new hierarchical distributed control strategy to improve the

performance of energy efficiency, demand shifting and energy cost, and reduce the communication

resources, computational complexity and conservativeness for the multi-zone building ME A/C system

while keeping multi-zones’ IAQ and thermal comfort at comfort levels. Therefore, two controllers,

including an open loop distributed controller taking into account DR action to shift peak demand and a

closed-loop distributed controller, are designed in this thesis to study energy efficiency and cost savings

improvement of the multi-zone building ME A/C system. Details of the two distributed controllers are

described in Chapter 4 of this thesis.

1.5 SCOPE AND OBJECTIVES

Motivated by the above issues, there is great potential for energy and cost savings with advanced

control of A/C systems while maintaining both indoor IAQ and thermal comfort at comfort levels. The

focus of this thesis is the design of new control strategies for DX A/C systems that improve comfort

levels for occupants and at the same time reduce energy consumption and cost of buildings. The

methodology to be described in the thesis can also be applied to other types of A/C systems.
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The main purposes of this thesis are the following:

• To develop dynamical mathematical equations for DX A/C systems with consideration of the

coupling effects of CO2 concentration, relative humidity and air temperature.

• To develop a hierarchical control strategy for a DX A/C system that can adaptively and au-

tonomously generate the optimised and time-varying setpoints scheduling of indoor CO2 concen-

tration, relative humidity and air temperature which can be used to operate the DX A/C systems

with higher energy efficiency and more cost saving.

• To develop a hierarchical control method to improve the energy efficiency, reduce the energy

cost, shift peak demand and maintain multi-zones’ IAQ and thermal comfort at comfort levels

for building ME A/C system.

1.6 RESEARCH CONTRIBUTION AND LAYOUT OF THE DISSERTATION

The main contributions of this thesis have been published in two international journal papers and a

third one has been submitted. Moreover, several conference contributions have been published or

accepted. These contributions are listed in the section on publication.

The main topic of this thesis is to develop a hierarchical control scheme to lower energy consumption

and cost for building DX A/C systems while maintaining both IAQ and thermal comfort at comfort

ranges. The contributions are briefly highlighted below in a representation of the layout of this

dissertation.

• Building dynamical models for DX A/C control systems with respect to indoor CO2 concentra-

tion, air temperature and relative humidity with consideration for the coupling effects between

them.

• Design of two controllers for a DX A/C system, consisting of an energy-optimised open loop

nonlinear controller and a regulation MIMO MPC controller, to improve both indoor IAQ and

thermal comfort and maintain them at comfortable levels while minimizing energy consumption.
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• Design of two controllers for a DX A/C system, including an energy and comfort open loop

optimal controller and the tracking MPC controller, to lower energy consumption and cost while

keeping both IAQ and thermal comfort at comfort levels.

• Design of a two-layer distributed control scheme to reduce energy consumption and cost,

communication resources, computational complexity and conservativeness simultaneously,

while maintaining multi-zones’ IAQ and thermal comfort at comfort levels.

• The designed autonomous hierarchical distributed control strategy (AHDC) is capable of shifting

the peak demand to off-peak hours for buildings.

The layout of this dissertation follows the order of improving both indoor IAQ and thermal comfort,

minimizing energy consumption, and reducing cost while maintaining both IAQ and thermal comfort

in acceptable ranges and shifting demand for the DX A/C systems.

Specifically, Chapter 2 describes a DX A/C system and its main components, and models dynamic

mathematical equations of a DX A/C system with respect to indoor CO2 concentration, relative

humidity and air temperature taking account of three coupling effects between them based on principles

of mass and energy balance. This is used to facilitate the research work for this dissertation. A

hierarchical control strategy is designed first, followed by the performance of this control strategy

through energy efficiency, setpoint regulation, reference following and disturbance rejection.

In Chapter 3, an autonomous hierarchical control (AHC) is designed to reduce energy consumption

and cost for a DX A/C system in a changing environment over a 24-hour period in this chapter. The

use of the nonlinear DX A/C control system given in chapter 2 is also used in this chapter, but the

correlation of the moisture content and air temperature at the evaporator outlet has been released. After

that, an open loop optimal controller, which includes the ability of autonomously and adaptively setting

setpoints, for lower layer controller is designed for the DX A/C system to follow. The design of the

MIMO MPC controller steers the DX A/C system to follow the time-varying and optimised setpoints.

The AHC performance analysis of the energy efficiency and cost savings of the DX A/C system is

given.

Next, an AHDC strategy is carried out for a multi-zone ME A/C system in Chapter 4. The dynamic

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

17



CHAPTER 1 INTRODUCTION

models of multiple connected rooms and zones for an ME A/C system are built first, taking into

account interconnected neighboring rooms. In this chapter, the designed open loop optimal controller

is distributed; it only collects local information from one zone or room, to autonomously and adaptively

generate reference points, for closed-loop controllers. This is achieved by optimizing the demand and

energy costs of the multi-zone building ME A/C system under a TOU rate structure while meeting the

requirements of multi-zones’ thermal comfort and IAQ at comfort ranges. The closed-loop controller is

also distributed to track the reference points calculated by the upper layer distributed controller. After

that, the control performance of AHDC compared with the hierarchical control method in Chapters 2

and 3 is given at the end.

Finally, some general conclusions of this dissertation and ideas for future research topics are given in

Chapter 5.
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CHAPTER 2 PREDICTIVE CONTROL OF A DX A/C

SYSTEM FOR ENERGY

EFFICIENCY

2.1 INTRODUCTION

In this chapter, nonlinear control systems with respect to indoor air CO2 concentration, relative

humidity and air temperature, taking into account the coupling effects among them in a DX A/C

system are firstly modelled. In order to improve indoor IAQ, thermal comfort, and energy efficiency,

a hierarchical control scheme is designed as a regulation MIMO MPC controller and an open loop

nonlinear controller based on an energy consumption optimization. For this optimal control strategy,

the energy models for a DX A/C system validated by curve-fitting of the experimental data in [116]

and the system constraints are formulated. The MIMO MPC controller optimises the indoor CO2

concentration, relative humidity and air temperature of the DX A/C control system to follow a unique

and optimal steady state, which is generated by an open loop optimal controller to minimize the energy

consumption of the DX A/C system with the reference indoor CO2 concentration, relative humidity and

air temperature maintained. To show the performance of this hierarchical control scheme, comparisons

of energy consumption for setting different indoor CO2 concentration, relative humidity and air

temperature setpoints are developed by a case study. In addition, the setpoints regulation, reference

following capability and disturbance rejection are also tested in a DX A/C system to demonstrate the

proposed control performance.
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2.2 CHAPTER OVERVIEW

This chapter presents a hierarchical control scheme to improve the energy efficiency of the DX

A/C system while maintaining indoor CO2 concentration, air temperature and relative humidity at

their desired setpoints. A DX A/C control system and preliminaries are modelled and described in

Section 2.3, respectively. Section 2.4 outlines the proposed energy-optimised open loop nonlinear

control as well as the linearization of DX A/C control system. The presented MIMO MPC controller

and algorithm are presented in Section 2.5. Simulation results through setpoints regulation, reference

following capability and disturbance rejection tests are given in Section 2.6. Finally, conclusions are

drawn in Section 2.7.

2.3 DX A/C SYSTEM DESCRIPTION

2.3.1 DX A/C system

Fig. 2.1 shows a simplified schematic diagram of a VAV DX A/C system. The VAV DX A/C system

consists of two main sections, a DX refrigeration plant (refrigerant side) and an air-distribution

sub-system (airside). A variable speed scroll compressor, an EEV, a VAV ventilation, an air-cooled

tube-plant-finned condenser and a high-efficiency tube-louvre-finned DX evaporator constitute the

major components of the DX refrigeration side. The evaporator inside the supply air duct plays as DX

air cooling coil. A variable speed centrifugal supply fan, an air-distribution ductwork with return air

dampers and a conditioned thermal space constitute the air-distribution sub-system.

2.3.2 A/C space

In this chapter, the performance of the presented hierarchical control strategy is evaluated by a single

room model (that has been employed in the building energy simulation test (BESTEST) [57]).
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Figure 2.1. Schematics of a VAV DX A/C system.

2.3.3 Single-zone DX A/C model

According to principles of energy and mass conservation balances, the dynamical mathematical model

of the DX A/C system is a highly nonlinear coupling system with regard to indoor CO2 concentration,

moisture content and air temperature. It is assumed that the DX A/C system is operated in the cooling

mode. The assumptions and basic operation of the DX A/C system are described below. Most of the

following assumptions are standard; they are taken from [103] and are sometimes made for the sake of

simplicity.

(A1) p% (0 < p < 100) of outside air entering into the system is combined with (100− p)% of the

recirculated air at the inlet of the evaporator.

(A2) Before getting conditioned, enough air mixing takes place inside the heat exchangers.

(A3) The air side of the DX evaporator is separated into two areas, including the dry-cooling area

and wet-cooling area. Only the inlet air temperature can be cooled along the dry-cooling area and the
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wet-cooling area occurs dehumidify the air. The simplified diagram of the evaporator is displayed in

Fig. 2.1. Generally, the dry-cooling area b on the air side of the evaporator is very small and it is only

used to decrease the inlet air temperature to reach its dewpoint temperature, while the wet region area

a can be used to couple air dehumidification and cooling.

(A4) Heat losses in air ducts are negligible.

(A5) The supply air enters into the conditioned space to reduce the cooling and pollutant loads acting

upon the system.

(A6) In the conditioned room, (100− p)% of air is recirculated to the system and the rest of the air is

exhausted from the air-conditioned room by a damper.

The mass conservation and energy balance mathematical equations of the DX A/C system based on

the above assumptions are presented below.

The dynamic mathematical equation based on the principle of energy balance for indoor air temperature

in a conditioned room is given as [103]

CaρV
dTz

dt
=Caρv f (Ts−Tz)+Qload , (2.1)

where Ca denotes the specific heat of air; ρ represents the air mass density; V denotes the volume

of the air-conditioned room. v f denotes the air volumetric flow rate of the supply fan, which can be

calculated by

v f = k f anS f an, (2.2)

where S f an denotes the supply fan speed, k f an represents the gain coefficient of the speed of the

supply fan. Qload is the indoor sensible heat load, which is associated with the air temperature in

the conditioned space and is mainly relevant to occupants, equipment, electrical devices, supply fan

heat gain, external heat load and the ventilation load, etc. The heat emitted from electrical devices,

equipment, supply fan heat gain, external heat load and the ventilation load is easy to identify; the

main uncertainty of the sensible heat loads are determined by the load related to occupants and can be

estimated by the current CO2 concentration emission in the conditioned space. Hence, a simplified

sensible heat load can be calculated by

Qload = µCc +ν +Qspl, (2.3)
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where Cc represents the indoor CO2 concentration in the conditioned space; ν is certainty sensible heat

load and µ is the gain coefficient of indoor sensible heat load. Qspl is the sensible heat gain generated

by the supply fan, which increases due to the air volumetric flow rate. It can be expressed by

Qspl = ksplv f , (2.4)

where kspl denotes the coefficient of supply fan heat gain.

The dynamic mathematical equation based on the principle of energy conservation inside the condi-

tioned room with respect to the indoor moisture content can be described as follows [103]:

ρV
dWz

dt
= ρv f (Ws−Wz)+Mload , (2.5)

where the moisture loads Mload is mainly related to occupants, the fresh air ventilation load from

outside air and electrical devices, and can be modelled as

Mload = φCc + γ, (2.6)

where γ denotes the certainty of latent heat load and φ is the latent heat gain parameter.

Based on the principle of energy balance, the air temperature in the dry-cooling area on the air side of

the evaporator is given by

CaρVh1
dTd

dt
=Caρv f (p%T0 +(1− p%)Tz−Td)+α1A1(Tw−

(1− p%)Tz + p%T0 +Td

2
), (2.7)

where Tw denotes the surface air temperature on the DX evaporator wall; Td is the air temperature at

the end of the dry-cooling area inside the DX evaporator; Vh1 denotes the air side volume of the DX

evaporator on the dry-cooling area; A1 denotes the heat transfer area in the dry-cooling area of the DX

evaporator, α1 represents the heat transfer coefficient in the dry-cooling area which can be computed

by [102]

α1 = je1ρva
Ca

Pr
2
3
, (2.8)

where va is the face air velocity, je1 is the Colburn factors; Pr is Prandtl number.

The coupling between sensible and latent heat transfers takes place in the wet-cooling region for air

cooling and dehumidification. Therefore, the energy balance law applicable at the wet-cooling area on

the air side of the DX evaporator can be written as follows:

CaρVh2
dTs

dt
+ρVh2h f g

dWs

dt
=Caρv f (Td−Ts)+ρv f h f g((1− p%)Wz + p%W0−Ws)

+α2A2(Tw−
Td +Ts

2
),

(2.9)
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where A2 is the heat transfer area on the air side of the DX evaporator in the wet-cooling area; Vh2

denotes the air side volume in the wet-cooling area of the DX evaporator; Wo is the outdoor moisture

content; h f g denotes the latent heat of vaporisation of water; α2 is the heat transfer coefficient in the

wet-cooling area calculated by [102]

α2 = je2ρva
Ca

Pr
2
3
, (2.10)

where je2 is the Colburn factors.

The energy balance equation applicable at the DX evaporator wall is modelled by

CwρwVw
dTw

dt
=α1A1(

(1− p%)Tz + p%T0 +Td

2
−Tw)+α2A2(

Td +Te

2
−Tw)

−mr(hr2−hr1),

(2.11)

where ρw,Cw, and Vw denote the density of the evaporator wall, the specific heat of air on the evaporator

wall and the volume of the evaporator wall, respectively. hr1 and hr2 are the enthalpies of refrigerants,

which associated with the inlet and outlet of the DX evaporator, respectively.

It is assumed that the supply air temperature and moisture content leaving the DX evaporator is about

95% saturated. Then, the connection between them can be obtained by depicting and curve-fitting as

[103]
dWs

dt
− 2×0.0198Ts +0.085

1000
dTs

dt
= 0. (2.12)

The dynamic mathematical equation of indoor CO2 concentration in the conditioned space can be

expressed by [37]

V
dCc

dt
= vs(Cs−Cc)+Cload , (2.13)

where vs is the volume flow rate of air supply; G is the quantity of CO2 emission rate of one person; P

denotes the number of occupants; Cs denotes the supply air CO2 concentration by the VAV ventilation

fan; Cload = GP denotes the indoor pollutant load.

The details of the DX A/C control system are modelled by the above nonlinear differential equations

(2.1)-(2.13), which can be expressed in a compact format

ẋ = f (x,u) = D−1 f1(x,u)+D−1 f2(z), (2.14)

where x , [Ts,Tz,Td ,Tw,Ws,Wz,Cc]
T , u , [v f ,mr,vs]

T , and z , [Qload ,Mload ,Cload ]
T . The functions

f1, f2 are defined by f1(x,u) = [ f11, f12, f13, f14, f15,0, f17]
T , f2(z) = [Qload ,Mload ,0,0,0,0,Cload ]

T
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and
f11 =Caρv f (Ts−Tz),

f12 =ρv f (Ws−Wz),

f13 =Caρv f ((1− p%)Tz + p%T0−Td)+α1A1(Tw−
(1− p%)Tz + p%T0 +Td

2
),

f14 =Caρv f (Td−Ts)+ρv f h f g((1− p%)Wz + p%W0−Ws)+α2A2(Tw−
Td +Te

2
),

f15 =α1A1(
Td +(1− p%)Tz + p%T0

2
−Tw)+α2A2(

Td +Te

2
−Tw)−mr(hr2−hr1),

f17 =vc(Cs−Cc),

and the coupling matrix D can be described as

D =



0 CaρV 0 0 0 0 0

0 0 0 0 0 ρV 0

0 0 CaρVh1 0 0 0 0

CaρVh2 0 0 0 ρVh2h f g 0 0

0 0 0 CwρwVw 0 0 0

−2×0.0198Ts+0.085
1000 0 0 0 1 0 0

0 0 0 0 0 0 V


.

The system models in (2.1), (2.5), (2.7), (2.9) and (2.12) supplying no fresh air to the system, have been

validated by experimental test reported in [103]. Eq. (2.13) was verified through an on-line learning

and model parameter identification estimation approaches with acceptable accuracy [37].

2.4 ENERGY-OPTIMISED OPEN LOOP OPTIMISATION

2.4.1 Open loop optimal controller

An open loop optimal controller is proposed to minimize the energy consumption of a DX A/C system,

with given reference point of indoor CO2 concentration, relative humidity and air temperature for

generating a steady state. The energy model for a DX A/C system is given and used as an optimizing

objective.

The energy consumed by a DX A/C system mainly entails the power consumption of the compressor

Pcomp, the fan power of the evaporator Peva, the power consumption of the ventilation fan Pven, the
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fan power of the condenser Pcon and the energy consumed by dampers. The energy consumption

by the dampers is neglected. Total electric energy consumed by a DX A/C system is consequently

expressed

Ptot = Peva +Pcon +Pcomp +Pven, (2.15)

where Ptot denotes the total consumed energy of a DX A/C system at time t.

The power consumption of the evaporator fan Peva can be presented as a polynomial function of the

supply air temperature, the indoor cooling load and the air volumetric flow rate by [116]

Peva =a0 +a1v f +a2v2
f +a3Ts +a4T 2

s +a5Qcool +a6Q2
cool +a7v f Ts +a8v f Qcool

+a9TsQcool,

(2.16)

where the coefficients ai (i= 0,1, . . . ,9) are constant; they are obtained by curve-fitting of experimental

data. Qcool denotes the room cooling loads, which is the summation of indoor latent and sensible heat

loads.

The power consumption of the compressor Pcomp can be expressed by the empirical expression as

follows [117]:

Pcomp = b0 +b1Td +b2Ts +b3T 2
d +b4TdTs +b5T 2

s +b6T 3
d +b7T 2

d Ts +b8TdT 2
s +b9T 3

s , (2.17)

where the coefficients bi (i = 0,1, . . . ,9) are constant and obtained by curve-fitting of the experimental

data. It is noted that in [116, 117] the polynomial functions the experimental data better.

The fan power of the condenser Pcon can be expressed as follows [116]:

Pcon = c0 + c1mr + c2m2
r , (2.18)

where the coefficients ci (i = 0,1,2) are constant; they are obtained by curve-fitting of the experimental

data as well.

The power consumption of the ventilation fan to reduce indoor CO2 concentration is modelled as

proportional to a third-order polynomial function of the volume flow rate of the supply air. The

connection between the energy consumption of the ventilation fan and the volume flow rate of the

supply air can be expressed as follows [37]:

Pven = ωv3
s , (2.19)

where ω is the energy gain coefficient of (2.19) that can be determined by parameter identifica-

tion.
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The coefficients of the energy models (2.16)-(2.18) for the DX A/C system can be determined by a

regression analysis technique in this study. The root-mean-square error (RMSE), the relative error (RE)

and the coefficient of variance (CV) are introduced and used to validate the fitness of the regression

models. In this chapter, these experimental data are cited in [116], and it is shown that the RMSE,

CV and RE are 7.16%, 12.89% and 13.43%, respectively. These errors are small and can be accepted.

Therefore, the energy models can be used as an optimization objective in this chapter.

With regard to the proposed open loop optimal controller, the DX A/C system is presumed to be in its

steady state with the reference of CO2 concentration, moisture content and air temperature maintained.

Therefore, Cc,re f , Wz,re f and Tz,re f are defined as the references of indoor CO2 concentration, moisture

content and air temperature in the conditioned space, respectively. The setpoints of indoor moisture

content and air temperature can be chosen by a thermal comfort zone. The setpoint of CO2 concentration

is chosen acceptability to the occupants. The indoor thermal comfort level is given by a comfort

zone in an American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE)

psychometric chart [118]. Fig. 2.2 shows the ASHRAE comfort zone. Tz,re f and Wz,re f are the two

indicators, which are chosen as the centre point of the comfort zone shown in Fig. 2.2. A steady state

of the DX A/C control system (2.14) is obtained by

D−1 f1(x,u)+D−1 f2(z) = 0,

Tz = Tz,re f ,

Wz =Wz,re f ,

Cc =Cc,re f .

(2.20)

To reduce the energy consumption of the DX A/C system, the process is as below: The objective

function (2.15) is optimised, while keeping the reference of indoor CO2 concentration, moisture content

and air temperature, to generate an optimised steady state for the DX A/C system. For a simplified

purpose, xi, i = 1,2, . . . ,7, represent each variable of the system state vector x, and ui, i = 1,2,3,

denote each variable of input vector u. x and u should be satisfied with the following conditions.

(C1) Wz ∈ [W z,W z, Tz ∈ [T z,T z]. The indoor moisture content and air temperature should be within the

comfort bounds, which can be accepted by occupants. The thermal comfort upper and lower bounds

T z,T z,W z and W z are the parameters, which are chosen in the light of the thermal comfort zone shown

in Fig. 2.2.
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Figure 2.2. ASHRAE comfort range.

(C2) Cc ∈ [Cc,Cc]. This bound is the requirement range of indoor air CO2 concentration.

(C3) Ws ∈ [W s,W s], Ts ∈ [T s,T s]. The DX cooling coils and the physical characteristics of the coils

restrict the bounds of supply moisture content and air temperature. Besides, the upper bounds T s and

W s are less than the indoor air temperature Tz and indoor moisture content Wz, respectively, due to the

DX A/C system operating in the cooling mode.

(C4) Ws≤ (1− p%)Wz+ p%W0, Td ≤ (1− p%)Tz+ pT0. The inlet moisture content and air temperature

across the DX cooling coils can only decrease in reaction to air cooling and dehumidification.

(C5) Tw ≤ Td . The air temperature at the DX evaporator wall is less than the air temperature in the

dry-cooling region.

(C6) v f ∈ [v f ,v f ], mr ∈ [mr,mr], vs ∈ [vs,vs]. The physical characteristics of the DX A/C system

constrain the upper bounds v f , mr and vs. The lower bounds v f , mr and vs are strictly positive to meet

the ventilation and operation conditions of the DX A/C requirements.

(C7) p% ∈ [p%, p%). The upper and lower bounds constrain the ratio of the fresh air entering the

system through the damper.
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Thus, the open loop optimal scheduling of the DX A/C control system is a nonlinear programming

(NLP) problem with the equality constraints in (2.20), the inequality constraints in (C1)-(C7) and the

objective function (2.15). Hence, an optimization problem can be designed below

min Ptotal (2.21)

subject to:

D−1 f1(x,u)+D−1 f2(z) = 0,

Tz = Tz,re f ,

Wz =Wz,re f ,

Cc =Cc,re f ,

T s ≤ Ts ≤ T s,

T d ≤ Td ≤ T d ,

T w ≤ Tw ≤ T w,

W s ≤Ws ≤W s,

v f ≤ v f ≤ v f ,

mr ≤ mr ≤ mr,

vs ≤ vs ≤ vs,

hi(x)≤ 0, i = 1,2,

where h1(x) =Ws− (1− p%)Wz− p%W0 and h2(x) = Td− (1− p%)Tz− pT0.

In the optimization problem (2.21), the variables Ts,Td ,Tw,Ws,v f ,mr and vs are used as the optimising

variables to minimize Ptotal . In addition, the three variables Tz,Wz and Cc are also used as the optimising

variables that have to satisfy Tz = Tz,re f , Wz =Wz,re f and Cc =Cc,re f . For solving the above optimization

problem (2.21), the researcher employs the Matlab built-in function fmincon to obtain optimal solution

for Ts,s, Tz,re f , Td,s, Tw,s, Ws,s, Wz,re f , Cc,re f and v f ,s, mr,s, vs,s.

Remark 2.1 There are many solutions in (2.20), which can be regarded as steady states. In [103, 110],

the authors selected a specific operating point for the DX A/C control system to analyze the MIMO

controller design. In [119], the nonlinear HVAC system was linearized around an equilibrium point. It

can be obtained by fixing the system input and then solving the state as an equilibrium point, as that

in [65, 80]. The researcher’s proposal is an open loop optimal controller that minimizes an energy

consumption model of the DX A/C system to generate an optimal and unique steady state.
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2.4.2 Linearization for closed-loop control

Let δTz = Tz − Tz,re f , δWz = Wz −Wz,re f , δCc = Cc −Cc,re f , δTs = Ts − Ts,s, δTd = Td − Td,s,

δTw = Tw − Tw,s, δWs = Ws −Ws,s, δv f = v f − v f ,s, δmr = mr −mr,s and δvs = vs − vs,s be the

deviations of the system state variables and input variables from their steady states. Let x0 ,

[Ts,s,Tz,re f ,Td,s,Tw,s,Ws,s,Wz,re f ,Cc,re f ]
T and u0 , [v f ,s,mr,s,vs,s]

T be the optimal steady state of states

and inputs, respectively. The dynamic mathematical equation of the DX A/C control system is then

linearized around the optimal steady states x0 and u0, which can be written as a linear system as δ ẋ = Ac(x0,u0)δx+Bc(x0,u0)δu,

y =Cδx+Cx0,
(2.22)

where δx , [δTs,δTz,δTd ,δTw,δWs,δWz,δCc]
T denotes the deviation of the state vector x from its

optimal steady state of state x0, δu , [δv f ,δmr,δvs]
T denotes the deviation of the input vector u

from its optimal steady state of input u0. y , [Tz,Wz,Cc]
T are the output variables of the original

system, which require to be maintained at their desired setpoints. The system state and input matrices

Ac(x0,u0),Bc(x0,u0) are computed by:

Ac(x0,u0) =
∂ f (x,u)

∂x

∣∣∣∣
x=x0,u=u0

, Bc(x0,u0) =
∂ f (x,u)

∂u

∣∣∣∣
x=x0,u=u0

,

and the system output matrix is

C =


0 1 0 0 0 0 0

0 0 0 0 0 1 0

0 0 0 0 0 0 1

 .
Remark 2.2 Linearization through the first order approximation of the Taylor expansion is one of

the classical approaches to deal with nonlinear control problems in the field of control systems. It is

locally valid in a neighborhood of the steady state. The loss of exactness of linearization is determined

by the size of the local neighborhood and is normally recompensed deviations by using closed-loop

control for the transient dynamics to attain the steady state which is generated by the open loop optimal

controller. The designed closed-loop regulation control is an MPC, which is presented in the following

section.
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2.5 CLOSED-LOOP CONTROL

2.5.1 Discrete-time linear system

The discrete-time expression of (2.22) is given by: δx(k+1) = Ad(x0,u0)δx(k)+Bd(x0,u0)δu(k),

y(k) =Cδx(k)+Cx0,
(2.23)

where k denotes the sampling instant, y(k), x(k) and u(k) denote the output vector, input vec-

tor and state vector at sampling instant k, respectively. Ad(x0,u0) = eAc(x0,u0)Tsp , Bd(x0,u0) =

(
∫ Tsp

0 eAc(x0,u0)tdt)Bc(x0,u0) are the state matrix and input matrix of the discrete system (2.23), re-

spectively. Tsp is the sampling period.

2.5.2 Cost function

The aim of the proposed MPC controller for the DX A/C is to maintain indoor CO2 concentration,

moisture content and air temperature at desired setpoints as well as improve energy efficiency. To

reach the aim, the objective function is described by

minδu J = minδu (J1 + J2), (2.24)

where

1. min J1 = min ∑
Np
i=1(y(k+ i)− r(k))2, which is to make sure the indoor air temperature, moisture

content and CO2 concentration are at desired levels;

2. J2 = ∑
Nc−1
i=0 ‖δu(k+ i)‖R, which implies the consideration given to the size of the control law u

when the cost function J is intended to be as small as possible.

Here, R is a positive definite diagonal matrix defined as R = rwI3Nc×3Nc (rw > 0), where I is an identity

matrix and rw is a tuning parameter used to adjust the desired closed-loop control performance.

In the objective function (2.24), y1(k), y2(k), y3(k) are the predicted indoor air temperature, moisture

contents and CO2 concentration at the kth step, respectively. Define the predictive output variables by

Y = [y1(k+1|k),y2(k+1|k),y3(k+1|k), . . . ,y1(k+Np|k),y2(k+Np|k),y3(k+Np|k)]T , where y1(k+
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i|k), y2(k+ i|k) and y3(k+ i|k) denote the predicted output values of y1(k), y2(k) and y3(k) at step

i (i = 1, . . . ,Np) at the sampling instant k. Define Rs =

Np︷ ︸︸ ︷
[I3×3, . . . , I3×3]

T r(k) as the reference point

vector, where [Tz,re f (k),Wz,re f (k),Cc,re f (k)]T , r(k) denote the setpoints of indoor air temperature,

moisture content and CO2 concentration at the kth step. Define the input vector U =
[
δuT (k),δuT (k+

1|k), . . . ,δuT (k +Nc− 1|k)
]T

as the predicted input vector δuT (k) at time step k. Np denotes the

prediction horizon, Nc denotes the control horizon.

2.5.3 Constraints

The constraints of the system control variables and the state variables can be used to guarantee that

the MPC algorithm is able to obtain a feasible solution by minimizing the objective function (2.24).

The details of these constraints are described in (C1)-(C6). It is noted that the problem of minimizing

the objective function (2.24) is a standard sequential quadratic programming (QP) problem, namely a

convex optimization problem under a linear constraints condition.

2.5.4 The proposed MPC algorithm

A standard MPC algorithm for the DX A/C system is formulated with the help of the state space model

(2.23), the objective function (2.24) and the constraints in (C1)-(C7). This algorithm can be designed

by

i. Compute the proposed MPC gain matrices as follows:

F =
[

CA (CA2 . . . CANp

]T
, M =

Np︷ ︸︸ ︷[
C C . . . C

]T
,

Φ =


CB 0 . . . 0

CAB CB . . . 0
...

...
. . . 0

CANp−1B CANp−2B . . . CANp−NcB

 .
E = ΦT Φ+R, and H = (Fδx(k)+Mx0−Rs)

T Φ.
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ii. Based on the MPC design procedure, the predicted output vector Y can be transferred to the input

vector U

Y = Mx0 +Fδx(k)+ΦU, (2.25)

and minimizes the cost function (2.24) as

minJ =min[(Y −Rs)
T (Y −Rs)+UT RU ]

⇒min(UT EU +2HU).

(2.26)

iii. Optimization: The optimal control series U∗ can be obtained by solving the objective function

(2.26) under the constraints in (C1)-(C6) satisfied as follows:

U∗ = arg minU (UT EU +2HU), s.t. (C1)− (C5) hold.

iv. Compute the receding horizon controllers:

u∗(k) = [I3×3,0, . . . ,0]U∗.

v. u∗(k) is used in the system (2.23).

vi. Set time k = k+ 1, and update the system state variables, input variables and output variables

with the optimal input u∗(k) to the system (2.23). Repeat the above steps from i to vi until the output

variables attain their desired horizon time.

2.5.5 Features of the proposed MPC strategy

The regulation of the MIMO MPC with an open loop optimal controller to minimize an energy

consumption model of a DX A/C system are examined. Fig. 2.3 shows the overall steps of the proposed

control approach, which is different from the previous studies. Fig. 2.4 details the framework of the

proposed MIMO MPC with an open loop optimization scheme. This figure describes the main dynamic

process of controlling the indoor CO2 concentration, moisture content and air temperature, and the

purpose of the open loop optimizing energy consumption.

In addition, to demonstrate the performance of the proposed control strategy, comparisons of different

situations are given in the following simulations. The control performance of the proposed MPC

under different situations is regarded as the first case. Comparison of control performance on energy
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efficiency for the proposed MIMO MPC controller under different operating points based on the same

comfort conditions is also investigated. After the simulation tests, more details of control performance

will be provided.

Energy Model DX A/C

System
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Open Loop
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Unique
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Figure 2.3. Simplified framework of the proposed control scheme.
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Figure 2.4. Framework of the proposed MIMO MPC with an open loop optimal control scheme.

2.6 RESULTS AND DISCUSSION

In this chapter, the performance of the proposed control method for a DX A/C system can be verified

via simulations in a Matlab environment. The experimental data presented in Table 2.1 are taken from

[116], which can be adopted to guarantee the validity of the energy models for a DX A/C system. The

performance of the proposed control strategy depends on the energy models. A single-zone building is
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Table 2.1. Coefficients of energy models.

Notations Values Notations Values

a0 900.5 a1 −8.1

a2 6.18 a3 −0.15

a4 −4.61 a5 0.02

a6 −0.2 a7 0.01

a8 0.12 a9 0.09

b0 −6942 b1 82

b2 −0.7 b3 2.4

b4 −2.5 b5 2.68

b6 0.03 b7 −0.02

b8 0.04 b9 0.0001

c0 138.1 c1 0.52

c2 −2.3

Table 2.2. Parameters of the DX A/C system models.

Notations Values Notations Values

ρ 1.2 kg/m3 h f g 2450 kJ/kg

V 77 m3 εwin 0.45

A2 18.759 m2 Vh1 0.04 m3

kspl 0.0251 kJ/m3 Cz 1.005 kJ kg−1 ◦C−1

A1 3.311 m2 Vh2 0.16 m3

A0 22.07 m2

used as the conditioned space to conduct these tests. The system parameters of the DX A/C system

listed in Table 2.2, which were validated by experimental data in [103], can be employed in this chapter.

To test the proposed MPC strategy with an open-loop optimisation scheme, the DX A/C system’s

constraints are described in Table 2.3. In this simulation test, the original nonlinear dynamic model

(2.14) can be used as the plant to control.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

35



CHAPTER 2 PREDICTIVE CONTROL OF A DX A/C SYSTEM FOR ENERGY EFFICIENCY

Table 2.3. Values of system constraints.

Notations Values Notations Values

T z 26 ◦C T z 22 ◦C

W z 12.3/1000 kg/kg dry air W z 10.4/1000 kg/kg dry air

Cc 850 ppm Cc 650 ppm

T s 22 ◦C T s 10 ◦C

W s 10.4/1000 kg/kg dry air W s 7.85/1000 kg/kg dry air

T d 22 ◦C T d 10 ◦C

T w 22 ◦C T w 10 ◦C

v f 0.8 m3/s v f 0 m3/s

mr 0.11 kg/s mr 0 kg/s

vs 3 m3/s vs 0 m3/s

2.6.1 MPC with open loop optimal controller

To evaluate the performance of the proposed MIMO MPC with an open loop controller for minimizing

an energy consumption of a DX A/C system scheme, three cases are given as follows:

(1) Setpoint regulation.

(2) Reference following.

(3) Disturbances rejection.

2.6.1.1 Setpoint regulation

The simulation case with p = 25% air volume exhausted is studied in this section. Regarding this

simulation test, the researcher chooses the setpoints of indoor CO2 concentration, moisture content and

air temperature as Tz,re f = 24 ◦C, Wz,re f = 11.35/1000 kg kg−1 and Cc,re f = 780.5 ppm, respectively.

Tz,re f and Wz,re f are chosen due to the comfort zone, as showed in Fig. 2.2, and the Cc,re f is selected to

be satisfied.
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When under 25% indoor air volume is exhausted, according to Table 2.2, the researcher obeys the

optimization process in (2.21), and the unique and optimised set of steady state is then obtained, which

is listed in Table 2.4. The state and input matrices Ac and Bc of the corresponding system (2.22) under

this steady state are calculated and given in Appendix A. To test the performance of the proposed

MIMO MPC, the control parameters are provided as follows: the prediction horizon is set to Np = 24

and the control horizon is set to Nc = 24, respectively; the tuning parameter is rw = 0.5; the sampling

interval is set to 2 minutes, and the total simulation time is set to K = 24 hours. To optimize the indoor

CO2 concentration, moisture content and air temperature at their desired setpoints, there are several

types of constraints in the DX A/C system. To illustrate the robustness of the proposed closed-loop

controller, a disturbance factor due to the model error is considered in the simulation test. For testing

the MPC algorithm, the initial points of the system state variables are set to 23, 30, 23, 15, 12.44/1000,

13.5/1000 and 0.001, respectively, and the initial points of the system’s input variables are set to 0.309,

0.0415 and 0.7, respectively. One per cent (%) is the unit of the relative humidity (RH), and 11.35/1000

kg/kg moisture content is amount to 60% RH in a conditioned room.

Table 2.4. The optimal operation point of the system under p = 25% exhausted air volume.

Parameter Value Parameter Value

Ts,s 11.5 ◦C Ws,s 8.665/1000 kg/kg dry air

Tz,re f 24 ◦C Wz,re f 11.35/1000 kg/kg dry air

Td,s 15 ◦C Tw,s 12 ◦C

mr,s 0.045 kg/s v f ,s 0.298 m3/s

S f an,s 2102 rpm vsc,s 4243 rpm

Cc,re f 780.5 ppm vs,s 0.097 m3/s

ν 3.665 kW γ 1.396 kW

T0 30 ◦C W0 13.5/1000 kg/kg dry air

Cs 300 ppm

The proposed MPC performance is displayed in Figs. 2.5-2.6. In Fig. 2.5, it depicts control of the

indoor air temperature, relative humidity and CO2 concentration simultaneously by using the DX A/C

system in a conditioned room. It can be observed from Fig. 2.5 that the indoor air temperature, relative

humidity and CO2 concentration are reaching their desired setpoints. From Fig. 2.6, it can be observed

that the varying speeds of the supply fan and the compressor and the volume flow rate of supply air can

be regulated simultaneously by the proposed MIMO MPC controller for the DX A/C system through
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setting relative humidity, indoor air temperature and CO2 concentration levels. It can be noted that

the indoor CO2 concentration, relative humidity and air temperature are maintained at their desired

setpoints afterwards when the setpoint is approached. It can also be noted that the proposed MIMO

MPC controller for the DX A/C system steers the indoor CO2 concentration, relative humidity and

air temperature following their desired setpoints as 780.5 ppm, 60% and 24 ◦C, respectively, after a

transient process of 20 minutes. After attaining their setpoints, indoor CO2 concentration, relative

humidity and air temperature are maintained at their desired setpoints with deviations no more than

±9 ppm, ±5% and ±0.5 ◦C, respectively. Hence, the setpoints of indoor CO2 concentration, relative

humidity and air temperature can be simultaneously maintained by using the proposed MPC controller

to regulate the varying compressor speed, supply fan speed and volume flow rate of the supply air for

the DX A/C system.

2.6.1.2 Reference-following capability test

Regarding the reference-following tests, the researcher expects that after the setpoint changes, the

proposed MIMO MPC would respond immediately, such that the changing setpoint can be reached

and maintained in a short time and in an optimal way.

The initial setpoints of indoor CO2 concentration, moisture content and air temperature are set to

780.5 ppm, 11.35/1000 kg/kg and 24 ◦C, respectively, which are the same as the regulation test.

After 12:00, their setpoints are changed to 650 ppm, 10/1000 kg/kg and 20.5 ◦C, respectively. Then,

the current steady state, the variable constraints of the DX A/C system and the linearized system

matrices will change correspondingly. Thus, to achieve this control objective, the constraint conditions

of indoor CO2 concentration, moisture content and air temperature are changed below. The output

constraints are changed from 600 ppm to 700 ppm, 9.5/1000 kg/kg to 11.5/1000 kg/kg and 18 ◦C

to 22 ◦C, respectively. The open loop optimal controller is used again with the changed setpoints to

optimize the energy consumption model (2.15) to generate the optimised steady state for the MIMO

MPC controller. Then the MIMO MPC controller follows the steady state calculated by the open

loop controller. Note that this setpoint cannot select according to the comfort zone in this section.

It is expected that with the setpoints changing, the proposed controller will be capable of having a

reference-following capability. Figs. 2.7-2.8 depict the reference-following test results achieved for the

proposed MIMO MPC with regard to the changing setpoints of the indoor CO2 concentration, relative
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Figure 2.5. Setpoint regulation under 25% exhausted air volume.

humidity and air temperature by varying the speeds of the compressor and supply fan, and the volume

flow rate of supply air. When the setpoints of indoor CO2 concentration, moisture content and air

temperature change from 780.5 ppm to 650 ppm, from 11.35/1000 kg/kg to 10/1000 kg/kg and from

24 ◦C to 20.5 ◦C, respectively, the steady state operation points of the supply air moisture content

and supply air temperature of the DX A/C system have no choice but to change accordingly from

8.665/1000 kg/kg to 7.5/1000 kg/kg and 11.5 ◦C to 10.4 ◦C, respectively, by using the proposed open

loop optimal controller and the MIMO MPC controller. During the simulation of the first 12 hours, the

indoor moisture content, air temperature and CO2 concentration are maintained at their initial setpoints,

simultaneously, at the same time, the varying speeds of the supply fan and compressor and the volume

flow rate of the supply air for the DX A/C system are stable at its steady state. At t = 12 : 00, when
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(c) Volume flow rate of supply air

Figure 2.6. Regulation of the varying speeds of the supply fan and the compressor and volume flow

rate of supply air.

the indoor moisture content, air temperature and CO2 concentration are set to 10/1000 kg/kg, 20.5 ◦C

and 650 ppm, respectively, then these objectives follow their setting references under the proposed

MPC controller to immediately by adjusting the speeds of the supply fan and the compressor and the

volume flow rate of the supply air for the DX A/C system. In the end, the changes in the setpoints

are reached again after a transient process of 16 minutes. It can be noted from Fig. 2.7 that the indoor

CO2 concentration, relative humidity and air temperature can be controlled and maintained at their

changing references by the proposed MIMO MPC controller.

From Figs. 2.7 and 2.8, it can be noted that after changing the references to indoor air temperature,
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Figure 2.7. Reference following.

relative humidity and CO2 concentration, the steady state operation points varying. The speed of the

compressor, the supply fan speed and the volume flow rate of supply air have no choice but to change

accordingly from 2102 rpm to 2500.5 rpm, 4243 rpm to 5468.8 rpm and 5.8 m3/min to 8.0 m3/min,

respectively, by the open loop optimal controller and the MIMO MPC controller. After reaching and

maintaining the setpoints of the indoor CO2 concentration, relative humidity and air temperature, the

variation ranges are still within±9 ppm,±5% and±0.5 ◦C, respectively. Consequently, the simulation

results demonstrate that the performance of the proposed MIMO MPC strategy on the part of the

reference following capability is satisfactory.
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Figure 2.8. Reference following of the varying speeds of the supply fan and the compressor and

volume flow rate of supply air.

2.6.1.3 Disturbance rejection capability test

The indoor CO2 concentration, relative humidity and air temperature are still kept at their desired

setpoints when the conditioned room is affected by the changed disturbances of the pollutant, latent

heat and sensible heat loads, which requires robust performance. To test this performance, it is assumed

that the profiles of the sensible heat, latent heat and pollutant loads in the total test period are given

as shown in Fig. 2.9. Figs. 2.10 and 2.11 display the simulation results of the disturbance rejection

capability of the proposed MIMO MPC controller.
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The constraints of indoor CO2 concentration, moisture content and air temperature are given below.

They are from 700 ppm to 850 ppm, 10.5/1000 kg/kg to 12.5/1000 kg/kg and 22 ◦C to 26 ◦C,

respectively. Starting at t = 8 h, the indoor sensible heat, latent heat and pollutant loads raise from

4.8 kW to 5.376 kW, 1.397 kW to 1.607 kW and 46.4 m3/s to 69.6 m3/s, respectively, as depicted

in Fig. 2.9. Thus, the steady state operation points of the DX A/C system have to be changed owing

to the increase in the indoor loads and the proposed controller cannot react fast enough to ensure

that the indoor CO2 concentration, relative humidity and air temperature to maintain at their desired

setpoints. Fig. 2.10 shows the response profiles of the indoor CO2 concentration, relative humidity

and air temperature. During the first 8 hours of the simulation test, the indoor CO2 concentration,

relative humidity and air temperature are maintained at their desired setpoints as 780.5 ppm, 60% and

24 ◦C, respectively, before the load changes occur. Afterwards, the indoor CO2 concentration, relative

humidity and air temperature rise from 780.5 ppm to 791 ppm, 60% to 68% and 24◦C to 24.5◦C,

respectively in response to the changes of the thermal loads. Then the supply fan speed, the compressor

speed and the volume flow rate of the supply air of the DX A/C system are regulated by the proposed

controller to maintain their setpoints, as shown in Fig. 2.10 and Fig. 2.11. The response profiles of the

supply fan speed, the compressor speed and volume flow rate of supply air are presented in Fig. 2.11.

The volume flow rate of supply air, the speed of the supply fan and the compressor speed increase

simultaneously to maintain the indoor CO2 concentration, relative humidity and air temperature at

their desired setpoints. After the return of the indoor CO2 concentration, relative humidity and air

temperature to their setting setpoints, the operation points of the volume flow rate of supply air, the

speed of the supply fan and the compressor speed of the DX A/C system are stabilized at 5.82 m3/s,

4243 rpm and 2103 rpm, respectively, until the end of the test. It can be noted from Fig. 2.10 that, after

returning to their setpoints, the variation ranges of the indoor CO2 concentration, relative humidity and

air temperature are no more than ±9 ppm, ±5% and ±0.5 ◦C, respectively. Thereby, the proposed

MIMO MPC controller is capable of controlling the indoor CO2 concentration, relative humidity and

air temperature to their desired setpoints by regulating the volume flow rate of the supply air, the

compressor speed and the supply fan speed when the indoor thermal loads change, and is satisfactory

on the part of disturbance rejection capability.

The proposed energy-optimised open loop controller and the regulation MIMO MPC controller are still

capable of reaching the result that a setpoint change is made and the other variables are not allowed to

deviate from their setpoints. In fact, the open loop controller can achieve this purpose, and then the

closed-loop controller can follow it. This chapter only provides one test to show that the command
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Figure 2.9. The variation profiles of indoor cooling and CO2 pollutant loads in the disturbance rejection

capability test.

following capability is satisfied by the proposed control strategy.

2.6.2 Analysis of energy efficiency

The performance of the proposed control method includes minimizing energy consumption, q, that is

computed by the expression formula q = ∑
K−1
k=0 Ptotal(k)ts, where ts is the sampling interval and Ptotal

described in (2.15) is the total power consumption for a DX A/C system. The sampling interval is set

to ts = 2 minutes in this chapter. Several ways are provided to verify the energy efficiency performance

of the proposed control strategy. The details of comparisons are described as follows.

1) To demonstrate the performance of the proposed MIMO MPC controller and an open loop optimal

controller and on energy efficiency, comparisons with previous control methods are given. Table 2.5

summarizes the energy consumption of the DX A/C system under different control methods. The

proposed MPC with a given specific operation point strategy is illustrated below: The nonlinear DX

A/C system is linearised around a given specific operation point. The MPC controller steers the indoor

CO2 concentration, relative humidity and air temperature following a specific operation point. The

MPC with an equilibrium point strategy [119] can be summarized as follows: The state equilibrium

point is obtained by fixing the volume flow rate of the supply air, the compressor speed and the speed of

the supply fan for the DX A/C system, respectively. Thus, the nonlinear DX A/C system is linearised
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Figure 2.10. Setpoints regulation in the disturbance rejection capability test.

around this equilibrium point. The MPC controller is also used to steer the indoor CO2 concentration,

relative humidity and air temperature reaching this equilibrium point. It can be concluded that the

proposed MPC with optimised operation point is superior to that of the other two control approaches

in terms of energy efficiency improvement, summarized in Table 2.5.

2) Table 2.6 summarizes energy consumption of a DX A/C system in various situations by the proposed

MIMO MPC and the open loop optimal controller. It can be noted that the setpoint regulation method

presents the least energy consumption. It is also evident that, in the case of the disturbance rejection

capability test, more energy of the DX A/C can be used to lower the heat and improve the IAQ. The
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Figure 2.11. The variation profiles of the varying speeds of the supply fan and the compressor and

volume flow rate of the supply air in the disturbance rejection capability test.

DX A/C system consumes the most energy because of the requirement of more cooling capacity in the

case of the reference-following capability test.

2.7 CONCLUSION

In this chapter, the researcher proposes a control scheme to maintain the indoor CO2 concentration,

relative humidity and air temperature, simultaneously, at their desired setpoints by regulating the
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Table 2.5. Comparison of the energy efficiency of the DX A/C system for the MPC controller under

different operation points.

Control method Energy consumption (kWh/day)

Optimised operation point 17.26

Specific operation point 18.65

Equilibrium point by setting the input 21.96

Table 2.6. Energy consumption under different situations.

Situation Energy consumption (kWh/day)

Setpoint regulation 17.26

Reference change following 24.15

Setpoint regulation with load disturbances 19.64

volume flow rate of the supply air, the varying speed of the supply fan and the varying speed of the

compressor for the DX A/C system and to minimize energy consumption. The proposed control

scheme can be formulated by the MIMO MPC control and open loop optimisation of an energy

consumption model of a DX A/C system. The main contributions of this chapter are listed as follows:

1) the proposed open loop controller based on a minimizing energy consumption of a DX A/C system

and the given setpoint of the indoor CO2 concentration, relative humidity and air temperature can

generate an optimised and unique steady state; 2) the indoor CO2 concentration, relative humidity

and air temperature can be maintained well at their desired setpoints through setpoint regulation,

reference-following and disturbance rejection tests by employing the proposed MPC controller; 3) the

coupling effects between indoor CO2 concentration, relative humidity and air temperature have been

considered in the DX A/C control system, whereas most previous works investigated energy efficiency

in either relative humidity control or air temperature control or CO2 concentration control; and 4)

according to the simulation results, the proposed control strategy for energy efficiency improvement is

better than conventional control methods.

It can be noted from both theoretical and simulation results that the DX A/C system used in the

proposed MIMO MPC controller yield superior control performance and energy efficiency. It can

also be noted that the proposed MPC with the optimised steady state strategy can reduce the energy
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consumption by 1.39 kWh/day in comparison with the proposed MPC with a specific operation point

in the simulation results. The results also indicated that CO2 emissions can be reduced by 502.28 kg

per annum (saving 1 kWh energy can reduce 0.99 kg CO2 emissions 1). Therefore, the proposed

control strategy allows effective energy management for building DX A/C systems to lower energy

consumption and CO2 emissions.

For residential and office buildings equipped with a DX A/C system, the regulation of the proposed

MIMO MPC and the energy-optimised open loop controller strategies can be adapted to satisfy the

needs. In addition, for buildings using other A/C systems, the proposed control strategy can be modified

to suit the need.

1http://www.integratedreport.eskom.co.za/.
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CHAPTER 3 AUTONOMOUS HIERARCHICAL

CONTROL OF A DX A/C SYSTEM

3.1 INTRODUCTION

Although the energy efficiency of the DX A/C system and both IAQ and thermal comfort improvements

are addressed in Chapter 2, the optimized and time-varying reference points of indoor CO2 concen-

tration, relative humidity and air temperature over a 24-hour period have not been studied so far. In

addition, the weather conditions and the allowed volume of outside air entering the system were consid-

ered to be constant over a 24-hour period, as in [73] and [115]. In fact, the outside air temperature and

humidity are time-varying over a 24-hour period. They are the main objectives of this chapter, which

focuses on designing an AHC to deal with these issues. In particular, the researcher proposes the AHC

method for a DX A/C system to ensure that occupants’ IAQ and thermal comfort are within comfortable

levels. This also reduces both energy consumption and cost. The proposed AHC strategy includes two

levels: the upper layer and lower layer. The upper level is a nonlinear optimizer that generates the

optimised and time-varying trajectory reference points of indoor CO2 concentration, relative humidity

and air temperature within comfort ranges for the lower-layer controller. This controller uses open loop

optimal control to minimize the value of the PMV index and the energy cost of the DX A/C system

under a TOU price policy over a 24-hour period. Meanwhile, the lower level designs a MIMO MPC

controller to adaptively and automatically track trajectory reference points computed by the upper

layer. Therefore, the setpoints of the indoor CO2 concentration, relative humidity and air temperature

are not needed owing to the optimized setpoints adaptively feeding into the control system. On the

other hand, the allowed volumes of outside air entering the DX A/C system are considered to vary with

the environment changing over a 24-hour period. These are optimised by the proposed hierarchical

control strategy. Moreover, a supply fan that drives the pressure swing absorption (PSA) with a built-in
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PI controller is proposed to lower indoor CO2 concentration in this chapter. This has the potential

to reduce the complexity of computation and the cost of hardware. Furthermore, the PMV index is

traditionally used as an indicator of indoor thermal comfort. In this chapter, it is used as an indicator of

both thermal comfort and IAQ when the indoor air CO2 concentration is at its steady state. Finally,

to demonstrate the performances of the proposed control strategy, the proposed control strategy and

baseline control method are compared in Chapter 2 in a case study.

3.2 CHAPTER OVERVIEW

Autonomous hierarchical controllers are designed in this chapter to lower energy cost and improve

the energy efficiency of the DX A/C system while maintaining both IAQ and thermal comfort at

comfort levels. This chapter also considers the optimal volume of outside air entering the system. To

facilitate the proposed hierarchical controller’s design, the nonlinear dynamical system models, the

energy consumption models of the DX A/C system, the indoor pollutant and cooling load models

are presented first in Section 3.3. An open loop optimal controller and the MIMO MPC tracking

controller are designed in Section 3.4. Simulation results are provided in Section 3.5 to demonstrate

the effectiveness of the proposed control scheme. Conclusions are drawn in Section 3.6.

3.3 MODIFIED DX A/C SYSTEM

Compared to Chapter 2, the differentiating component of this chapter’s DX A/C system is the addition

of a PSA box to the supply fan and the removal of the VAV ventilation box for the purposes. Fig. 3.1

shows a simplified schematic diagram of this modified DX A/C system. The PSA box can absorb the

CO2 contaminant concentration to improve IAQ. Therefore, the outside air entering the system and the

PSA box coordinate to improve the fresh air ratio of a room.

3.3.1 The DX A/C model

In this chapter, it is also assumed that the DX A/C system is operated in the cooling mode. Most of

the basic operation and assumptions of the system are the same as these in Chapter 2 for the purpose

of simplicity. Only one assumption is different, as indicated below: It is assumed that there are two

areas on the air side of the DX evaporator, that is, a dry-cooling area (sensible heat transfer only) and
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Figure 3.1. Simplified diagram of the modified DX A/C system.
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Figure 3.2. Simplified schematics diagram of the DX evaporator.

wet-cooling area (sensible and latent heat transfer region). The relationship between the two areas is

that the outlet air properties of the first one (dry-cooling region) are the inlet air conditions entering

the wet-cooling area. Therefore, the area from zero to A1 pertains to the dry-cooling area and the

rest of the total surface area is the wet-cooling area A2. The simplified schematic diagram of the

DX evaporator is depicted in Fig. 3.2, which is modified from its original one [103]. The boundary

between the dry surface and the wet surface in the DX evaporator is determined by the distribution of

the surface temperature, which is time-varying under various conditions. The boundary is a bounded

and uncertainty parameter.

The dynamic mathematical equations of the DX A/C system for controlling indoor CO2 concentration,

moisture content and air temperature simultaneously are built based on the principles of energy and
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mass conservation, which can be modelled in Chapter 2, and compactly written as follows:

CaρV
dTz

dt
=Caρv f (Ts−Tz)+Qload , (3.1)

ρV
dWz

dt
= ρv f (Ws−Wz)+Mload , (3.2)

CaρVh1
dTd

dt
=Caρv f ((1− p%)Tz + p%T0−Td)+α1A1(Tw−

(1− p%)Tz + p%T0 +Td

2
), (3.3)

CaρVh2
dTs

dt
+ρVh2h f g

dWs

dt
=Caρv f (Td−Ts)+h f gρv f ((1− p%)Wz + p%W0−Ws)+

α2A2(Tw−
Td +Ts

2
),

(3.4)

CwρwVw
dTw

dt
= α1A1(

(1− p%)Tz + p%T0 +Td

2
−Tw)+α2A2(

Td +Ts

2
−Tw)− (hr2−hr1)mr, (3.5)

V
dCc

dt
= vs(Cs−Cc)+Cload . (3.6)

It is assumed that the CO2 concentration flow rate vs follows a PI controller

vs = kPv f + kI

∫ TI

0
v f ds, (3.7)

where kP and kI are the two tuned parameters of the PI controller.

Remark 3.1 In Chapter 2, the three control variables mr, v f and vs are designed to control three

state variables, namely Cc, Tz, and Wz. In this chapter, among the three control variables, the third

control variable vs is special, which is described as vs = kPv f + kI
∫ TI

0 v f ds. Therefore, the control

vector u can be represented by two control variables mr and v f . In fact, when manipulating v f to

control indoor humidity, the controller v f is steering vs simultaneously to control the concentration

of CO2 concentration via a PI controller. The parameters kP and kI of the PI controller are tuned to

set and track the CO2 setpoint. The researcher purposely adopted this design in order to 1) reduce

hardware requirements of the control implementations, and 2) save energy when combining the VAV

damper and the varying speed supply fan as shown in Fig. 2.1. In essence, there are three manipulated

variables. This type of control system is still controllable.

Since the air enthalpy, moisture content and air temperature leaving the evaporator has the following

relationship

hs =CaTs +h f gWs. (3.8)

Therefore, Eqs. (3.2) and (3.4) can be rewritten as follows:

ρV
dWz

dt
= ρv f (

hs−CaTs

h f g
−Wz)+Mload , (3.9)

ρVh2
dhs

dt
=Caρv f (Td−Ts)+h f gρv f ((1− p%)Wz + p%W0−

hs−CaTs

h f g
)+α2A2(Tw−

Td +Ts

2
).

(3.10)

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

52



CHAPTER 3 AUTONOMOUS HIERARCHICAL CONTROL OF A DX A/C SYSTEM

The air side convective heat transfer coefficients of the dry-cooling and wet-cooling regions in the DX

evaporator shown in Fig. 3.2 are expressed in (2.8) and (2.10).

The air velocity va can be described as follows:

v f = dva + ε, (3.11)

where d is the cross-sectional area of the conditioned space and ε is the error vector since the air enters

or exits through the door or window.

The left-hand sides of (3.1)-(3.2) are the heat flow into the conditioned room. On the right-hand side

of (3.1), the first term denotes the heat transfer from the DX evaporator to the conditioned space. It is

operating in the heat mode if Ts > Tz and in the cooling mode if Ts < Tz. The other terms mean the

indoor sensible heat load needs to be removed by the DX A/C system. Similarly, on the right-hand

side of (3.2), the first term represents the wet-bulb temperature transferred to the conditioned room.

It is positive if Ws is greater than Wz for the humidification mode and negative if Ws is lesser than Wz

for dehumidification mode. The second term represents the moisture load required to be removed

by the DX A/C system. Eqs. (3.3), (3.5) and (3.10) mean that the heat transfer takes place inside

the DX A/C system. In Eq. (3.3), the first term of the right-hand side represents the heat transfer

between the mixed air and the air side at the evaporator. The second term represents the heat transfer

between the evaporator wall and the mixed air. Eq. (3.6) denotes the dynamic balance of the indoor

CO2 concentration.

Remark 3.2 In this chapter, the relationship between the moisture content and air temperature at the

outlet of the evaporator in (2.12): Ws =
0.0198T 2

s +0.085Ts+4.4984
1000 has been released, since it may not be

feasible under different operating conditions. In this chapter, the ratio of fresh air entering the system

is not fixed according to the changing environment over 24 hours. In a previous study in which the

researcher was involved [115], a VAV ventilation fan with an independent PSA was used to improve

IAQ. A supply fan to drive the PSA with a built-in PI controller is employed. This leads to one less

independent control input.

3.3.2 Load models

It is known that IAQ and thermal comfort are affected by a set of disturbances, such as solar radia-

tion through opaque, external air and transparent surfaces and internal heat gains due to occupants,
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appliances, lights, etc. Consequently, superior performance for controlling indoor CO2 concentration,

relative humidity and air temperature are required to deal with the disturbances. When disturbances

are neglected, a large error occurs. Nevertheless, perfect prediction of future disturbances does not

happen in reality. Some disturbances such as outside temperature, humidity and CO2 concentration

can be measured. While others such as solar radiation and internal gains cannot but may be estimated.

The researcher will subsequently provide more details for estimating indoor sensible heat load Qload ,

moisture load Mload and pollutant load Cload .

Sensible heat loads are generally generated by internal loads such as occupants, lighting, equipment,

fresh air entering and applications and external loads such as heat transfer conduction mainly through

the building roof, floor, walls and doors. Heat transfer by radiation mainly through fenestration such as

windows and skylights is also an external load. In this chapter, the researcher assumes the external

load, including heat loads by radiation through windows and the fresh air load by ventilation. The

moisture load is also generated by occupants, equipment, fresh air ventilation and their applications.

The CO2 pollutant load is directly generated by the occupants’ action. The sensible heat load owing to

lighting, equipment and applications and the latent heat load from applications are easy to estimate

based on electrical characteristics of these devices. The main uncertainties used to estimate the sensible

and latent heat loads are due to the loads associated with the occupants in the conditioned space. The

sensible heat and moisture loads are determined by occupants through the current CO2 emission. To

predict the sensible heat, moisture and indoor pollutant loads, the following method is proposed

Qload(t) = Qr,load +Qspl +µCc +ν +Qair, (3.12a)

Mload(t) = φCc + γ +Mair, (3.12b)

Cload(t) = G ·Occp, (3.12c)

where the heat gain of the supply fan Qspl is expressed in (2.4). The external heat load by radiation

Qr,load through windows is described by the following equation

Qr,load = nwinεwinAwinQrad , (3.13)

where nwin denotes whether the conditioned space has a window, i.e., when nwin = 1, it has a window,

while if nwin = 0, it does not. The fresh air of the sensible heat load, Qair, and the moisture load, Mair,

in the conditioned space are expressed as follows:

Qair = p%Czρv f (T0−Tz), (3.14a)

Mair = p%ρv f (W0−Wz). (3.14b)
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Remark 3.3 In this chapter, the researcher gives a simple way to predict the indoor sensible heat and

moisture loads and CO2 pollutant load. In [64], an alternative method to estimate the cooling loads

were presented. Besides, the weather forecast data taken from the weather prediction of Cape Town is

qualified for this research, because 1) the current weather station can make exact predictions and 2)

the weather conditions and solar radiation are relatively stable in the area, which indicates that the

profiles of the predicted outside CO2 concentration, relative humidity and air temperature are quite

representative.

3.3.3 PMV index

The PMV index is widely used as an indicator of human thermal comfort requirements. This indicator

was first proposed by Fanger [120] to predict the average vote of many people on the thermal sensation

scale. This sensation can be expressed by relating the integer range [-3,+3] to the qualitative words cold,

cool, slightly cool, neutral, slightly warm, warm and hot. The PMV index depends on the following six

factors: metabolic rate M (W/m2), clothing insulating Icl (m2◦C/W), air temperature Tz and humidity

Hz, air velocity va (m/s) and mean radiant temperature Tr. It is computed by means of a heat-balance

equation given by [120]

PMV =(0.303e−0.036M +0.028)
{
(M−W )−3.05×10−3[5733−6.99(M−W )−Pa]−0.42[(M−

W )−58.15]−1.7×10−5M(5867−Pa)−0.0014M(34−Tz)−3.96×10−8 fcl[(Tcl +273)4

− (Tr +273)4]− fclhc · (Tcl−Tz)
}
,

(3.15)

where W (W/m2) is the external work, Pa denotes the partial water vapor pressure in Pascal. The

surface temperature of clothing, Tcl , can be given as follows:

Tcl = 35.7−0.028(M−W )− Icl

{
3.96×10−8 fcl[(Tcl +273)4− (Tr +273)4]+ fclhc(Tcl−Tz)

}
,

(3.16)

where the convective heat transfer coefficient, hc, can be expressed by

hc =

 h∗c , if h∗c > 12.1
√

va,

12.1
√

va, if h∗c < 12.1
√

va.
(3.17)

The factor h∗c is given as: h∗c = 2.38 · (Tcl−Tz)
0.25. Where fcl denotes the ratio of body surface area

covered by clothes to the naked surface area. The factor fcl is defined as follows:

fcl =

 1.00+1.290Icl if Icl ≤ 0.078,

1.05+0.645Icl if Icl > 0.078,
(3.18)
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and the mean radiant temperature, Tr, can be determined by [121]

Tr = [(Tg +273)4 +
1.10×108v0.6

a

εD0.4 (Tg−Tz)]
1/4−273, (3.19)

where Tg is the globe temperature; D and ε are the globe diameter in meters and the globe emissivity

coefficient, respectively. Pa is related to the relative humidity of the air, Hz, by means of Antoine’s

equation [122]

Pa = 10Hze(16.6536−4030.183/(Tz+235)), (3.20)

where Hz = 100Wz/Aconv, Aconv is the unit transfer coefficient. The metabolic rate, M, can be determined

by [123]

M = λG,

where the coefficient λ is the unit transfer coefficient. Then the PMV index is rewritten as a function

of the following variables

PMV = g(Tz,Wz,Cc,v f ,Tr, Icl,Tcl). (3.21)

Remark 3.4 There are several existing metrics to measure human (dis)comfort, e.g., temperature

constraint violations [64], comfort penalty [85], predicted percentage dissatisfied (PPD) [124], and

PMV index [69, 57]. The PMV index has been widely used as an indicator to maintain human comfort

temperature in [69] and to represent indoor air temperature and relative humidity in [57]. In this

chapter, the function (3.21) suggests that the PMV index can estimate not only indoor thermal comfort,

but also the IAQ, and is used to keep them at a certain range. This is subjective and can be regarded

as perfect when PMV=0.

3.3.4 Energy models

More details about energy consumption by different components of a DX A/C system are described in

Chapter 2. In this chapter, the researcher only gives the energy model of the total energy consumption

as follows:

Ptot = Peva +Pcon +Pcomp, (3.22)

Note that in this chapter the energy consumption by the VAV ventilation fan cannot be included in the

total energy model since the VAV fan has been substituted by the supply fan with a PI controller.
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3.3.5 System constraints

The DX A/C system operation is limited by IAQ, thermal comfort and physical characteristics. Most

of the system constraints are listed in (C1)-(C9) in Chapter 2 and the other constraints are defined

below.

(C8) PMV ∈ [PMV ,PMV ]. The limit of the PMV index can guarantee both thermal comfort and IAQ

at comfortable levels.

(C9) The bound of the air enthalpy, hs, satisfies: hs ∈ [CzT s + h f gW s,CzT s + h f gW s] because of

(3.8).

The system dynamic equations (3.1), (3.3), (3.5)-(3.6) and (3.9)-(3.10) can be expressed compactly

below

ẋ(t) = f (x(t),u(t),w(t)), (3.23)

where the state vector of the system (3.23) can be defined by

x = [hs,Tz,Td ,Tw,Wz,Cc]
T ,

the control vector by

u = [v f ,mr]
T ,

the load vector by

w = [Qload ,Mload ,Cload ]
T ,

and the output vector by

y = [Tz,Wz,Cc]
T .

The constraints in (C1)-(C9) can be compactly written by

x ∈ X, u ∈ U, PMV ∈ F, p ∈ P, Ts ∈ Ts, Ws ∈Ws, and hi(x)≤ 0, i = 1,2, (3.24)

where X, U, P, Ts and Ws are bounded sets. hi(x) is a function of the state variables, which are

described in Chapter 2.
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3.3.6 TOU strategy

Generally, most electricity companies have implemented the TOU strategy to benefit both electricity

companies and consumers. The TOU electricity tariff is a typical program of demand-side management

where the electricity price changes over different periods depending on the electricity supply cost. For

example, it charges a high price σh in peak periods Th, a medium price σm in standard periods Tm,

and a low price σl in off-peak periods Tl . In this study, the daily TOU electricity prices are known in

advance and can be expressed as follows:

σ(l) =


σh = 0.20538 $/kW h, l ∈ Th,

σm = 0.05948 $/kW h, l ∈ Tm,

σl = 0.03558 $/kW h, l ∈ Tl,

(3.25)

where Th = (8,11]
⋃
(19,21], Tl = (0,7]

⋃
(23,24] and Tm = (7,8]

⋃
(11,19]

⋃
(21,23]. $ is the United

States dollar and time T is the whole period of the day with l = 1, . . . ,24. Because of a big difference

in energy prices between the peak and off-peak hours, a cost reduction is expected if a significant

amount of power consumption is shifted from peak hours to off-peak hours. To reduce the energy cost,

some previous optimization control strategies are studied in [60, 62]. In this chapter, the researcher

proposes an alternative optimisation control scheme to minimize both the energy cost and energy

consumption.

3.4 HIERARCHICAL CONTROL DESIGN

The hierarchical control method is widely used to handle complex problems which can be decomposed

into smaller subproblems, and reassemble their solutions in a hierarchical structure. The main idea

is to establish a hierarchical control structure consisting of two layers. The two layers are developed

by using a control schedule, the simplified scheme of which is depicted in Fig. 3.3. The main

principle of hierarchical control can be described as follows: In the upper layer, the objective is

to collect information to generate the optimal operational conditions with respect to a performance

index based on an economic and environmental criterion over a long-term scale horizon, HL, with

a sampling period, TL. In this layer, detailed but static and physically original nonlinear models

are used. In the lower layer, a simple linear dynamic model is used to design an MPC controller,

which guarantees that the targets transmitted from the upper layer can be carried out over a short time

horizon, hl = TL, with a smaller sampling period, tl = TL/nl . Fig. 3.3 suggests that the upper layer
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Figure 3.3. Simplified schematic of a two-layer hierarchical structure.
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Figure 3.4. Conceptual framework of the proposed hierarchical control scheme.

transmits information to the lower layer at the sampling instant mTL (m = 0,1, . . . ,∞). The lower

layer receives the information as a task, and then completes the task within the sampling intervals

[mTL +qtl,mTL +(q+1)tl) (q = 0,1, . . . ,nl−1).

This chapter proposes an AHC approach to obtain a real-time optimisation scheduling strategy to

reduce the total energy cost of a DX A/C system while maintaining both the indoor IAQ and thermal

comfort within requirement ranges. This control approach is based on a traditional control scheme

with a reference governor in the upper layer named the optimization layer. The optimization layer uses

a nonlinear optimizer to generate the steady states for a DX A/C system and the optimal proportion of

fresh air entering the system by optimising the energy cost of the DX A/C system and the PMV index

under the TOU electricity rate over the day. The lower layer receives the steady states as input, and then

the MIMO MPC controller is designed to track the trajectory references of indoor CO2 concentration,

moisture content and air temperature. The conceptual framework of the proposed AHC approach is

illustrated in Fig. 3.4, with its details to be provided next.
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3.4.1 Upper layer

In the upper layer, the reference governor has been defined according to the optimization problem

described by (3.26). Note that the PMV index (3.21) and the energy model (3.22) are the two

different optimization objective functions, which are described below in (3.26). In the upper layer, the

optimisation problem is considered as an open loop optimal control framework. Consider the DX A/C

system (3.23) and its constraints (3.24). The researcher formulates the following optimal controller to

generate the steady states.

min (α|PMV (tm0)|+(1−α)Ptot(tm0)σ(tm0)), (3.26)

subject to the following constraints:

f (x(tm0),u(tm0),Ts(tm0), p(tm0)) = 0, (3.27)

x(tm0) ∈ X, u(tm0) ∈ U, PMV (tm0) ∈ F, p(tm0) ∈ P, Ts(tm0) ∈ Ts, Ws(tm0) ∈Ws, h(x(tm0))≤ 0,

(3.28)

where α is a weighting factor (0 < α < 1), x, u and f (·) are defined in (3.23). x(tm0),u(tm0),z(tm0) are

the optimization variables for m = 0, . . . ,NL−1, where z = [p,Ts,Tr,Tcl].

It is assumed that all the variables are within the bounded sets and that feasible solutions exist for

the optimization problem (3.26) by using an NLP algorithm. Among all the feasible solutions,

let xs(tm0),us(tm0),zs(tm0) be the optimal solution of the optimization problem (3.26), and xs(tm0) ∈

XXX s, us(tm0) ∈UUU s, zs(tm0) ∈ ZZZs for m = 0, . . . ,NL−1. XXX s,UUU s,ZZZs are the optimal sequence points of the

state and input variables. In this chapter, the optimal sequence points are the steady states of equation

(3.27) over a 24-hour period.

Remark 3.5 The weighting factor α is chosen to balance the two objectives, which are the energy

cost and comfort levels. Specifically, a relatively large α provides a better comfort level but worse cost

savings. In the case that α is relatively large, more effort is taken to optimize the most comfortable

indoor air temperature, humidity and CO2, which causes a loss of balancing capacity. The parameter

α can be chosen by utilities to achieve different goals.
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3.4.2 Lower layer

As discussed above, in every sample period, TL, the upper layer controller calculates the optimal

steady state and sends the result to the lower layer. The lower layer then receives the steady state

as the trajectory reference including a closed-loop control algorithm trying to drive the DX A/C

system to track the trajectory reference. Therefore, in this case, this layer consists of a discrete-

time MPC controller with a sampling time of tmq ∈ [mTL +qtl,MTL +(q+1)tl), m = 0,1, . . . ,NL−1,

q = 0,1, . . . , tl−1, which can be designed to track the reference point of indoor CO2 concentration,

moisture content and air temperature computed by the upper layer.

In the sequel, the researcher makes a commensurate quantization assumption that all variables are

quantized in the two sampling schemes, that is, they are represented by the starting values and retain

these values in the same sampling interval. The two objective functions PMV (t), Ptot(t), the TOU

function σ(t), and the constraints in (C1)-(C9) are coarsely quantized. This means that they take their

corresponding values at mTL, for all t ∈ [mTL,(m+1)TL). This assumption guarantees that if the steady

state (xs(tmq),us(tmq)) should be obtained from the optimisation (3.26)-(3.28), then one would have

(xs(tmq),us(tmq)) = (xs(tm0),us(tm0)).

The lower layer receives the trajectory references of state and input vectors defined as: xs(tmq) ,

[hs,s(tmq),Tz,s(tmq),Td,s(tmq),Tw,s(tmq),Wz,s(tmq),Cc,s(tmq)]
T and us(tmq) = [v f ,s(tmq),mr,s(tmq)]

T . De-

fine δTz(tmq) = Tz(tmq)− Tz,s(tmq), δWz(tmq) = Wz(tmq)−Wz,s(tmq), δCc(tmq) = Cc(tmq)−Cc,s(tmq),

δhs(tmq) = hs(tmq) − hs,s(tmq), δTd(tmq) = Td(tmq) − Td,s(tmq), δTw(tmq) = Tw(tmq) − Tw,s(tmq),

δv f (tmq) = v f (tmq)− v f ,s(tmq), δmr(tmq) = mr(tmq)−mr,s(tmq), which are the deviations of states and

inputs from their trajectory references at sampling period [mTL +qtl,mTL +(q+1)tl). Thereby, the

dynamical mathematical equation of the system (3.23) at time tmq is linearized and can be written in a

linear state-space representation as follows: δ ẋ(tmq) = Ac(xs(tm0),us(tm0))δx(tmq)+Bc(xs(tm0),us(tm0))δu(tmq),

y(tmq) =Cδx(tmq)+ ys(tm0),
(3.29)

where the state variables δx(tmq)= x(tmq)−xs(tm0)= [δhs(tmq),δTz(tmq),δTd(tmq),δTw(tmq),δWz(tmq),

δCc(tmq)]
T , the input variables δu(tmq) = u(tmq)−us(tmq) = [δv f (tmq),δmr(tmq)]

T , ys(tm0) = [Tz,s(tm0),

Wz(tm0),Cc,s(tm0)]
T and y(tmq) = [Tz(tmq),Wz,s(tmq),Cc(tmq)]

T are the original output variables.

A(xs(tm0),us(tm0)), B(xs(tm0),us(tm0)), C are the system state matrix, input matrix and output matrix
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at the sampling time tmq , respectively, which can be calculated by

Ac(xs(tm0),us(tm0)) =
∂ f (x(tm0),u(tm0))

∂x(tm0)

∣∣∣∣∣ x(tm0) = xs(tm0)

u(tm0) = us(tm0)

,

Bc(xs(tm0),us(tm0)) =
∂ f (x(tm0),u(tm0))

∂u(tm0)

∣∣∣∣∣ x(tm0) = xs(tm0)

u(tm0) = us(tm0)

,

and the corresponding output matrix is

C =


0 1 0 0 0 0

0 0 0 0 1 0

0 0 0 0 0 1

 .

The discrete-time version of (3.29) can be written by δx(tmq+1) = Ad(xs(tm0),us(tm0))δx(tmq)+Bd(xs(tm0),us(tm0))δu(tmq),

y(tmq) =Cδx(tmq)+ ys(tm0),
(3.30)

where x(tmq), u(tmq) and y(tmq) are the state, input and output vectors at sampling instant mTL +

qtl, m = 0,1, . . . ,NL− 1, q = 0,1, . . . ,nl − 1, respectively. Ad(xs(tm0),us(tm0)) = eAc(xs(tm0 ),us(tm0 ))tl ,

Bd(xs(tm0),us(tm0)) = (
∫ tl

0 eAc(xs(tm0 ),us(tm0 ))τdτ)Bc(xs(tm0),us(tm0)) are the discrete-time system state

and input matrices, respectively.

The objective of this chapter is to design a MIMO MPC controller to optimise the DX A/C system

to reach the trajectory reference points of the indoor CO2 concentration, moisture content and air

temperature and maintain at the required levels with lower energy consumption and cost. To achieve

this, the objective function to be minimised is given as follows:

minδu J(tmq) =
np

∑
j=1

∥∥y(tmq+ j |tmq)− r(tmq+ j)
∥∥2

︸ ︷︷ ︸
(a)

+Rδu

nc−1

∑
j=0

∥∥δu(tmq+ j)
∥∥2

︸ ︷︷ ︸
(b)

,
(3.31)

subject to: δx(tml1
|tmq+1) = Ad(xs(tm0),us(tm0))δx(tml1−1 |tmq)+Bd(xs(tm0),us(tm0))δu(tml1−1 |tmq),

y(tml1−1 |tmq) =Cδx(tml1−1 |tmq)+ ys(tm0),
(3.32)

δx(tml1
|tmq)+ xs(tm0) ∈ X, δu(tml2

)+us(tm0) ∈ U,

l1 = q+1, . . . ,q+np, l2 = q, . . . ,q+nc−1,

q = 0,1, . . . ,nl−1, m = 0,1, . . . ,NL−1.

(3.33)
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where (a) represents the tracking error of the indoor CO2 concentration, moisture content and air

temperature and (b) denotes the balancing signal tracking error, respectively, in quadratic forms. The

current time index, tmq , defines the current time mTL +qtl . |tmq means the predicted value, which is

based on the information up to t = mTL +qtl , np = TL/tl is the prediction horizon of the lower layer,

nc = TL/tl is the control horizon of the lower layer, r(tmq+ j) denotes the reference vector at step tmq+ j ,

y(tmq+ j |tmq) is the predicted output vector at step tmq+ j , and δu(tmq+ j) is the predicted control vector at

step tmq+ j .

Remark 3.6 The system matrices of the system (3.29) are updated to Ad(xs(t(m+1)0),us(t(m+1)0)) and

Bd(xs(t(m+1)0),us(t(m+1)0)) when the system transits from the sampling interval [mTL +(nl−1)tl,(m+

1)TL) to [(m+1)TL,(m+1)TL+tl). On the other hand, at sampling interval [(m+1)TL,(m+1)TL+tl),

the variables δx(tmnl−1) and δu(tmnl−1) as the initial points are fed to the system (3.32), and the

references are updated in (3.31). The convergence for this periodic MPC for an optimisation problem

over an infinite time horizon can be proved by using the results [125, 126].

3.4.3 Algorithm

The researcher proposes the algorithm to solve the above nonlinear steady state optimization prob-

lem.

NLP algorithm is used to solve the original nonlinear DX A/C system.

Initialization: Given the initial state values x(0) and u(0), note that the initial state values are set

within their bounds.

1: Input the data of the outside condition, pollutant, latent heat and sensible heat loads.
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2: The objective function (3.26) and constraints in (3.27) and (3.28) are converted into the following

standard NLP so that it can be conveniently solved by the MATLAB built-in functions fmincon:

min f T
c · z s.t.



c(z)≤ 0

ceq(z) = 0

A · z≤ b

Aeq · z = beq

lb≤ z≤ ub

(3.34)

3: Solve the above minimization problem (3.34).

The proposed MIMO MPC algorithm can be given below.

MPC algorithm to the DX A/C system tracking control.

Initialization: Given an initial state value x(0), and let tmq = 0 (m = 0,q = 0).

1: Calculate the optimal feasible solution U(tm0) = [u(tm0),u(tm1), . . . ,u(tmnl−1)]
T of the problem

formulated in (3.31) and (3.33).

2: Let the MPC controller solution umpc(tm0) = u(tm0) be the system in the sampling interval [tm0 , tm0 +

tl), where the rest of the solutions u(tmq),q = 1, . . . ,nl − 1 are discarded. x(tmq+1) is computed by

x(tmq+1) = f (x(tmq),umpc(tmq)).

3: Set tmq := tmq+1 , and update the system states, inputs and outputs with the control input umpc(tm0)

and the state equation x(tmq+1) = f (x(tmq),umpc(tmq)).

4: Until tmq := tmnl−1 , update the system outputs, inputs, states and the state equation; repeat steps 1

and 2, one obtains the control umpc(tmnl−1) = u(tmnl−1). Apply the MPC control input umpc(tmnl−1) to

the system in the sampling interval [tmnl−1 , t(m+1)0).

5: Set tmq := t(m+1)0
, measure the state value x(tmnl−1) by step tmq = tmnl−1 , and umpc(tmnl−1) to the system

x(t(m+1)0
) = f (x(tmnl−1),umpc(tmnl−1)), and update the reference r(tm0) := r(t(m+1)0) in (3.31).
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6: Compute the optimal solution U(t(m+1)0) = [u(t(m+1)0),u(t(m+1)1), . . . ,u(t(m+1)nl−1)]
T of the prob-

lem formulated in (3.31) and (3.33). Then the MPC controller umpc(t(m+1)0
) = u(t(m+1)0

) (the re-

maining u(t(m+1)q),q = 1, . . . ,nl − 1 are discarded) is used in the system in the sampling interval

[t(m+1)0 , t(m+1)0 + tl) to solve the MIMO MPC solution x(t(m+1)1
) = f (x(t(m+1)0),umpc(t(m+1)0)) over

the period [t(m+1)0 + tl, t(m+1)0 +2tl).

7: Set tmq := t(m+1)1
and go to step 1.

Generally, the above MPC algorithm never stops, and it updates the controller at each time interval

[tmq , tmq+1) to include feedback information.

3.5 SIMULATION AND RESULTS

Here, the researcher presents a case study to demonstrate the performance of the proposed hierarchical

control method of a DX A/C system. The experimental data from [116] is used to calibrate the

parameters of the energy models described in Section 3.3.4. Then the DX A/C system model is built

up in [103] based on the experimental environment. The proposed AHC strategy is compared with a

baseline strategy through simulations over 24 hours.

3.5.1 System setup

In this case study, an office room is regarded as the conditioned space. The volume of the DX

conditioned room is 77 m3. The parameters of the energy models are listed in Table 2.1. The DX A/C

system parameters are described in Table 2.2. For the proposed hierarchical control strategy considered

below, most of the system constraints are given in Table 2.3, the bound of the air enthalpy hs is limited

in the range of [27.3, 46.3] and one constrains the value of the PMV index in the range of [−0.5,0.5]

to ensure that the DX A/C system is able to maintain both IAQ and thermal comfort at acceptable

levels.

In this chapter, data of the outside relative humidity and air temperature over a 24-hour period in a

single summer is shown in Fig. 3.5(a). The data was obtained from a meteorological station located in

Cape Town, South Africa. The solar radiative heat flux density profile of Cape Town over a 24-hour
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Figure 3.5. Forecast of outside air temperature, relative humidity and radiative heat flux over a 24-hour

period.
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Figure 3.6. Estimation of the certainty internal sensible and latent, pollutant and external sensible heat

loads over a 24-hour period.

period is shown in Fig. 3.5(b). The certainty internal sensible and latent heat loads, the external

sensible heat load and the pollutant load in a conditioned space are predicted in Fig. 3.6. The values of

Figs. 3.5-3.6 at every hour are commensurately quantised. It is assumed that the PI controller would

absorb the CO2 concentration in the air supply, where Cs=360 ppm is used in this chapter.

The TOU electricity prices for summer hours are summarized in (3.25). For simplicity, only the TOU

energy charge is considered in this chapter. The original nonlinear systems (3.1)-(3.6) can also be

employed as the plant to be controlled in the simulation test of this chapter.
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3.5.2 Two control strategies

Here, two strategies to schedule the operation of a DX A/C system are considered in the conditioned

space. One is a MIMO MPC controller and an energy-optimised open loop controller, which serves

as a baseline strategy [115], and the other is the proposed AHC strategy. To compare the control

strategies, the predicted load and outside weather profiles are the same.

1) Baseline: The baseline strategy is described below. The researcher first determines a setpoint for

indoor air temperature and relative humidity based on a comfort zone, the psychrometric chart and a

setpoint for CO2 concentration based on the level acceptable to occupants. The ASHRAE comfort

zone is taken from [127]. Its details are omitted here because of the space limitations. Under the given

reference points of indoor CO2 concentration, relative humidity and air temperature, one can obtain a

unique and optimised steady state of the DX A/C system by solving the optimization problem (3.26)

under α = 0 and without TOU electricity price at every hour over a 24-hour period. The nonlinear

model can then be linearized around the steady state. An MPC is designed for the linearized state-space

model. The presented MPC with a sampling period of 2 min is applied that can simultaneously achieve

better performance on both thermal comfort and IAQ with superior energy efficiency.

2) Proposed method: For the proposed control strategy, the details are given below. The researcher first

uses the open loop controller to solve the optimization problem (3.26) to obtain steady states at every

hour by employing NLP. The MIMO MPC is designed to track the references of CO2 concentration,

humidity and air temperature. In the proposed control method, the volume of the outside air entering

the indoor space is optimized. The optimal volume of outside air is used in the DX A/C system for

the MIMO MPC controller. The sampling period is set to TL = 1 h and the sampling interval is set

to NL = 24 in the upper layer. The sampling period for the proposed MPC design is tl = 2 min. The

prediction and control horizons are taken as np = nc = 30 in the lower layer. At each time step, the

open loop controller is repeatedly used to solve the open loop optimization problem (3.26) and then

the tradeoff steady states are obtained by the lower layer. In Section 3.5.3, the energy consumption and

cost for the baseline and the proposed control strategies are compared in the next section.
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Figure 3.7. Profiles of cooling loads and electricity rates over a 24-hour period.
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Figure 3.8. Optimal supply air temperature to the air conditioned room and p% of outside air entering

the system over a 24-hour period.

3.5.3 Comparison of two control strategies

The performance of both control strategies is compared with historical weather data of a specific day

in Cape Town. The total simulation time is set to K = 24 h. The predicted indoor cooling load profile

is depicted in Fig. 3.7, overlaid with an electricity rate for summer hours. The researcher duplicates

the indoor cooling load profile for the next day to simulate the MPC scheme. The profile of the supply

air temperature to the conditioned room and p% of the outside air entering the system over a 24-hour

period are shown in Fig. 3.8(a) and 3.8(b). The data can be used in the DX A/C system for the lower

layer closed-loop tracking control.
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The control calculations from two control strategies are applied to the DX A/C system. The reference

points tracking of indoor air temperature in the conditioned space for the proposed strategy together

with the setpoint regulation of indoor air temperature for the baseline strategy is shown in Fig. 3.9. The

reference points tracking of indoor relative humidity in the conditioned space for the proposed strategy

together with the setpoint regulation of indoor relative humidity for the baseline strategy are illustrated

in Fig. 3.10. The reference points tracking of indoor CO2 concentration in the conditioned space for

the proposed strategy together with the setpoint regulation of indoor CO2 concentration for the baseline

strategy are simulated in Fig. 3.11. One observes that the indoor CO2 concentration, relative humidity

and air temperature for the proposed strategy can track their reference points well over a 24-hour period

through the changing environment. It is also evident that for the proposed strategy, the reference points

are tallish during the peak hours for CO2 concentration, relative humidity and air temperature tracking.

The reason is that the proposed controller has automatically adjusted the reference points upward to

meet the energy cost and minimize consumption during peak hours, while both the thermal comfort

and IAQ are still kept within the acceptable ranges. One further observes that with the baseline strategy

under the varying cooling and pollutant loads, the MPC controller always maintains the indoor CO2

concentration, relative humidity and air temperature at their setpoint by regulating the varying speeds of

the supply fan and the compressor. From the local zooming out of Figs. 3.9-3.11, the reference points

of indoor CO2 concentration, relative humidity and air temperature can be reached after a transient

process of 18 minutes. After reaching their reference points, the proposed controller maintains the

reference points with small variation ranges. The two control variables of the air volumetric flow

rate and mass flow rate of refrigerant of the DX A/C over a 24-hour period are shown in Fig. 3.12.

The two control variables are varying to drive the indoor air temperature, relative humidity and CO2

concentration to track their trajectory references according to the changing environment during the

day. It can be seen from Fig. 3.12 that the air volumetric flow rate is not increasing, though the

indoor cooling loads, pollutant loads and electricity rate are increasing. This is due to the proposed

controller adaptively adjusting the setpoint upward for reducing energy consumption. The minimal

energy consumption is achieved by optimizing the air volumetric flow rate and the mass flow rate of

refrigerant. As is shown in Fig. 3.13, the value of the PMV index for the two control methods is within

the expected range [-0.5,0.5].

Fig. 3.14(a) and 3.14(b) show the energy consumption and the energy cost of the DX A/C system

operation for the proposed and baseline strategies over a 24-hour period, respectively. One observes

from Fig. 3.14(a) and 3.14(b) that, both control strategies consume almost the same energy cost from
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Figure 3.9. Reference tracking of indoor air temperature over a 24-hour period.
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Figure 3.10. Reference tracking of indoor air humidity over a 24-hour period.
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Figure 3.11. Reference tracking of indoor CO2 concentration over a 24-hour period.

0:00 to 7:00. The indoor CO2 concentration, relative humidity and air temperature reference points

stay at the lower bound of the PMV index during off-peak hours without a higher energy cost. After

8:00, the energy cost of the baseline and proposed control strategies starts increasing since increased

pollutant and cooling loads are required to be removed and the power price is increased. Compared to
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Figure 3.12. Profiles of the variation in the two control variables over a 24-hour period.
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Figure 3.13. Profile of the value of the PMV index over a 24-hour period.

the baseline strategy, Fig. 3.14(a) shows that the proposed method consumes less energy. Comparing

the two strategies, one also observes that energy costs under the proposed method are reduced further

during peak hours. This is due to the proposed controller, which automatically adjusts the reference

points upward such that the energy consumption and cost are minimized during peak hours while

maintaining both IAQ and thermal comfort at the required levels. From the simulation, it can be seen

that the major energy consumption and cost have been verified to reduce effectively during the peak

hour. The total energy consumption and cost over a 24-hour period are summarized in Table 3.1.

According to the findings, the proposed AHC strategy performs better than the baseline by around

31.38% of total energy consumption, and by around 33.85% of total energy cost for a DX A/C system

operation. It can be observed from Table 3.1 that the proposed control strategy shows a lower energy

consumption and costs compared to the baseline control strategy. The table also displays that the total
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Figure 3.14. Profiles of the energy consumption and cost of a DX A/C system for the proposed and

baseline controllers over a 24-hour period.

Table 3.1. Comparison of the proposed and baseline control strategies.

Strategy Energy consumption (kWh) Energy cost ($) ∑ |PMV|

Baseline control 20.52 1.734 103.33

Proposed control 14.08 1.147 162.32

Saving (%) 31.38 33.85

values of the PMV index over a 24-hour period for the proposed control strategy are higher than that

of the baseline control strategy. It is expected that the proposed control strategy will reduce energy

consumption and cost at the expense of comfort level, which will nevertheless still be reasonably

and optimally regulated to the required levels. Therefore, the utilities can choose the two control

approaches to implement building DX A/C systems based on their different aims.

Though it is desirable to compute the energy cost savings brought about by the proposed control

strategy over the baseline control strategy, it is an impossible task for real buildings simply to compare

the cost values of two control strategies in one day, because load factors, outside temperature and

relative humidity cannot be the same every day. When demonstrating the effectiveness of the proposed

AHC scheme in different weather conditions, the proposed testing days happened to be much warmer

than the baseline testing days in this test. The weather conditions of the testing days are listed in
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Table 3.2. The energy consumption on the testing days is obtained and described in Fig. 3.15. From

this comparison, all proposed control testing days present much lower power consumption, showing

successful energy efficiency improvement by the proposed control strategy.

Table 3.2. Different weather conditions for the testing days

Date Control Average T0 Average H0 T max
0 Hmax

0

12/30 Baseline 28.6 72.4% 33.9 80%

12/31 Proposed 29.2 71.6% 34.2 81%

01/01 Proposed 28.8 72.1% 32.2 79%

01/02 Proposed 28.9 72.4% 33.2 81%

01/03 Proposed 28.1 73.2% 32.0 82%

01/04 Baseline 28.0 72.3% 32.4 79%

01/05 Baseline 27.6 73.4% 32.0 80%

Figure 3.15. Energy consumption on testing days for the baseline and proposed approaches.

3.5.4 Sensitivity analysis

The simulation results presented are obtained in this chapter under the assumption that the parameters

are accurate and the DX A/C systems can perfectly describe the real system. However, in reality, there

are usually uncertainties in parameters and models. In this chapter, a simple uncertainty analysis is

considered to illustrate how the uncertainty parameter would affect the control performance of the

proposed AHC strategy. Here, the uncertainties of some major parameters of the DX A/C system

are considered, namely the heat transfer area on the dry-cooling region in the DX evaporator A1 and

the heat transfer area on the wet-cooling region in the DX evaporator A2. However, the total area
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Figure 3.16. Steady state of indoor air temperature optimised by the proposed open loop controller

under different system parameters over a 24-hour period.

A0 = A1 +A2 is known. Hence, it is only necessary to consider that the uncertainty parameter A1

would affect the performance of the proposed control strategies. The open loop optimal controller

and the tracking of the MIMO MPC with different values of the uncertainty parameter A1 are verified

through simulation. For the case study considered here, the simulations for the indoor air temperature

optimized by the proposed open loop optimal controller and the MIMO MPC temperature tracking

under different parameter values are shown in Figs. 3.16-3.17, and the results for the open loop optimal

controller under all different ranges of the uncertainty parameter are displayed in Table 3.3. The

standard deviations for the steady state of indoor air temperatures are less than 0.2 ◦C. The standard

deviations for the objective function values of the open loop controller are less than 6%. The results

suggest that the fluctuation of the control performance affected by the parameter uncertainty A1 is

relatively small. Thus, the proposed autonomous hierarchical control strategy is not very sensitive to

the modelling parameter A1 specified here.

3.6 CONCLUSION

This chapter proposes an autonomous hierarchical control method to reduce the total energy con-

sumption and cost of a DX A/C system while maintaining both thermal comfort and IAQ at required

levels. It proposes an efficient control algorithm to solve the autonomous hierarchical control problem

based on an open loop optimal controller and the MIMO MPC scheme. The optimal and time-varying

reference points of indoor CO2 concentration, relative humidity and air temperature for the DX A/C

system are generated by the upper layer. The lower layer MIMO MPC is then proposed to steer the

DX A/C system to follow the reference points, whereas energy consumption and costs are minimized.
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Figure 3.17. The MIMO MPC temperature tracking under different system parameters over a 24-hour

period.

The results show that the proposed control method could achieve an energy consumption saving of

33.9% and energy cost reduction of 33.85% while keeping the value of the PMV index in the range

of [-0.5,0.5]. The performance of the proposed control is obtained under the assumption that the

models and parameters can express the real system perfectly. However, in reality, there are usually

uncertainties. Hence, the researcher has made a parameter sensitivity analysis in this chapter. The

simulation results suggest that the performance of the proposed control method is satisfactory because

the standard deviations of energy saving are less than 5% in comparison with around 35% energy

saving for normal values. Therefore, the proposed control method is significant when applied in

theoretical and practical applications.
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Table 3.3. Open loop optimization results under different dry-cooling regions.

Objective function value Area of Portion of A1 Derivation

of open loop optimization dry region m2 %

43.04 (0,0.05A0] 0.05A0 2.14%

44.23 (0.05A0,0.10A0] 0.10A0 0.57%

444333...999888 (((000...111AAA000,,,000...111555AAA000]]] 000...111555AAA000

43.00 (0.15A0,0.20A0] 0.20A0 2.23%

43.20 (0.2A0,0.25A0] 0.25A0 1.77%

43.48 (0.25A0,0.30A0] 0.30A0 1.14%

42.87 (0.3A0,0.35A0] 0.35A0 2.52%

41.57 (0.35A0,0.40A0] 0.40A0 5.48%

42.54 (0.4A0,0.45A0] 0.45A0 3.27%

42.47 (0.45A0,0.50A0] 0.50A0 3.43%

42.21 (0.50A0,0.55A0] 0.55A0 4.02%

42.26 (0.55A0,0.60A0] 0.65A0 3.91%

44.00 (0.60A0,0.70A0] 0.70A0 0.04%

42.22 (0.70A0,0.75A0] 0.75A0 4.00%

41.91 (0.75A0,0.80A0] 0.80A0 4.71%

41.60 (0.80A0,0.85A0] 0.85A0 5.41%

41.52 (0.85A0,0.90A0] 0.90A0 5.59%

41.70 (0.90A0,0.95A0] 0.95A0 5.18%
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CHAPTER 4 DISTRIBUTED CONTROL OF AN ME

A/C SYSTEM

4.1 INTRODUCTION

Although the energy efficiency improvement and energy cost reduction, as well as comfort level

improvement, have been investigated in a single-zone DX A/C system presented in Chapters 2 and 3,

reducing the energy consumption, energy cost, communication resources, computational complexity

and conservativeness simultaneously for a multi-zone building’s ME A/C system while maintaining

multi-zones’ IAQ and thermal comfort at comfort ranges have not been studied so far. They are the

main objectives of this chapter, which focus on designing advanced controllers to solve the issues. In

particular, we propose an AHDC method for a multi-zone building’s ME A/C system. This control

strategy includes two levels. The upper level involves open-loop scheduling that only collects local

measurement information and operational profiles, formulates and solves a distributed coordination

steady-state optimization problem by optimizing the energy cost and demand charge of operating a

multi-zone building’s ME A/C system under the TOU price structures over a 24-hour period to generate

trajectory references adaptively and autonomously for lower-layer controllers. In this chapter, it is

assumed that the occupancies, functions and purposes in multi-zones are similar; in this situation, one

can distributively design an optimal scheduler, which scheduling generates time-varying reference

points and communicates with the whole connected network via neighbors. All rooms then transmit

their reference points to the lower-layer controllers. The lower layer designed as MIMO DMPC

controllers only uses local information to formulate and solve local optimization problems for the ME

A/C system to track autonomously and adaptively the trajectory reference points, which are calculated

by the upper layer, autonomously and adaptively. Therefore, for large-scale systems, the researcher first

proposes a two-layer distributed control strategy, which is capable of reducing more communication
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resources, computational complexity and conservativeness compared with the previous distributed and

non-distributed control strategies [85, 86, 87, 89, 88, 90, 93].

In the proposed distributed control scheme, communication can be done with reduced hardware of

cheaper and shorter-range communication modules and depend on the communication topology, a

receiver only. While in the conventional control schemes [78, 80, 81, 82, 89, 91], it may require

full-swing communication modules, which requires external service providers in long-range data

communication. It may also require that both transmitter and receiver for the implement.

In view of energy efficiency, the peak demand reduction of building’s DX A/C systems based on

demand response (DR) action has not been considered by the hierarchical controllers designed in

Chapters 2 and 3. Thereby, another purpose of the ME A/C control system designed in this chapter is

to shift the peak demand to off-peak hours to improve the energy efficiency and reduce the energy cost

of the ME A/C system.

Another contribution of this chapter is that the researcher proposes autonomous demand-side manage-

ment scheduling for office buildings, which is beneficial for both occupancy and buildings. The idea

of the ADSMS is based on the two-layer distributed controllers for a multi-zone building’s ME A/C

system and helps us understand how to use this control scheme in practical applications.

To illustrate the performance of the designed two-layer distributed control schemes over previous

controllers on energy efficiency and cost savings, and reduction of communication resources, computa-

tional complexity and conservativeness simultaneously for a multi-zone building’s ME A/C system, a

case study is provided to validate them.

4.2 CHAPTER OVERVIEW

This chapter presents a new hierarchical control system for a multi-zone building’s ME A/C system in-

cluding an upper-layer distributed nonlinear controller and lower-layer distributed controllers. Whereas

the multi-zone building’s ME A/C system is an extension number evaporators to a single-zone DX

A/C system reported in Chapters 2 and 3, the controller for a multi-zone building’s ME A/C system is

newly designed in this chapter. Moreover, the upper-layer distributed nonlinear controller only collects
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local measurement information to generate an optimized signal profile and communicates with the

whole connected network through neighbors by an open loop manner, and the lower layer distributed

controllers use the signals as inputs in a closed-loop manner. Further, the controllers designed in this

chapter consider the demand peak reduction, which was not studied in Chapters 2 and 3. In summary,

two-layer distributed controllers are designed to improve energy efficiency and reduce energy cost,

demand, communication resources, computational complexity and conservativeness while maintaining

multi-zones’ thermal comfort and IAQ at comfort ranges.

Section 4.3 presents nonlinear multi-zone dynamical models and energy models for a multi-zone

building’s ME A/C system. The proposed control strategy for the multi-zone building’s ME A/C

system is designed in Section 4.4. Simulation results are described in Section 4.5. Conclusions are

drawn in Section 4.6.

4.3 ME A/C SYSTEM

4.3.1 Description of an ME A/C system

A diagram schematic of an ME A/C system is illustrated in Fig. 4.1. The components of the ME

A/C system are dampers, DX evaporators, an air-cooled tube-plate-finned condenser, a variable speed

compressor, EEVs, variable speed centrifugal supply fans with PSA boxes, and a damper for mixing

the return air from the building with the outside air. The supply fan regulates its own speed based on the

air flow rate/opening controlled by the EEV to control cooled air to each room. Each indoor unit placed

in the room has an EEV and an evaporator. The PSA box absorbs CO2 contaminant concentration of

mixed air to improve the fresh air ratio. Each indoor unit is connected to the compressor and the outlet

of the condenser. The indoor air unit recirculates return air from building spaces and mixes it with

fresh outside air. The proportion of return air to outside air is controlled by damper positions in the

ME A/C system. The mixed air is cooled by the DX cooling coil. In this chapter, the ME A/C system

is also assumed to operate in the cooling mode.

Because of the complex nature of the air flow and heat transfer process, ME A/C systems are usu-

ally modelled as time-varying nonlinear partial differential equations [128], which are not suitable

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

79



CHAPTER 4 DISTRIBUTED CONTROL OF AN ME A/C SYSTEM

#

1

#

2

## #

m

##

Variable speed 

compressor

Air cooled

condenser

Room 1 Room 2 Room m

# 1: Indoor evaporator placed in Room 1

# 2: Indoor evaporator placed in Room 2

# m: Indoor evaporator placed in Room m

EEV 1 EEV 2 EEV m

R

Fresh air

R R

Return air

S S S
Communication network

Figure 4.1. Schematic diagram of the ME A/C system with control box.

for control and optimization. Therefore, the following assumptions are provided to simplify the

modelling.

1) The air in each room and outdoor environment is well mixed immediately so that the CO2 concen-

tration, relative humidity and air temperature distributions are uniform.

2) The heat capacity of the air is constant.

4.3.2 Dynamic model of an ME A/C system

Based on the above configuration, the researcher uses an undirected connected graph structure to

represent the rooms and their dynamic couplings in the following way; The i-th room is associated

with the i-th node of the system. The mathematical dynamic models for the multi-zone building’s ME

A/C system via the relationship among air enthalpy, air temperature and the moisture content leaving

the evaporator i of unit i as hs,i = CaTs,i + h f gWs,i are described as below. In this chapter, only the

interaction between rooms in terms of sensible heat gain is considered.

CaρVi
dTz,i

dt
=

m

∑
j=1

Tz, j−Tz,i

Ri j
+

T0−Tz,i

Ri
+Caρv f ,i(Ts,i−Tz,i)+Qload,i, (4.1)

ρVi
dWz,i

dt
= ρv f ,i(

hs,i−CaTs,i

h f g
−Wz,i)+Mload,i, (4.2)

CaρVh1,i
dTd,i

dt
=Caρv f ,i(Tmix−Td,i)+α1,iA1,i(Tw,i−

Tmix +Td,i

2
) (4.3)

ρVh2,i
dhs,i

dt
= α2,iA2,i(Tw,i−

Td,i +Ts,i

2
)+h f gρv f ,i(Wmix−

hs,i−CaTs,i

h f g
)+Caρv f ,i(Td,i−Ts,i), (4.4)
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CwρwVw
dTw,i

dt
= α1,iA1,i(

Tmix +Td,i

2
−Tw,i)+α2,iA2,i(

Td,i +Ts,i

2
−Tw,i)− (hr2,i−hr1,i)mr,i, (4.5)

Vi
dCc,i

dt
= (kPv f ,i + kI

∫ TI

0
v f ,ids)(Cs−Cc,i)+Gi ·Occpi. (4.6)

where i = 1,2, . . . ,m, Tz, j is the air temperature of room j. These notations of the system states

and parameters in a single zone or an evaporator are defined. These notations in a multi-zone and

multi-evaporator are therefore omitted here. Ri j = R ji is the thermal resistance of the wall between

rooms i and j and Ri is the thermal resistance of the wall between room i and the outside area. If Ri j

and Ri are not known from the design specification, they can be obtained through model identification

reported in [129, 130]. Tmix and Wmix are the mixed air temperature and moisture content before the

DX evaporator cooling coils, respectively. The mixed air temperature and humidity are calculated

by

Tm = δT0 +(1−δ )
∑

m
i=1 ρv f ,iTz,i

∑
m
i=1 ρv f ,i

,

Wm = δW0 +(1−δ )
∑

m
i=1 ρv f ,iWz,i

∑
m
i=1 ρv f ,i

,

(4.7)

where δ is the mixing ratio between the outside air and the return air. It is assumed that the return

air temperature and moisture content are the weighted sums of the zone temperatures and moisture

contents with weights being the air volumetric flow rate to the corresponding zones. The return air is

not recirculated when δ = 0, and no outside fresh air is used when δ = 1. δ can be used to save energy

through recirculation, but it has to be less than one to guarantee minimal outside fresh air allowed

to the zones. Note that the first equation in (4.7) was reported in [64]. It is assumed that the mixed

moisture content has a similar description in the second equation of (4.7). The airside convective heat

transfer coefficients in both the dry-cooling α1,i and wet-cooling α2,i regions at the evaporator i in

unit i are expressed in (2.8) and (2.10), respectively. The air velocity va,i of zone i is described in

(3.11).

The dynamic mathematical models (4.1)-(4.5) without considering outside air temperature and relative

humidity entering system for a single zone were modelled in [103]. The mathematical dynamic models

(4.1)-(4.6) absorbing the zone’s CO2 concentration by an independent PSA box for a single zone are

reported in Chapter 2. The mathematical dynamic models (4.1)-(4.6) with absorbing CO2 concentration

by using a PI controller based on a supply fan for a single zone were modeled in Chapter 3. On the

right-hand side of (4.1), the first term represents the heat transfer between zone i and all neighbours of

zone i; the second term denotes the heat transfer between zone i and outside wall.

Remark 4.1 Higher-order resistance-capacitance (RC) models were modeled in [78, 80]. For sim-

plicity, this study only considers a first-order RC model in this chapter.
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Remark 4.2 One of the predictions for a single zone DX A/C system’s cooling and pollutant loads

was expressed in [92] and used as measurement information in this chapter. The multi-zone loads

are affected by some parameters (such as T0, W0, Qrad,i, Occpi, internal heat gain Qint,i and moisture

ventilation load Mint,i). The prediction of these parameters is obtained through a weather forecast

station, historical data and schedules. Though multi-zone building’s cooling and pollutant loads

cannot be accurately predicted, the closed-loop distributed controller is capable of handling these

prediction errors.

To make the ME A/C system cooperatively control multi-zones’ IAQ and thermal comfort at acceptable

levels, we assume that the ME A/C system is equipped with a communication network based on

wireless sensors. In this network, they can share information (e.g., Tz,i, Wz,i and Cc,i) with each other,

which is shown in Fig. 4.1. The information flow between them is modelled as a network connected

graph G= (V,ϑ ,A), where V= {1,2, . . . ,m} is the index set of different rooms and zones of the ME

A/C system, ϑ ⊂V×V is the edge set of ordered pairs of the ME A/C system, and A= [ai j]∈Rm×m is

the adjacency matrix with entries ai j = 1 or ai j = 0. If the ME A/C subsystem i can receive information

from the ME A/C subsystem j, then ( j, i) ∈ ϑ , ai j = 1 and the ME A/C subsystem j is called the

network neighbor of the ME A/C subsystem i, defined by j ∈ Vi, where Vi = { j ∈ V|ai j = 1}. If the

ME A/C subsystem i cannot have access to the information of the ME A/C subsystem j, then ( j, i) /∈ ϑ ,

ai j = 0 and j /∈ Vi. Self-connection is not considered for G, ie., aii = 0, ∀i ∈ V. A graph G is undirected

if ai j = a ji for any i, j ∈ V. In this chapter, the network connected graph G= (V,ϑ ,A) of the ME A/C

system is assumed to be undirected and connected [131].

The ME A/C subsystems adjust their comfort levels adaptively by acquiring the adjacent information.

The neighbors of an ME A/C subsystem can be denoted in many different ways. In this chapter, the

following one is based on the effect of thermal resistance and expressed as follows:

Vi = { j : |Ri j|< ε0, i 6= j}, (4.8)

where ε0 is a predefined threshold.

The system dynamic equations (4.1)-(4.6) can be written in compact form as follows:

ẋi = fi(xi,x−i,ui,ωi), i = 1,2, . . . ,m, (4.9)

where the vector xi , [hs,i,Tz,i,Td,i,Tw,i,Wz,i,Cc,i]
T is the state of the subsystem Si; ui = [v f ,i,mr,i]

T are

the constrained control signals; ωi , [Qload,i,Mload,i,Cload,i]
T denote the load variables of room i; and
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x−i concatenate the states of all subsystems S j ( j ∈ V) of the subsystem Si, i.e., x−i = (. . . ,x j, . . .). The

functions fi(xi,x−i,ui,ωi) (i = 1,2, . . . ,m) are expressed as follows:

fi(xi,x−i,ui,ωi) =



α2,iA2,i(Tw,i−
Td,i+Ts,i

2 )+h f gρv f ,i(Wmix−
hs,i−CaTs,i

h f g
)+Caρv f ,i(Td,i−Ts,i)

ρVh2,i

∑
m
j=1

Tz, j−Tz,i
Ri j

+
T0−Tz,i

Ri
+Caρv f ,i(Ts,i−Tz,i)+Qload,i

CaρVi

Caρv f ,i(Tmix−Td,i)+α1,iA1,i(Tw,i−
Tm+Td,i

2 )
CaρVh1,i

α1,iA1,i(
Tmix+Td,i

2 −Tw,i)+α2,iA2,i(
Td,i+Ts,i

2 −Tw,i)−(hr2,i−hr1,i)mr,i
Cw,iρw,iVw,i

ρv f ,i(
hs,i−CaTs,i

h f g
−Wz,i)+Mload,i

ρVi

(kPv f ,i+kI
∫ TI

0 v f ,ids)(Cs,i−Cc,i)+Gi·Occpi
Vi


. (4.10)

4.3.3 Simplified energy models of an ME A/C system

The power consumers of the ME A/C system include the dampers, condenser fan, compressor, and DX

cooling coils. The power to drive the dampers is assumed to be negligible. The condenser fan power

Pcon is approximated as a second-order polynomial function of the total mass flow rate of refrigerant

(mr = ∑
m
i=1 mr,i) driven by the fan

Pcon = c0 + c1mr + c2m2
r , (4.11)

where the coefficients c0, c1 and c2 are given in Table 2.1.

The power consumption of the evaporator fans is calculated as follows:

Peva =
m

∑
i=1

(a0 +a1v f ,i,+a2v2
f ,i +a3Ts,i +a4T 2

s,i +a5Qc,i +a6Q2
c,i +a7v f ,iTs,i+

a8v f ,iQc,i +a9Ts,iQc,i),

(4.12)

where the coefficients ai (i = 0,1, . . . ,9) are also listed in Table 2.1. Qc,i is the summation of the

sensible and latent heat loads of room i.

The power consumption of the compressor Pcomp is expressed by

Pcomp =
m

∑
i=1

mr,i(hr2,i−hr1,i)

η
, (4.13)

where η is the combined total efficiency of the compressor (known parameters).

The total electric power consumption of the ME A/C system is expressed in (3.22).
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4.3.4 PMV index

The details of the PMV index are described in 3.3.3. In this chapter, the researcher considers multi-

zones’ thermal comfort and air quality. Based on the equation in (4.6), the metabolic rate of room i

denoted by Mri under a steady state of the CO2 concentration in room i can be rewritten as follows

[92]:

Mi =
λ

Occpi
(kPv f ,i + kI

∫ TI

0
v f ,ids)(Cc,i−Cs,i), i = 1,2, . . . ,m.

If PMVi denotes the thermal comfort and IAQ indicator of room i, the PMVi is then the function of

the following variables

PMVi = gi(Tz,i,Wz,i,Cc,i,v f ,i, Icl,Tr), i = 1,2, . . . ,m. (4.14)

4.3.5 Constraints

The ME A/C system is subject to IAQ, thermal comfort and cooling operational constraints. Most of

the constraints of each room should be satisfied in (C1)-(C3), (C6), (C8)-(C9) and the other constraints

are listed below.

(C10) δ ∈ [δ ,δ ). Both upper and lower bounds limit the ratio of the outside fresh air entering the

system.

(C11) ∑
m
i=1 v f ,iTs,i ≤ ∑

m
i=1 v f ,iTm, ∑

m
i=1 v f ,iWs,i ≤ ∑

m
i=1 v f ,iWm, i = 1,2, . . . ,m. The mixed air tempera-

ture and moisture content after each DX evaporator can only decrease.

(C12) Td,i ≤ Tm, Tw,i ≤ Td,i, Ws,i ≤Wm, i = 1,2, . . . ,m. The mixed air temperature and moisture content

after each DX dry-cooling and wet-cooling region can only decrease.

The constraints in (C1)-(C3), (C6), (C8)-(C12) can be compactly written as

xi ∈ X, ui ∈ U, h3,i(xi,ui)≤ 0, h4,i(xi)≤ 0 and PMVi ∈ F, i = 1,2, . . . ,m. (4.15)

where X, U, P and F are bounded sets. The functions h3,i(xi,ui) and h4,i(xi) correspond to the

constraints in (C11) and (C12), respectively.
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4.4 CONTROLLER DESIGN

To facilitate the description of the hierarchical distributed control algorithm for the nonlinear systems

(4.9), the notation u will be defined for the upper-layer control while l will be defined for the lower-layer

MPC. The researcher will also abbreviate the upper-layer open loop optimal controller to UOPC, and

the lower-layer DMPC for one of room i as LDMPCi for short. tu
k represents the sampling time instant

of the UOPC, and t l
k denotes that of the lower-lower DMPCs; define c(k,q), kN +q, where N is a

positive integer number corresponding to the number of sampling instants of LMPC between two

sampling instants of UOPC; tu
k , t l

k,0; δ u , tu
k+1− tu

k , δ l , t l
k+1− t l

k represent the sampling period of

the UOPC and LDMPC, respectively; δ u = Mδ l . T l represents the prediction horizon of the LDMPC

that satisfies T u ≥ T l +δ u.

Throughout the rest of this chapter, the researcher defines the long-term scale horizon as [0,Ku], and

Ku = nδ u (n ∈ N+).

4.4.1 Upper level: Steady state optimization problem

In reality, each zone has desired CO2 concentration, relative humidity and air temperature, the trajectory

references of which are determined by users. The aims of the upper layer considered in this chapter

are to minimize the total electricity bills in the building, which consist of demand and energy costs

under a TOU rate structure, and provide optimal reference points of air temperature, relative humidity

and CO2 concentration for each zone in the lower layer. More specifically, the following centralized

steady-state optimization problem is considered

x∗(tu
k ) =arg minx(tu

k ),u(t
u
k )

( m

∑
i=1

[w1

n

∑
k=1

(
Ec(tu

k )Ptot,i(tu
k )δ

u)
︸ ︷︷ ︸

energy cost

+w2(Dc(tu
k )max1≤k≤n

{
Ptot,i(tu

k )
}
)
]︸ ︷︷ ︸

demand cost

)
,

(4.16a)

subject to the following constraints:

fi(xi(tu
k ),x−i(tu

k ),ui(tu
k ),ωi(tu

k )) = 0, i = 1,2, . . . ,m, (4.16b)

|PMVi(tu
k )| ≤ β , i = 1,2, . . . ,m, (4.16c)
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xi(tu
k ) ∈ Xi, ui(tu

k ) ∈ Ui, h3,i(xi(tu
k ),ui(tu

k ))≤ 0, h4,i(xi(tu
k ))≤ 0, tu

k ∈ [0,Ku], i = 1,2, . . . ,m,

(4.16d)

where x(tu
k ) = [x1(tu

k ), . . . ,xm(tu
k )]

T is the system state vector and u(tu
k ) = [u1(tu

k ), . . . ,um(tu
k )]

T is the

control input vector. The total energy consumption Ptot for the ME A/C system is expressed in (3.22)

and the PMV function is expressed in (4.14). The parameter β is the comfort bound of the PMV index.

Ec(tu
k ) is the TOU electricity energy charge rate at time step tu

k , and Dc(tu
k ) is the demand charge rate at

time step tu
k . wi (i = 1,2) represent the weighting factors and fi(xi(tu

k ),x−i(tu
k ),ui(tu

k ),ωi(tu
k )) are given

in (4.10). x∗(tu
k ) denotes a global optimal solution of the optimization problem (4.16).

Before studying the distributed steady state optimization problem, the researcher makes an assumption

on the system model.

Assumption 4.1 The optimal problem (4.16) admits a solution, of which the steady state of CO2

concentration, relative humidity and air temperature for each zone are almost the same.

This assumption is valid in many practical situations where different zones serve the same functions

and purposes, such as in an office environment; the comfort requirements are subject to the same

standards, ambient conditions and energy regulatory and pricing structure; therefore, they are normally

the same.

Secondly, under a steady state, the total heat gain from neighboring zones is sometimes less dominant

compared with that from the outside heat gain plus the indoor heat gain in every zone. As reported

[92], the TOU rate structure is also the main factor to dominate the steady state optimization solutions.

Therefore, in the optimization problem (4.16), one can ignore the interaction terms Σm
j=1, j 6=i

Tz, j−Tz,i
Ri j

in

(4.1) or Σm
j=1, j 6=i

Tz, j−Tz,i
Ri j

in (4.16b). A simplified optimization problem (4.17) can be formulated for one

zone i only as follows:

xr
i (t

u
k ) =arg minxi(tu

k ),ui(tu
k )

(
w1

n

∑
k=1

(
Ec(tu

k )Ptot,i(tu
k )δ

u)
︸ ︷︷ ︸

energy cost

+w2(Dc(tu
k )max1≤k≤n

{
Ptot,i(tu

k )
}
)︸ ︷︷ ︸

demand cost

)
,

(4.17a)

subject to the following constraints:

f̃i(xi(tu
k ),ui(tu

k ),ωi(tu
k )) = 0, (4.17b)
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|PMVi(tu
k )| ≤ β , (4.17c)

xi(tu
k ) ∈ Xi, ui(tu

k ) ∈ Ui, h3,i(xi(tu
k ),ui(tu

k ))≤ 0, h4,i(xi(tu
k ))≤ 0, tu

k ∈ [0,Ku], (4.17d)

where xr
i (t

u
k ) is a local optimal solution, and i means that the optimization problem (4.17) only needs

the measurement information from room i. Here, f̃i(xi,ui,ωi) can be described by

f̃i(xi,ui,ωi) =



α2,iA2,i(Tw,i−
Td,i+Ts,i

2 )+h f gρv f ,i(Wmix−
hs,i−CaTs,i

h f g
)+Caρv f ,i(Td,i−Ts,i)

ρVh2,i
T0−Tz,i

Ri
+Caρv f ,i(Ts,i−Tz,i)+Qload,i

CaρVi

Caρv f ,i(Tmix−Td,i)+α1,iA1,i(Tw,i−
Tm+Td,i

2 )
CaρVh1,i

α1,iA1,i(
Tmix+Td,i

2 −Tw,i)+α2,iA2,i(
Td,i+Ts,i

2 −Tw,i)−(hr2,i−hr1,i)mr,i
Cw,iρw,iVw,i

ρv f ,i(
hs,i−CaTs,i

h f g
−Wz,i)+Mload,i

ρVi

(kPv f ,i+kI
∫ TI

0 v f ,ids)(Cs,i−Cc,i)+Gi·Occpi
Vi


. (4.18)

The researcher has five important remarks to make on the optimization problem (4.16a).

• In (4.17a), the term regarding the end-user services contains two parts, i.e., the energy cost of

the multi-zone building’s ME A/C system given by ∑
n
k=1
[
Ec(tu

k )Ptot,i(tu
k )δ

u
]

(weighted by w1)

aims to minimize energy cost; the peak demand Dc(tu
k )max1≤k≤n

{
Ptot,i(tu

k )
}

(weighted by w2)

aims to reduce demand cost.

• The weighting factors w1,w2, which are determined by users, are to balance the two objectives.

Specifically, if preferring more demand reduction, they can increase w2 and decrease w1 and

vice versa.

• It can be seen in (4.17a) that the energy and demand charge rates Ec(tu
k ) and Dc(tu

k ) depend

on the TOU price policy. The rate structures are determined by utilities for various tuples of

customers. For some rate plans, customers have the flexibility to choose peak periods so that

they can save energy cost by optimizing the energy use during specific time periods.

• This steady state optimization problem is different from that in previous studies [115, 92]. In

[115], an open loop optimal control algorithm was proposed to minimize energy consumption by

setting air temperature, relative humidity and CO2 concentration. In [92], an open loop steady

state optimal control algorithm is designed to optimize air temperature, relative humidity and

CO2 concentration references, which could be time-varying to minimize energy cost and the
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PMV index in possible. This chapter reaches the same conclusions as [92] in scheduling the

time-varying reference setpoints.

• The optimal solution applies to one zone, and the resulting reference setpoints are then com-

municated to the whole network through connecting neighbors. Therefore, the scheduling is

implementable in a distributed manner.

Fig. 4.2 is a architecture on how to implement the proposed control strategy.

The ADSMS is a hierarchical distributed way that aims at achieving energy and cost savings in ME

A/C operations without compromising occupancy comfort levels. The information communication for

the simplified ADSMS is illustrated in Fig. 4.2. The idea here is to consider comfort as a service for

occupancies, which is provided by the ME A/C system. The zones (using zone modules (ZMs)) are

where the people seeking this service (called a token), and a distribution system operator (DSO) is

the service provider (called as provider). There are four steps in the ADSMS that are explained in the

following.

• Master: The DSO collects one room’s measurement information (cooling and pollutant loads,

weather and occupancy), computes and transmits optimal reference signals to this zone by a

communication network.

• Slave: The neighboring zones receive communication information using numerous ZMs from the

driving system. Then its neighbouring zones then communicate to whole zones by connecting

neighbors. This way can easily be applied in engineering and reduce communication cost or

sources.

• Token requests: The main aim of the ZM is to run an MPC using forecast information (weather

condition, occupancy and cooling and pollutant loads) plus sensor readings (temperature and

humidity, thermostat and CO2 sensors) to compute the minimal energy consumption and cost

required without breaching the comfort ranges.

• Coordination: After each room receives communication information, each DX unit employs

a DMPC algorithm to optimise the transient process to reach the IAQ and thermal comfort
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Closed-loop 

distributed control

Steady state 

distributed control

Neighborhood iS

Distribution 
System Operator 

(DSO)

Zone

Figure 4.2. Autonomous demand-side management scheduling architecture.

demands while minimizing energy consumption and costs.

Remark 4.3 For ease of implementation, the min-max problem in (4.17a) is converted into the

following standard NLP so that it can be conveniently solved by the Matlab built-in functions. A new

variable zP,i is introduced to denote the peak demand of the day for zone i as following:

zP,i = max1≤k≤n
{

Ptot,i(tu
k )}. (4.19)

By simplifying the objective to the form in Eq. (4.20), the optimization problem in (4.17a) can be

rewritten as follows:

min
(
w1

n

∑
k=1

Ec(tu
k )Ptot,i(tu

k )δ
u +w2Dc(tu

k )zP,i
)
. (4.20)

4.4.2 Lower level: DMPC

In brief, the aim is to design the tracking rule ui(tu
k ) (i ∈N) in a distributed way such that the systems

(4.9) can reach their time-varying trajectory references according to the changing environment during

the day, which are the optimal solutions to the optimization problem (4.17).

The UOPC transmits the reference signals, xr(s; tu
k ) = [xr

1(s; tu
k ), . . . ,x

r
m(s; tu

k )]
T ,ur(s; tu

k ) = [ur
1(s; tu

k ),

. . . ,ur
m(s; tu

k )]
T ,T r

s,i(s; tu
k ),δ (s; tu

k ), to the LDMPC for s ∈ [tu
k , t

u
(k+1)), i = 1,2, . . . ,m. Here, xr(tu

k ) ,

xr(tu
k ; tu

k ). In the lower layer, the MIMO DMPC controllers are designed to drive multi-zone buildings’
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ME A/C system to track their time-varying trajectory references, which are calculated by the UOPC.

The linearized dynamics of the subsystem Si around their trajectory references at the sampling time

instant t l
c(k,q) can be written as below. In (4.21), the interacting terms in non-neighboring zones are

ignored owing to the definition of neighbors in (4.8). δ ẋi(s) = Aii(t l
c(k,q))δxi(s)+∑ j∈Vi Ai j(t l

c(k,q))δx j(s)+Bi(t l
c(k,q))δui(s),

yi(s) =Ciiδxi(s)+ y0
i (s), s ∈ [t l

c(k,q), t
l
c(k+1,q)),

(4.21)

where Aii(t l
c(k,q)) =

∂ fi
∂xi

(xr
i (t

l
c(k,q)),u

r
i (t

l
c(k,q))), Ai j(t l

c(k,q)) =
∂ fi
∂x j

(xr
i (t

l
c(k,q)),u

r
i (t

l
c(k,q))), Bi(t l

c(k,q)) =

∂ fi
∂ui

(xr
i (t

l
c(k,q)),u

r
i (t

l
c(k,q))) for j ∈ Vi. δxi and δui are respectively the deviations of the state and input

vectors from their trajectory references of the subsystem Si; yi = [Tz,i,Wz,i,Cc,i]
T are the original output

variables and yr
i = [T r

z,i,W
r
z,i,C

r
c,i]

T are the trajectory references of the subsystem Si.

The predicted linearized dynamics of the subsystem Si can be written as follows:
δ ẋp

i (s; t l
c(k,q)) = Aii(s; t l

c(k,q))δxp
i (s; t l

c(k,q))+∑ j∈Vi Ai j(t l
c(k,q))δ x̂ j(s; t l

c(k,q))+

Bi(s; t l
c(k,q))δup

i (s; t l
c(k,q)),

yp
i (s; t l

c(k,q)) =Ciiδxp
i (s; t l

c(k,q))+ yr
i (s; tu

k ), s ∈ [t l
c(k,q), t

l
c(k,q)+T l), i = 1,2, . . . ,m,

(4.22)

where δxp
i (s; t l

c(k,q)), δup
i (s; t l

c(k,q)) and yp
i (s; t l

c(k,q)) are the predicted state, input and output trajectories

at time step t l
c(k,q), δ x̂ j(s; t l

c(k,q)) is the assumed state sequence of Si at time step t l
c(k,q).

The MIMO MPC algorithm is designed for the lower-layer controllers to minimize the optimization

objective after reaching trajectory references as well as to handle external disturbances to the building

and to compensate for the model mismatch. Let

δup
i (s; t l

c(k,q)) =− ∑
j∈Vi

K j(s; t l
c(k,q))δ x̂ j(s; t l

c(k,q))+ vp
i (s; t l

c(k,q)), i = 1,2, . . . ,m, (4.23)

where vi(s; t l
c(k,q)) is a new input variable for zone i, (4.22) can be then converted to (4.24) as fol-

lows: δ ẋp
i (s; t l

c(k,q)) = Aii(s; t l
c(k,q))δxp

i (s; t l
c(k,q))+Bi(t l

c(k,q))v
p
i (s; t l

c(k,q)),

yp
i (s; t l

c(k,q)) =Ciiδxp
i (s; t l

c(k,q))+ yr
i (s; tu

k ), s ∈ [t l
c(k,q), t

l
c(k,q)+T l), i = 1,2, . . . ,m.

(4.24)

Many standard approaches exist in [86, 88] for the system (4.24), which depends entirely on one zone

i. In this study, the researcher uses previous results achieved in [92] in the MPC design, then the

proposed optimization objective is given by

minvp
i (s;t l

c(k,q))
Jl

i =
∫ t l

c(k,q)+T l

t l
c(k,q)

(
∥∥yp

i (s; t l
c(k,q))− yr

i (s; tu
k )
∥∥2

Qi
+
∥∥vp

i (s; t l
c(k,q))

∥∥2
Ri

)
ds

+
∥∥yp

i (t
l
c(k,q)+T l; t l

c(k,q))− yr
i (t

l
c(k,q)+T l)

∥∥2
Pi
, i = 1,2, . . . ,m,

(4.25a)
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subject to:

δ ẋp
i (s; t l

c(k,q)) =Aii(s; t l
c(k,q))δxp

i (s; t l
c(k,q))+Bi(s; t l

c(k,q))v
p
i (s; t l

c(k,q)), i = 1,2, . . . ,m, (4.25b)

yp
i (s; t l

c(k,q)) =Ciiδxp
i (s; t l

c(k,q))+ yr
i (s; tu

k ), s ∈ [t l
c(k,q), t

l
c(k,q)+T l), i = 1,2, . . . ,m, (4.25c)

xp
i (s; t l

c(k,q)) ∈ X, vp
i (s; t l

c(k,q)) ∈ V, s ∈ [t l
c(k,q), t

l
c(k,q)+T l], i = 1,2, . . . ,m, (4.25d)

where the controllers δup
i (s; t l

c(k,q)) obtained are distributed. Qi, Ri, Pi are the weighting matrix, V is

the bounded set of the new input variable vi. The convergence for the above finite horizon periodic

MPC optimization problem (4.25) can be proved by the results in [125, 126].

4.4.3 Algorithm

The implementation strategy of the proposed AHDC algorithms for a multi-zone building’s ME A/C

system is summarized as follows:

The upper layer distributed steady state optimization algorithm can be solved by the standard NLP

algorithm (3.34) in Chapter 3.

The lower layer DMPC algorithm can be given below.

1) At sampling time instant tu
k , k = 0,1, . . . ,n, UOPC receives each local neighbor measurement

information.

2) UOPC computes the state trajectory xr(tu
k ) = [xr

1(t
u
k ), . . . ,x

r
m(t

u
k )]

T , s ∈ [tu
k , t

u
k +T u) and its corre-

sponding control input trajectory ur = [ur
1(t

u
k ), . . . ,u

r
m(t

u
k )], s ∈ [tu

k , t
u
k +T u), which are transmitted to

LDMPC, to obtain linearized systems (4.24).

3) At sampling time instant t l
c(k,q), LDMPCi receives the state measurement xi(t l

c(k,q)) and x−i(s, t l
c(k,q))

from its neighbors, gives an initial point xi(0) (k = q = 0) and computes the optimal control input

v∗i (s; t l
c(k,q)) of the optimization problems (4.25) over the prediction horizon [t l

c(k,q), t
l
c(k,q)+T l].

4) The first solution v∗i (s; t l
c(k,q)) is used through (4.23) to update δup

i (s; t l
c(k,q)) as the initial condition

over the next prediction horizon [t l
c(k,q+1), t

l
c(k,q)+δ l].
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5) If 0≤ q < M, q = q+1 and go to 3); else k = k+1, q = 0 and go to 1).

4.5 CASE STUDY

In this section, a six-room model is used to test the performance of the proposed AHDC strategy in

special climate conditions in Cape Town, South Africa. The simulations are conducted during normal

operation of an office building with normal occupancy. The six rooms are connected and the undirected

graph is G = {V,A} where V = {1,2,3,4,5,6} and ε0 = 5. R12 = R21 = R23 = R32 = R34 = R43 =

R45 = R54 = R56 = R65 = R61 = R16 = 4 < ε0, R13 = R31 = R24 = R42 = R35 = R53 = R46 = R64 =

R51 = R15 = R62 = R26 = 8 > ε0, R14 = R41 = R25 = R52 = R36 = R63 = 12 > ε0, then the neighbors

of zone i are shown in Table 4.1. It can be verified that the network is connected.

Table 4.1. The neighborhood definition of zones

Room (i) Neighbors (Vi) Room (i) Neighbors (Vi)

1 2,6 2 1,3

3 2,4 4 3,5

5 4,6 6 5,1

4.5.1 Parameter selection

The volume of each room is 77 m3. The model parameters of the ME A/C system are given in Table 2.2,

taken from [103]. Ri j =4◦C/kW and Ri=15◦C/kW. The coefficients of the power consumption for the

condenser (4.11) and evaporators (4.12) are calibrated through the regression analysis of the available

measured data reported in [116], which are depicted in Table 2.1. It is supposed that the combined

total efficiency of the compressor is η = 0.85. Each room has a window with an area of 4 m2. For the

proposed AHDC strategy considered below, the system variable constraints of each room are given by

bounds in Tables 4.2, and this study constrains the PMV index of each room in the range of [−0.5,0.5],

which refers to an international standard, to guarantee that the ME A/C system is able to control both

the IAQ and thermal comfort of each room within the required ranges for occupants. The weighting

factors of the upper layer optimization objective are defined as w1 = 1, w2 = 1. The matrix Qi, Ri, Pi

are selected as an identity matrix. In the previous study [92], the simulation results illustrated that the
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Table 4.2. Values of system constraints.

Notations Values Notations Values

T s,i 22 ◦C T s,i 10 ◦C

T z,i 26 ◦C T z,i 22 ◦C

T d,i 22 ◦C T d,i 10 ◦C

T w,i 22 ◦C T w,i 8 ◦C

W z,i 12.3/1000 kg/kg W z,i 9.85/1000 kg/kg

Cc,i 800 ppm Cc,i 650 ppm

W s,i 9.85/1000 kg/kg W s,i 7.85/1000 kg/kg

v f ,i 0.8 m3/s v f ,i 0 m3/s

mr,i 0.11 kg/s mr,i 0 kg/s

hs,i 46.3 kJ/kg hs,i 27.3 kJ/kg

β 0.5

open loop optimal controller and the MIMO MPC strategies are not sensitive to the system parameters

A1 and A2 of a single-zone DX A/C system within any ranges of [aA0,bA0] where 0 ≤ a,b ≤ 1 and

a≤ b. This result can be extended to the multi-zone building’s ME A/C system. Hence, A1,i = 0.15A0,i

and A2,i = 0.85A0,i, i ∈ V are chosen in this chapter.

Since the outside air temperature, relative humidity and radiation determine zones’ thermal comfort

and IAQ, the data would be exacted better. However, the data cannot be predicted accurately, while

the LMPC is capable of dealing with the uncertainty disturbance rejection. The simulation time runs

from 0:00 to 23:59. The outside air temperature and relative humidity information are obtained from a

meteorological station located in Cape Town, South Africa. The predicted ambient air temperature and

relative humidity profiles over a 24-hour period are plotted in Fig. 3.5(a). The predicted solar radiative

heat flux density profiles over a 24-hour period are shown in Fig. 3.5(b). The estimation of the external

sensible heat load of each room over a 24-hour period is depicted in Fig. 3.6(b). The certainty internal

sensible heat load, latent heat load and the CO2 pollutant load of six rooms over a 24-hour period are

predicted in Fig. 4.3. The values of Fig.4.3 at every hour are also commensurately quantized. Though

the data cannot be exactly predicted and estimated, the robust DMPC is employed and capable of

handling the prediction errors.
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Figure 4.3. Profiles of the forecast certainty sensible heat, certainty moisture heat and CO2 pollutant

loads over a 24-hour period.

It is assumed that multi-zone building’s ME A/C system operates according to the TOU rate plan, as

shown in Table 4.3. It can be seen from the table that there is a big difference in the demand charges

from peak hours to non-peak hours. Energy cost savings can be expected if significant amounts of

peak energy consumption are shifted to non-peak hours.

Table 4.3. Time-of-use electricity rates.

Summer Period Energy charge ($/kWh) Demand charge ($/kWh)

Peak 12:00-18:00 0.20538 11.889

Standard 08:00-12:00, 18:00-21:00 0.05948 2.352

Off-Peak 21:00-08:00 0.03558 1.007

4.5.2 Comparison of optimal scheduling control strategies

To demonstrate the performance of the proposed AHDC, comparisons with other control strategies are

studied here to schedule the operation of the ME A/C system. The first approach is a DMPC algorithm

based on the given setpoints of a zone’s CO2 concentration, relative humidity and air temperature,

aiming at energy consumption in [115], referred as S1. The second method is the DMPC algorithm

based on energy cost and the value of the PMV index minimization reported in [92], referred as S2.

The proposed control scheme is the DMPC algorithm based on demand charge and energy costs

minimization, referred to as S3. To simplify the comparison study among the three strategies, the

multi-zone building’s ME A/C system operation profiles are generated by the NLP algorithm with

the same outside and inside conditions. The control parameters are listed below: The sampling time
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∆ = 2 min is used to discretize the dynamic model of the ME A/C system. The predictive horizon

for the DMPC algorithm in the lower layer is set as N = 15; the sampling periods of the UOPC and

LMPCi are 1 h and 2 min, respectively. Total simulation time is K = 24 hours. Table 4.4 summarizes

the combinations of the optimizations and strategies of the three scenarios studied. The simulation test

results for the three scenarios are given in Section 4.5.3.

Table 4.4. Comparison of different control strategies.

Scenarios Upper layer optimization Low layer control Setpoint DR action

S1 Energy consumption DMPC Given

S2 Energy cost+PMV DMPC Autonomous

S3 Energy cost+demand cost DMPC Autonomous X

4.5.3 Simulation test for proposed control strategy

The performance of the three scenarios is compared by MATLAB simulations with historical weather

data for a special day. Fig. 4.4 shows the time-varying steady state profiles of each room’s air

temperature, relative humidity and CO2 concentration, which can be obtained by solving the distributed

coordination steady state optimization problem (4.17) and the centralized steady state optimization

problem (4.16). It can be observed from Fig. 4.4 that the distributed steady state is close to the

centralized steady states of each room, and their deviations are small and can be accepted by occupants

(Assumption 1 is valid). Therefore, the proposed scheduling is effective.
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Figure 4.4. The steady state profiles in each room under the distributed and centralized optimal

controllers.
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The tracking reference points of air temperature for each room with the three control approaches are

illustrated in Fig. 4.5 over a 24-hour period. The tracking reference points of relative humidity for

each room with the three control approaches are depicted in Fig. 4.6 over a 24-hour period. The

tracking reference points of CO2 concentration for each room with the three control approaches are

shown in Fig. 4.7. Figs. 4.5-4.7 also show that the optimized reference points are adaptively and

automatically preprogrammed by adopted scenarios S2 and S3. One observes that the air temperature,

relative humidity and CO2 concentration of each room are tracked by the proposed control strategy

and maintain their time-varying reference points. It can also be seen from Figs. 4.5-4.7 that the

time-varying reference points of air temperature, relative humidity and CO2 concentration of each

room with scenarios S2 and S3 are tallish during standard hours. The reason is that scenarios S2 and S3

automatically adjust their reference points upward during standard hours because of the TOU energy

price policy and DR action, respectively, such that energy consumption and cost are minimized while

both IAQ and thermal comfort are maintained at acceptable ranges. The pre-cooling and pre-decreasing

CO2 contaminant concentration automatically starts in the morning simultaneously. This is because

the energy costs for operating a multi-zone building’s ME A/C system during off-peak hours are lower

than in other periods. In the morning, the time-varying reference points of CO2 concentration, relative

humidity and air temperature for each room are kept at the lower bounds of the comfort regions to store

cooling and lower CO2 contaminant concentration until the peak hours. As soon as the peak hours start,

the reference points increase to the upper bounds, hence reducing the peak demand in the afternoon by

taking DR action. After more cooling and pollutant loads occur simultaneously during peak hours, the

reference points are automatically set higher to turn off the cooling and increase the CO2 contaminant

concentration. One also observes that the time-varying reference points of CO2 concentration, relative

humidity and air temperature for each room are always maintained at comfort levels over a 24-hour

period with the proposed control strategy. It is furthermore clear that after reaching their reference

points, the proposed controllers maintain the reference points with small variation ranges. Therefore,

the proposed control strategy is capable of handling the changing cooling and pollutant loads and

weather conditions over a 24-hour period and maintaining both thermal comfort and IAQ at acceptable

levels.

To show the advantage of the proposed AHDC strategy over the other two control strategies in shifting

demands from peak periods to non-peak periods, the power consumption under different time periods

for the three control strategies is shown in Fig. 4.8. The total energy consumption and cost for the

multi-zone building’s ME A/C system under the three control strategies are depicted in Table 4.5.
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Figure 4.5. Each zone’s temperature profile for a 24-hour period.

It can be seen from Table 4.5 that with control strategies S2 and S3, more energy consumption and

costs can be saved in comparison with control strategy S1. The reason is that the CO2 concentration,

relative humidity and air temperature reference points of each room are adaptively and optimally

preprogrammed under control strategies S2 and S3. It can be observed from Fig. 4.5 that the energy

consumption with control strategies S2 and S3 is almost the same, while the energy cost is different.

This implies that the proposed control strategy S3 is capable of saving more energy costs but not

saving energy consumption in comparison with control strategy S2. It can be seen from Fig. 4.8 that

the under the proposed control strategy S3 with DR action, more energy costs are reduced during

peak hours in comparison with control strategies S1 and S2. The reason is that the proposed control

strategy S3 automatically shifts the peak demands from peak periods to non-peak periods. Meanwhile,

energy consumption with the proposed control strategy S3 is more than that with control strategy S2

during standard periods since the energy charge in standard periods is lower than that in peak periods.

Therefore, the total energy cost saving and shifting demand is achieved over a 24-hour period while

maintaining both thermal comfort and IAQ at the required levels. According to the above comparisons,
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Figure 4.6. Each zone’s relative humidity profile for a 24-hour period.

the proposed control strategy S3 thus has a lower proportion of demand cost during peak hours and

shows successful demand shifting and energy cost.

Table 4.5. Comparison of control performance.

Strategy Energy consumption (kWh) Energy cost ($)

S1 124.56 10.67

S2 80.34 6.98

S3 79.78 5.66

4.6 CONCLUSION

This chapter proposes an AHDC approach to the problem of minimizing demand and energy cost as

well as reducing communication resources, computational complexity and conservativeness simul-
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Figure 4.7. Each zone’s CO2 concentration profile for a 24-hour period.
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Figure 4.8. Energy consumption on three time periods with the three control strategies.

taneously for a multi-zone building’s ME A/C system, while maintaining both thermal comfort and

IAQ at acceptable ranges. The developed control strategy is an improvement over the current control

approaches, in which the indoor CO2 concentration, relative humidity and air temperature reference

points of each zone are adaptively and optimally preprogrammed to improve the operational profile for

the multi-zone building’s ME A/C system by minimizing the energy and demand costs. The lower-layer
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MIMO DMPC controllers steer the multi-zone building’s ME A/C system to follow and maintain

the autonomously preprogrammed references, meanwhile, the energy and demand costs are reduced

and shifted for the multi-zone building’s ME A/C system from peak hours to non-peak hours. The

simulation results show that the designed DMPC controllers optimise the transient processes reaching

the steady state. They also showed that the proposed AHDC strategy gave the distributed controllers

the ability to deal with the model parameter uncertainty of the ME A/C and time-varying weather

conditions. The proposed AHDC strategy is distributed suitably for a cluster of similar purposed

buildings, which requires less and cheaper communication resources to implement.
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This dissertation focuses on two conflicting issues of building DX A/C systems, namely energy

efficiency and indoor comfort levels, due to the contribution of long-term economic and environmental

benefits. These two conflicting issues have been completely investigated for improving them are

proposed. In particular, a hierarchical control scheme is developed to address energy efficiency

improvement and control systems taking into account of indoor CO2 concentration, relative humidity,

air temperature and the coupling effects between them as well as thermal comfort and IAQ. This

section outlines the major contributions of this thesis and a brief overview of a future research topic in

this area.

5.1 FINDINGS

In this thesis, research on investigating both the thermal comfort and IAQ of building DX A/C systems,

improving energy efficiency has been successfully undertaken and reported. The main contributions

and findings of these chapters are reflected in the following section.

For indoor comfort and energy efficiency improvement, a MIMO MPC and an energy-optimised open

loop controller scheme for the nonlinear dynamic system of a DX A/C system were designed in Chapter

2. It can be observed that the control methods can control indoor CO2 concentration, relative humidity

and air temperature to their setpoints, with small deviations. It is found that the control strategy can

effectively reduce the energy consumption and improve both IAQ and thermal comfort of a DX A/C

system. The present MPC strategy with the optimized steady state can save 1.39 kWh/day more energy

compared to conventional control strategies. It is also noted that a single room’s CO2 emissions can be

lowered by 502.28 kg per annum. This control strategy will also be suitable for residential and office

buildings using HVAC systems.
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For indoor comfort improvement and energy consumption and cost reduction, an AHC strategy,

including an open loop optimal controller and a closed-loop tracking MPC controller, was designed

in Chapter 3. Though this control strategy is motivated in Chapter 2, both controllers that have been

designed are superior to the current control strategies for a DX A/C system in terms of reducing energy

consumption and cost. The open loop optimal controller adaptively and autonomously generates

time-varying and optimal setpoints by optimizing the PMV index and the TOU time-varying electricity

structure with comfort range over a 24-hour period, for a lower-layer controller. The closed-loop MPC

controller is designed to follow the scheduled setpoints of CO2 concentration, relative humidity and air

temperature. At the same time, energy consumption and cost are minimized. It is expected that this

control strategy could be implemented in the application; the system’s parameter sensitivity analysis

showed that the proposed control scheme is not sensitive to the model parameters. According to

Chapter 3, the energy consumption and cost can be reduced by 31.38% and 33.85%, respectively, while

both thermal comfort and IAQ are maintained at acceptable levels. To this end, it can be concluded

that the AHC is a suitable control approach for controlling the DX A/C system.

Lastly, for multi-zones’ thermal comfort and IAQ and energy efficiency improvement, an AHDC

strategy was designed in Chapter 4. This control strategy included two-layer distributed controllers to

control a multi-zone building ME A/C system. The AUDC strategy has shifted demand from peaks

hours to off-peak hours by taking DR action for a multi-zone building ME A/C system. With the

AUDC strategy to autonomously and adaptively generate optimality and time-varying reference points

over a 24-hour period, more energy consumption and cost have been reduced compared with the

strategies designed in Chapters 2 and 3. It is also found that this hierarchical control method can

reduce computational complexity and conservativeness and requires less and cheaper communication

resources to implement. Though it is assumed that the multi-zones are similar in occupancies, functions

and purposes, in this way, the designed distributed scheduler and the closed-loop DMPC have been

verified by a case study to show its effectiveness.

5.2 FUTURE WORK

A number of future studies with respect to the research work in this thesis are suggested:

• For buildings using other A/C units with chilled water systems, the proposed control strategy
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can be modified to suit the need. Indoor CO2 concentration, humidity and air temperature may

be controlled simultaneously by varying the opening of the chilled water valve and the supply

fan equipped with a PI controller.

• Most DX A/C systems have been widely applied in small to medium-scale buildings. It is

assumed that the control strategies that have been developed and advanced can be used to control

a large-scale office equipped with a multi-evaporator A/C system. Then the dynamic model will

be much more complicated than that reported in Chapter 4, and the control problems will be

more difficult.

• Since many factors have an impact on the heat and mass transfer between air and refrigerant

inside the evaporator of a DX A/C system, including heat and fluid flow geometries, there is

no uniform local heat transfer rate or heat conduction along tube walls, etc. Therefore, it is

impossible to consider all these factors in physical models; however, empirical-based models

based on the training operating data method are able to find the physical parameters. It is

expected that the proposed controller may achieve high control accuracy and sensitivity for a DX

A/C system by combining both the physical-based model method and empirical-based model

training method.

• Common control strategies are used to control the nonlinear control system by the first order

approximation of the Taylor method based on linearization, which brings model derivation for

controlling a nonlinear system. It is expected that a dynamic feedback control method will solve

this problem based on feedback linearization.

• The researcher hopes that the hierarchical control method that has been developed can be tested

by experiment and reported in the future to have been applied successfully in real-time DX

air-conditioner.
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ADDENDUM A SYSTEM MATRICES

A.1 SYSTEM MATRICES

The system matrices for the DX A/C system are listed as follows:

Ac =



−2.8372 0 −1.2297 4.0669 −1959.2805 1469.4603 0

0.0039 −0.0039 0 0 0 0 11.3071

0 4.3962 −11.5218 8.1436 0 0 0

0.0314 0.0051 0.0381 −0.0763 0 0 0

−0.0015 0 −0.0007 0.0022 −1.0588 0.7941 0

0 0 0 0 0.0039 −0.0039 0.0054

0 0 0 0 0 0 −0.0013


,

Bc =



30.6267 0 0

−0.1621 0 0

225 0 0

0 −4.2254 0

0.0166 0 0

−0.00003 0 0

0 0 −0.000006


.
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