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Abstract

In the wind resource industry Computational Fluid Dynamics (CFD) has
gained widespread use to model the Atmospheric Boundary Layer (ABL).
These models primarily focus on the neutrally stratified surface layer and
ignore physical process such as buoyancy and the Coriolis force. Reduc-
tions in uncertainties of turbine suitability and energy production can be
achieved if these processes are included. The present work focuses on the
development and validation of an ABL CFD model using Monin-Obukhov
Similarity Theory (MOST) in which atmospheric stability and the Coriolis
force are included. MOST is applied to measured time series data obtained
from a commercially proposed wind farm to determine the prevalence and
impact of atmospheric stability. The analyses provide the inputs for the CFD
model. The CFD model uses the standard k — e turbulence model. To ac-
count for atmospheric stability modifications based on MOST are introduced
to the standard CFD model equations. Two MOST models modifications are
investigated. The modifications are successfully validated using the empty
domain horizontal homogeneity test of the inlet profiles. The model is there-
after applied to the complex terrain of the proposed wind farm. The models
are successfully validated by cross-prediction of the stability-dependent wind
velocity profiles between two onsite meteorological masts.
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1. Introduction

In the wind resource assessment industry knowledge about the flow prop-
erties of the atmospheric boundary layer (ABL) is important, as the wind
field is crucial to the design, suitability and performance of wind turbines.
The wind fields vary spatially due to topographical influences and ground
roughness changes. This results in significant variations in wind speed, wind
direction and turbulence intensity across a wind farm. Site-specific informa-
tion about the wind fields is obtained using on-site meteorological measure-
ment masts or synthesized mesoscale data sets. Wind flow modelling is then
used to extrapolate this information to areas on-site where no data are avail-
able. Computational Fluid Dynamics (CFD) is widely used for this applica-
tion and focuses primarily on modelling the neutrally stratified atmospheric
surface-layer. In order to reduce uncertainty in wind resource calculations it
is necessary to model the whole ABL and its physical mechanisms.

The ABL can be in three main states namely stable, neutral and unstable.
In stable conditions ambient turbulence and vertical fluxes are suppressed
by buoyancy forces. This suppression of turbulence leads to delays in wind
turbine wake recovery and can lead to increased energy losses. The lack of
vertical motion increases vertical wind shear and can lead to uneven wind tur-
bine blade loading. Unstable conditions are characterized by higher ambient
turbulence as well as an increased boundary layer height due to the vertical
motion experienced. This increases turbulence affects the turbine blade fa-
tigue loads. In a diurnal cycle stable conditions are typically seen at night
with cooler land temperatures while unstable conditions appear in day times
with elevated temperatures. Typically, non-neutral conditions dominate for
mean wind speeds lower than 15 m s™! [1] [2]. Non-neutral conditions are
thus present during the most prevalent wind speed conditions experienced
by commercial wind farms.

This work focuses on the development of a CFD model for the ABL using
a Reynolds-Averaged Navier-Stokes (RANS) model. The model must be able
to solve both neutral and non-neutral flow over a typical complex wind farm
terrain with its parameters derived from onsite time series wind data. Monin-
Obukhov Similarity Theory (MOST) is applied to measured time series data
from meteorological masts at the proposed wind farm location to understand
the effects of atmospheric stability and to obtain the characteristic values.
Modifications based on MOST are made to the standard RANS CFD model
equations to account for atmospheric stability. These modifications are tested



to be in equilibrium using an empty domain horizontal homogeneity test.
Two k — e turbulence model modifications for MOST are investigated: the
methods of Alinot and Masson [3] and the recently proposed model from
M.P. van der Laan et al. [1]. The models are applied to the wind farm
location, to understand the model accuracy in complex terrain. The model
is validated by cross predicting the velocity profiles obtained from the two
meteorological masts.

In Section 2 a description of MOST and the ABL are given along with
the corresponding assumptions. Section 3 is devoted to a review of the site
location and the wind data analysis. Section 4 contains the computational
settings and parameters of the CFD simulations, the model validation and
results are presented in Section 5, followed by a discussion in Section 6.
finally, Section 7 concludes the work presented.

2. Atmospheric boundary layer

A full description and assumptions of the ABL and MOST can be found
in the literature, e.g, Wallace and Hobbs [4] and Panofsky and Dutton [5].
For completeness of the current work a brief overview is presented here.

Considering only a neutrally stratified ABL the wind speed and temper-
ature profiles are assumed to be accurately approximated with a logarithmic
profile that reduces to zero at ground level. However, when stability is taken
into account, the profile can deviate significantly from the standard neutral
condition logarithmic profile [1] [4].

The Monin-Obukhov Length (MOL) is used to define atmospheric stabil-
ity, as given in Equation 1, where L denotes MOL, u, the frictional velocity,
Ty the ground surface temperature, K the Von Karman constant and 6, the
temperature scale. The stability is defined in five classes as reported in Ta-
ble 1 [6]. Up to seven classes exist including slightly unstable and slightly
stable, for this work these cases are absorbed into the unstable and stable
regions, respectively.
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Table 1: Monin-Obukhov Length classification for atmospheric stability [6]

Condition Monin-Obukhov Length [m]
Extremely Unstable —-100< L <0
Unstable —500 < L < —100
Neutral | L |> 500
Stable 50 < L < 500
Extremely Stable 0<L <50

A conversion is made from temperature to potential temperature 6 using
Equation 2 [4], where R is the universal gas constant, p pressure, py standard
pressure at the earth’s surface and C), specific heat. Taking the derivative of
0 with respect to z (Height above ground) allows for the stability conditions
to be easily recognized using Equation 3 [7].
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Taking thermal stratification into account and converting to potential tem-

perature, the wind speed and potential temperature profiles become
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where ¥,, and ¥; are the universal functions for wind speed and temper-
ature based on the Dyer relations [8] given by Equations 6 to 11, where 2 is
the ground roughness length. For the neutral condition these universal func-
tions are zero and recover the standard profiles. The profiles are functions
of MOL, the calculation of MOL is not straightforward and various methods
are presented in literature [9]. The method used in this work is based on a
non-linear least squares fitting of Equations 4 and 5 to the multiple measure-
ment heights on the onsite mast.
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When modelling the ABL at full scale the Coriolis force due to the earth’s
rotation must be included [7]. The force is introduced into the RANS mo-
mentum equations using a source term Sy, as defined in Equation 12. f. is
defined as the Coriolis parameter using Equation 13 with the earth’s rotation
rate Op and latitude A in geographical radians. The earth’s rotation rate
equals 7.292 x 107° rad s™' [4]. U; is the RANS velocity component along
the respective Cartesian axis. The Coriolis force causes the air to deflect
from its original path of motion and causes increasing wind veer as a func-
tion of height. Only the horizontal components are considered as the vertical
component is negligible due to the gravitational acceleration.

Sy = tifepUs (12)
f.=20gsin(A) ,  =(-1,1,0) (13)

2.1. Turbulence modelling

The wind flows considered in this work are classified as high Reynolds
number flows and are based on numerical solutions of the RANS equations.
The standard two-equation closure method for turbulence based on the k — ¢
turbulence model is utilized. The model uses the kinematic turbulent eddy
viscosity in Equation 14. The model is based on two transport equations for
turbulent kinetic energy (k) and its dissipation rate (¢), as shown respectively
in Equations 15 and 16 [10]. The model is presented in the form it appears
in ANSYS Fluent 18.1 [10].

k3/4
vy =Cp— (14)
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o and o, are the turbulent Prandtl numbers for k and e respectively with
Sk and S, user-defined source terms. p is the air density and C¢ and Cl
are model constants. G and G} represent turbulence production due to the
mean velocity gradients and buoyancy respectively [10]. The degree to which
€ is influenced by G}, is determined by the C.3 constant.

2.2. Monin-Obukhov similarity theory applied to the k — € turbulence model

Turbulence profiles generated using MOST are unbalanced with the stan-
dard k — € transport equations [1] [3]. To accurately represent non-neutral
conditions, modifications are required [3] [7]. In this work the methods of
Alinot and Masson [3] and the recently proposed model from M.P. van der
Laan et al. [1] are investigated, the models are hereafter referred to as the
AM and DTU models respectively. Full details on the models can be found
in their respective works. The AM model introduces Ce3 as a function of
the stability parameter z/L. The € inlet profile is also modified to account
for the k-equation imbalance. This method has been shown to work well for
small domains [1] [3] however it can face issues in large domains due to the
fact that the transport equation for £ is still not in equilibrium with MOST.
The DTU model uses an additional analytical source term in the k-equation
and a variable C.3. As a result the two equations of the model is in analytical
balance with MOST [1]. Table 2 indicates the model constants C, Prandtl
numbers ¢ and MOST source terms Siyo required for the AM and DTU
models as well as the standard model from Launder and Spalding (LS) [11]
and the neutral model from Sorensen [12].

Table 2: Model constants for various k& — € models for ABL flows [1] [3] [11]

k —e Model C, K Caqa Co Cs op oo 05 Skmo

LS 009 04 144 1.92 0 1 1.3 0.71 -
Sorensen 003 04 121 1.92 0 1 1.3 - -
AM 0.033 042 1.176 192 eq22 1 1.3 1 -
DTU 0.03 04 121 192 eq27 1 1.3 1 eq.23




Following the requirement that the transport equations must be in bal-
ance with the formulae used to specify the boundary conditions [13] and
substituting the neutral profiles from Equations 4 and 5, one obtains the
neutral turbulence profile Equations 17 and 18 [1].

2
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k= & (17)
e(z) = ;;,*z (18)

A similar approach can be followed for the non-neutral boundary conditions
following MOST for & [1] and using measurements of the surface turbulent
kinetic energy budget terms for € [3]. This results in

uz we 1/2
k() = & <¢—m) (19)
=) -

where 1, is based on the relation of Panofsky and Dutton [5]

and 1), is the derivative of ¥, with respect to z.

2.2.1. Model I: AM

The AM model uses the constants in Table 2 and C.3 is obtained using a
fiftth-order polynomial:

(i) () =

with the coefficients listed in Table 3. The polynomial in Equation 22 is not
a complete analytical solution but instead an approximation and is only valid
for —2.3 < z/L < 2.0 [1].



Table 3: Alinot and Masson (AM) C.3 model constants [3]

L>0 L <0
() <033 (£)>033](£)<-025 (%)>-0.25
ap  4.181 5.225 -0.0609 1.765
a;  33.994 -5.269 -33.672 17.1346
az  -442.398 5.115 -546.88 19.165
az  2368.12 -2.406 -3234.06 11.912
as  -6043.544 0.435 -9490.792 3.821
a5 5970.776 0 -11163.202 0.492

2.2.2. Model II: DTU
The DTU method involves an additional source Sk0 in the k-equation [1].

u3 (g) (¢m - we) - wh - @ 71?3/277&6_3/2fus (i> 7L <0
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employing the following stability functions:
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(25)
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Finally C.3 is determined using Equation 27.
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For the DTU model Siy0 and C are complete analytical solutions to
MOST and is valid for the entire range of z/L [1] unlike the AM model.

Following the MOST assumptions, the standard G}, formulation can be
rewritten to yield Equation 29, shown here in its potential temperature form
[1]. As before v, is the derivative of ¥, with respect to z. This expression for
Gy is commonly used in literature [14] [15]. It can be considered as the ABL
modeller’s choice because it does not require a temperature gradient which
allows MOST to be used without solving the energy equation and removes the
issue where accurate steady simulations are difficult to obtain when buoyancy
forces are present [1] [16]. In this study the MOST formulation is utilized.

guy 00 <3U)2 21y
S
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Govo = — (29)

3. Data acquisition and analysis

3.1. Site description

MOST as described in Section 2 is applied to measured time series data
from onsite meteorological masts located on a proposed wind farm location
in South Africa. The site is the study area utilized in this study and is
characterized by a hill, running East-West, at 950 m above sea level (ASL)
that drops down to 550 m ASL via steep and undulating terrain of up to
70° of inclination. Surrounding the hill the site is predominately open and
flat. Two meteorological masts are located on the hill approximately 7200 m
apart. A graphical overview of the study area can be seen in Figure 1 with
both mast locations shown, the pink and black spheres respectively shows
the locations of Mast 1 and 2. Mast 1 is the primary mast and used for
the current data analysis study. The ground cover is typical open farmland
with no major obstacles, this corresponds to a roughness height zy of 0.030 m
[17]. The digital terrain model of the site is constructed from surveyed 5 m
contour data over and around the main hill and then extended with 30 m
shuttle radar topography mission data [18] to obtain a site model of 35 km x
25 km. The x and y axes are aligned with East and North respectively. The
study area is a commercial project and not an academic field experiment,
therefor possible errors can be induced from the setup. However, the setup
is accepted in the wind resource resource industry and follows all industry
standards for a data measurement campaign [17].
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Figure 1: Overview of the study area

The masts used in this study are both 82 m tall with cup-anemometers
located at 82 m, 60 m, and 40 m. Wind vanes are installed at 80 m and 40 m
with temperature sensors at 80 m and 5 m. Pressure and relative humidity
are measured at 5 m. Measnet Sensor calibration [19] has been successfully
completed on all anemometers and wind vanes and the mast construction
conforms to current commercial standards for mast installations. The terrain
effects of the hill are expected to increase the wind z-velocity component.
This results in a y-z inflow angle at measurement heights. Well calibrated
cup-anemometers such as those used in the study are however able to capture
this change in inflow angle. Based on the Tilt Response Measurements from
the CLASSCUP study [20] the cup-anemometers were able to accurately
capture the effect from 0-10° with negligible error. The anemometers measure
mean and standard deviation. WRF (Weather Research and Forecasting)
model data from EMD [21] were also downloaded at the same location. The
model is a mesoscale numerical weather prediction system designed for both
atmospheric research and operational forecasting and generates atmospheric
simulations based on real data obtained from observations and analyses. Two
full years of data (2015-2017) are utilised in this study, with the measured
data and WRF data having resolutions of 10 minutes and 1 hour, respectively.

10



3.2. Prevalence of atmospheric stability

To determine the frequency of each stability condition, the temperature
was converted to potential temperature using Equation 2 for each reading.
Using the potential temperature gradient and the conditions in Equation 3,
the reading is classified as neutral, stable or unstable. The Monin-Obukhov
Length of each reading is calculated using the three measurement heights
for velocity to perform a non-linear least squares fit with the corresponding
stability velocity profile from Equation 4. Using the conditions in Table 1 the
data are then binned into the various classes. The results for the measured
and WRF data are shown in Table 4. The measured results show that only
11 % is spent in the neutral condition, this shows that using the standard
ABL CFD model for this site would be applicable to a very small portion of
the actual onsite conditions. Comparing the measured and WRF data there is
a negligible difference, expect for the unstable and neutral conditions, which
can attributed to the fact that these conditions are non-dominating and
statistically larger variations are present. In the two dominating conditions
(extremely unstable and stable) only a 1% difference is present, this shows
the mesoscale data are able to capture stability for the site location.

Table 4: Stability classification difference between measured and mesoscale data

Extremely Extremely

Unstable Unstable Neutral Stable Stable
Mast [%] 36 6 11 40 7
WRF [%)] 37 13 3 39 8

The data were split into 12 x 30° bins using the top wind vane, the sta-
bility rose in Figure 2 shows the sector-wise distribution of stability from the
measured data. The prevailing wind directions can be identified as sectors
120-180°. For this study sector 180° (wind direction from 165-195°) is used as
the test sector as it is one of the prevailing wind directions as well as being
located directly south of the main hill with a long upwind fetch.

11
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Figure 2: Stability rose for Mast 1

The 10 minute diurnal evolution of stability can be seen in Figure 3 based
on the measured data. The main trend is identifiable with strong (90%)
extremely unstable and unstable prevalence during daytime with stable con-
ditions dominating at night time. This diurnal cycle is used to average the
data for all of the following calculations and any mean determined is weighted
against the time it occurs during the diurnal cycle. For example, when deter-
mining statistics for the extremely stable region, the effects of the conditions
occurring in night time is weighted more heavily than the few times it oc-
curs during day time. This is done to alleviate the effects of stratification
occurring outside of its normal conditions.

12
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Figure 3: Diurnal stability classification for Mast 1

Three of the main conditions effecting turbine power performance and
suitability are: wind speed, turbulence intensity and wind shear. Turbulence
intensity is determined from anemometer data using the fraction of standard
deviation to mean wind speed [17]. Wind shear is defined in terms of a shear
exponent « as shown in Equation 30 using a power law for wind speed as
a function of height u(z) based on a reference wind speed at a fixed height
u(zref). A larger shear exponent results in a greater increase in wind speed
with height than a lower shear exponent. This equation is solved for a using
a least-squares fit with data from the three measurement heights. This was
completed for every reading to obtain the instantaneous shear exponent.

=) (80

The diurnal conditions are analyzed by assuming the central limit theo-
rem allowing the mean to be taken at each 10 minute bin of the measured
data by fitting a normal distribution at each time step. This results in the
mean 24 hour profile of the measured conditions, the resulting profiles for
turbulence intensity and shear exponent are shown in Figure 4. In the ex-
tremely unstable condition the turbulence intensity is much higher than in
any other condition. The shear results indicate that in the extremely unsta-
ble and unstable region the shear exponent is very low due to the vertical
motion of the air that limits wind profile growth, while the extremely stable
and stable conditions both show very high wind shear values as expected.
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Figure 4: Diurnal turbulence intensity and wind shear exponent

Based on the stability prevalence results it is clear that non-neutral strat-
ification is present on the site and that it influences the conditions to such an
extent that using only the standard neutral CFD model the necessary effects
would not be captured onsite.

3.3. Vertical profiles

Profiles for velocity, temperature and turbulence are calculated using the
measured data from sector 180°. Using the diurnally weighted average of
the data at each height a fixed data point for velocity, potential temperature
and MOL is calculated for each stability condition. This process yields the
results in Table 5.

Table 5: Average measured velocity, potential temperature and MOL - Sector 180°

Egﬁgi:{)elley Unstable Neutral Stable E);Ugaegeely
ugy [ms™!] 7.00 8.25 8.10 5.68 2.65
ugo [ms™!]  6.95 8.13 790  5.29 2.19
Ugo [ms™!] 6.97 7.86 7.71 4.87 1.76
Oz [K] 299.6 299.4 294.1 295.3 294.1
05 [K] 298.4 298.5 294.2 296.0 294.8
MOL [m] -5.8 -230.0 N/A 221.8 26.3
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Using Equation 4 with the corresponding stability functions in Equation 6
to 11 and the data from Table 5 in a non-linear least squares fit results in
the solution of the frictional velocity u, to be obtained such that the velocity
profile is the best fit to the data. The results for frictional velocity are shown
in Table 6 and the velocity profile results are displayed in Figure 5. The
crosses indicate the averaged data points to which the profiles are fitted. In
the extremely stable and stable condition the velocity profiles are flat, indi-
cating a high increase in windspeed as a function of height. The opposite is
true for the unstable and extremely unstable conditions where there are small
changes of velocity with height. It can also be seen that the extremely stable
condition is much more prevalent a lower wind speeds. The procedure is
repeated for potential temperature using Equation 5 with the corresponding
stability functions from Equations 6 to 11 and the data from Table 5. This
time, however, there are two unknowns, potential temperature length scale
and also ground potential temperature. The resulting profiles are shown in
Figure 6. The crosses indicate the averaged data points to which the pro-
files are fitted. The profiles are located along the temperature axis in their
expected positions with the unstable conditions occurring during the higher
daytime temperatures and stable during the cooler night-time temperatures.
The neutral condition appears vertical since during this condition the poten-
tial temperature gradient matches that of the dry adiabatic lapse rate. The
results for potential temperature length scale and ground potential temper-
ature are shown in Table 6. The density at the mast location is determined
using moist air relations for a gas obeying the ideal gas law and the diurnally
averaged pressure, relative humidity and temperature data at 5 m [22].

Table 6: Results from Mast 1 data analysis - Sector 180°

Extremely Extremely
Unstable Unstable Neutral Stable Stable
Uy [m s71] 0.361 0.332 0.308  0.181 0.040
0. K] -1.126 -0.217 0.000  0.064 0.016
0(z0) [K] 316.6 303.6 294.2  294.0 293.8
p [kg m™3] 1.082 1.082 1.101 1.097 1.103
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Figure 5: Measured velocity profiles - Sector 180°
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Figure 6: Measured potential temperature profiles - Sector 180°

The turbulence profiles for k and € are determined using Equation 19 and
20 with the frictional velocity in Table 6. The resulting profiles are presented
in Figures 7 and 8. The turbulent kinetic energy k£ has a much higher value
in the unstable conditions than that of the stable regions. This is to be
expected due to fluctuations present in this state. In the stable regions the
fluctuations are suppressed and yield the vertical profiles with a much lower
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value than that of the other conditions. The turbulent dissipation rate e
profiles highlight how the dissipation is increased close to ground level.
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Figure 7: Turbulent kinetic energy from measurements - Sector 180°
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Figure 8: Turbulent dissipation rate from measurements - Sector 180°

4. CFD simulations: Computational settings and parameters

The two MOST models presented are applied to the Fluent 18.1 RANS
model equations by user-defined functions (UDFs). The implementations are
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evaluated by their ability to maintain inlet profiles in an empty computational
domain, the test is referred to as the horizontal homogeneity test. Thereafter
they are validated using a cross prediction study using the site data described
in Section 3

4.1. User-defined functions

The Coriolis force is included as a momentum source term and is applied
in both the X and Y momentum equations in Fluent. The energy equation
is not activated for the models and Fluent therefore neglects Gy from the
turbulent transport equations. For the DTU method the S source term in
the turbulent kinetic energy transport equation includes S0 and Gypro and
it becomes

Sk = —pSkmo + 11 Grmo (31)

Sikvo and Gyyro are given by Equations 23 and 29 respectively. The velocity
has two horizontal components (u and v) and %2 is evaluated using the
Euclidean norm shown in Equation 32.

oU ou\®  [ov\?

= = - — 32

0z \/ ( 0z ) * ( 0z ) (32)
The frictional velocity in the Sy source term is not kept constant but instead
calculated by rewriting Equation 19 to obtain

uy, = CLYAR2 (w—) - (33)
g (8

m

The € source terms included in the turbulence energy dissipation rate trans-
port equation are based on modifications to the C.3 constant. Fluent by
default sets C';3 to zero. In order to reintroduce C.3 in a manner consistent
with Equation 16, S, takes the following form:

Se = Ca-CaGhy (34)
The AM is model is only valid for —2.3 < z/L < 2.0 and outside this region
S is set to 0. The height of the boundary layer must be taken into account,
above this height the inlet profiles and sources are set to the fixed value they
would attain at the boundary layer edge. The values used in this study follow
typical ABL heights. The stable boundary layer is known to be more shallow
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and is set to 600 m AGL, while the vertical motions in the unstable condition
cause an increased boundary layer height and is set to 800 m. The neutral
boundary layer is set as 1000 m AGL. For the empty domain study all of
the heights are, however, set to 1000 m AGL to not introduce any additional
gradients into the solution.

4.2. Model settings

The inflow is along the y axis, the x axis is horizontally perpendicular
to the inlet and z is the height above ground. The inlet boundary is an x-z
plane located upstream of the computational domain. The MOST profiles
for velocity and turbulence from Equations 4, 19 and 20 are used for the AM
and the DTU model inlet profiles. The neutral model uses the turbulence
profiles from Equations 17 and 18. The top boundary is an x-y plane and
is also treated as an inlet using the same profiles as the inlet. The velocity
is described in the y-direction only for both inlets. The sides are y-z planes
and use symmetry boundary conditions. The outlet is a x-z plane located
downstream of the computational domain and uses an outflow condition that
allows extrapolation of the relevant flow variables from inside the domain
onto the outlet boundary. The bottom of the domain is set to a zero-slip
wall using the method of Parente et al [23] based on the boundary conditions
of Richards and Hoxey [13].

The turbulent viscosity ratio inside Fluent is based on common industrial
internal flows and for the ABL simulation it is increased to 10. The solu-
tion algorithm uses the coupled method for pressure-velocity coupling. The
Presto (PREssure STaggering Option) is used for pressure spatial discretiza-
tion. A least squares cell-based method is used for the gradients and all
other properties adopt a second-order upwind scheme. All simulations are
performed under steady-state conditions. Air is used with standard prop-
erties, except for the site simulation where the site specific air density is
used. The simulations are considered converged when the residuals level out,
resulting in a decrease of at least five orders of magnitude.

4.3. Case 1: Empty domain

The domain considered is a rectangular cuboid with dimensions of 300 m,
10100 m and 1000 m in x, y and z, respectively. The domain is discretized
with a uniform grid in the x and y directions of 20 m. In the z direction the
ground cell height equals 0.030 m and expands using a geometric growth ratio
of 1.14 with 65 cells. The complete mesh is comprised of 492375 cells. Only
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the stability-based source terms are included in the horizontal homogeneity
tests and the Coriolis force is neglected. The models were tested using the
four non-neutral stability conditions, the neutral test is based on the model
from Sorensen [12]. The corresponding properties for MOL and frictional
velocity are listed in Table 7. A roughness length of 0.002 m is used.

4.4. Case 2: Complex terrain

The complex terrain CFD model uses the same setup, settings and co-
ordinate system as the empty domain model. The domain considered is a
rectangular cuboid with dimensions of 35300 m, 24900 m and 6000 m in x, y
and z directions, respectively. Using the wind farm contour data the domain
is discretized via a block-structured double-O grid using the ANSYS ICEM
CFD mesher. In the inner O grid the cell size is fixed to 20 m. This covers the
entire hill feature plus a 500 m boundary. The next block is located 3000 m
from this boundary. In this block the cells expand in size from 20 m to a
maximum of 50 m using a geometric growth ratio of 1.05. In the outer O grid
the cells expand in size from 50 m to a maximum of 100 m using a geometric
growth ratio of 1.1. The cells at the edges of the domain have a size of 100 m.
The z-direction is discretized using 80 vertical cells with a ground cell height
of 0.1 m and a geometric growth ratio of 1.1. The complete mesh comprises
of 24966291 cells. The meshing procedure and details are in accordance to
generally accepted industry standards [24], the grid independence study is
presented in Section 5.4. The wind farm terrain model and the mesh on the
South and West faces are shown in Figure 9. The pink and black spheres
respectively shows the locations of Mast 1 and 2. An artificial smoothing is
applied around the terrain model so that the inlet profiles can be applied on
a completely flat terrain as it removes terrain features across boundaries.
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Figure 9: Wind farm terrain model coloured using height above sea level and indicating
mesh density on South(x-z plane) and West faces(y-z plane)

The inlet profiles are obtained by applying the data analysis procedure
to a WRF mesoscale data set obtained at the inlet location, the data are
given in Table 7. The site MOL and site air density are obtained from the
measured data at Mast 1, the MOL data are given in Table 5 and the density
in Table 6. A linear interpolation function is employed to determine the MOL
used in the source terms. The function interpolates from the MOL obtained
using the WREF data at the inlet location to the MOL calculated from the
measured data at Mast 1.
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Table 7: CFD models inlet data

: Extremely Extremely
Empty Domain Unstable Unstable Neutral Stable Stable
L [m] -20.0 -200.0 N/A 200.0 20.0
u, [ms~] 0.642 0.642 0612 0424  0.424
Complex terrain
L [m] -9.0 2546  NJA 1247 21.4
U, [m s 0.373 0.374 0.144  0.141 0.065

5. CFD simulations: Validation and results

5.1. Horizontal homogeneity test

The resulting profiles at 1000 m and 10000 m downstream from the inlet
for velocity, turbulent kinetic energy and dissipation are shown graphically
in Figures 10 to 12. Table 8 and 9 give the absolute percentage error from
the inlet profile calculated at 96.8 m AGL. The neutral model shows less
than 1% error up to 10000 m for velocity with 2.44% and 4.29% for turbulent
kinetic energy and turbulent dissipation rate respectively. For the non-neural
model results the velocity profiles error induced at 5000 m is negligibly small
(< 1%). At 10000 m, however, the profiles begin to deviate more significantly
in the two extreme conditions. For k and e the same trend is seen: Analysing
the DTU k£ error at 5000 m in unstable and stable conditions the error is
7.42% and 14.87% respectively. However, in the two extreme cases this error
is increased in excess of 38%. The AM method shows close to double the
calculated errors than the DTU method in stable and unstable conditions.
Comparing the turbulence profiles at 1000 m it is noted that both models
have problems with the two extreme cases. The AM model shows difficulties
in the extremely stable case with a 29.19% error. This can attributed to the
fact that this model is only valid for z/L < 2.0 and using a MOL of 20 m,
this source is only valid up to 40 m AGL. The 10000 m velocity profiles in
Figure 10 highlight the issues with both models in the extreme cases: In
the extremely stable condition the AM velocity is artificially increasing close
to ground and in the extremely unstable conditions the DTU profile has
started to decelerate. Graphically it can be seen that in extremely unstable
conditions the profiles from both models lack the energy to sustain the high
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turbulence values and the profiles start to trail back compared to the inlet.
In the extremely stable and stable case the AM model overshoots the k — €
profiles. Both methods suffer breakdowns at 10000 m.

To match the model settings of the complex terrain model, the empty
domain horizontal homogeneity test has also been performed including the
Coriolis force and finite boundary layer height. The impact on the resulting
profile errors were negligible.

Table 8: Percentage error at 96.8 m AGL - AM

Velocity v [m s7!] 1000 m 5000 m 10000 m
Extremely Unstable  0.12 0.58 0.30

Unstable 0.06 0.06 0.42
Stable 0.14 0.01 0.98
Extremely Stable 0.33 0.95 3.39

k [m? s72] 1000 m 5000 m 10000 m
Extremely Unstable  0.46 35.50 72.26
Unstable 1.91 12.76 34.16
Stable 10.94 38.92 60.10
Extremely Stable 29.19  159.21  520.18

€ [m? s73] 1000 m 5000 m 10000 m
Extremely Unstable  10.73 24.29 67.69
Unstable 1.76 6.22 21.88
Stable 15.11 45.09 57.58

Extremely Stable 41.20  192.82  591.95
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Table 9: Percentage error at 96.8 m AGL - DTU

Velocity u

m s7]

1000 m 5000 m 10000 m

Extremely Unstable

Unstable
Stable

Extremely Stable

k [m? s72

Extremely Unstable

Unstable
Stable

Extremely Stable

€ [m? s73]

Extremely Unstable

Unstable
Stable

Extremely Stable

0.03 0.48 2.83
0.02 0.08 0.16
0.11 0.01 0.07
0.30 0.19 0.25
1000 m 5000 m 10000 m
2.50 47.85 100.00
0.47 7.42 27.78
1.42 14.87 26.97
6.22 38.75 64.22
1000 m 5000 m 10000 m
4.37 35.56 96.74
2.02 2.37 17.05
1.63 10.38 20.63
2.27 35.96 62.76
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Figure 10: Velocity. Left: 1000 m Right: 10000 m
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Figure 12: Turbulent dissipation rate. Left: 1000 m Right: 10000 m

5.2. Complex terrain model validation

Both ABL CFD models along with the stability and site data are used
to test and validate the models in a complex terrain. Using the CFD results
three transfer functions are created from the velocity magnitude at 40 m,
60 m and 82 m AGL at both mast locations. These heights correspond to
the measurement heights of the masts. The velocity transfer function I' is

defined as u
r _ Y2 cFp (35)
Up1 CFD
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where M1 and M2 denote Mast 1 and 2. Using the transfer function it is the
possible to obtain the predicted velocity at Mast 2 using Equation 36.

Upred. = I' unr1 cFD (36)
The percentage cross-prediction error is then calculated using Equation 37

Error = 100 x |uM2 Meas. — uPred.‘

UMeas. (37)

The prediction results at 82 m AGL for both models are given in Table 10.

The measured vs. predicted velocity profiles are shown in Figure 13. The

measured velocity is obtained by applying the data analysis procedure to the

data measured at mast 2. The crosses indicate the mean measured velocity

from Mast 2 and the solid line is the velocity profile fit for these points. The
circles and triangles are the predicted velocities using Equation 36.

Table 10: Mast 2 cross prediction results at 82 m

Eg;gi:{)iy Unstable Neutral Stable E}{Stsaegsly
Ueas, [M S 7.33 7.69 6.85 5.88 2.78
Upred, DTU [m s71] 7.34 8.92 380 ! 5.32 2.53
Upred, AM [m s7!] 7.28 9.09 ' 5.49 2.24
Error DTU [%] 0.08 15.97 98 50 2 9.49 9.10
Error AM [%)] 0.74 18.17 ' 6.74 19.36

! Using the neutral model - upyeq. Neutral [m s=]
2 Using the neutral model - Error Neutral [%]

The cross-prediction results show that both models were able to accu-
rately capture the two main stability conditions onsite. The model results
give an error of less than 1% in the extremely unstable condition, this con-
dition is present onsite 36 % of the time. The most dominating condition is
the stable condition which is present 40% of the time. In this condition both
models have errors of less than 10%. In the extremely stable condition at
82 m the DTU model outperformed the AM model by 10%. The profiles in
Figure 13 illustrate this as one of the shortcomings of the AM model, which
is only valid for z/L < 2 and using the mast MOL of 21.4 m this model
results in a loss of validity for heights greater than 42.8 m. This can be seen
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in the profiles by noting the small error at 40 m extremely stable compared
to the increased error it exhibits at 82 m.

Measured
— Extremely Stable
— Stable
Neutral
Extremely Unstable
Unstable

DTU

Extremely Stable
Stable

7 DTU

Extremely Unstable
v 1 O Unstable

00

B AM

Extremely Stable
Stable

Extremely Unstable
. V Unstable

<1d

ufm s‘l]

Figure 13: Predicted vs. measured wind speed profiles at Mast 2

Marginally increased errors are present for both models in the unstable
condition. The worst performing model is the neutral model with a 28.5 %
error. This high error can be attributed to the increased variance in the neu-
tral data. The neutral condition is only present for 11% of the measurement
campaign and by analysing the diurnal stability classification in Figure 3 the
neutral condition does not have a fixed period in which it occurs, instead
occurring at any time of day. There is thus higher variance in the neutral
data which causes the increased error. In order to understand the total error
a frequency weighted error is calculated. This error is weighted according to
the stability frequency classification and is determined as

Total Error = Zg;l frequenCyJ' X Errorj

Z?Zl frequency
where j indicates the five stability classes. The error is obtained from Ta-
ble 10 and the frequency is the stability frequency classification from the
measured data in Table 4. The total error is calculated as 8.55% for the
DTU model and 8.54% for the AM model. There is thus negligible differ-
ence between these two models in the total cross prediction error and both

(38)
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models have an error of less then 10% in cross prediction. From the profiles
in Figure 13 it can be seen that both models were able to accurately predict
the shape of the wind profiles. In stable conditions the high shear exponent
causes the more flattened profiles while for unstable conditions the profiles
are closer to upright as there is very little change in velocity with height.
The only condition that has an error in this regard is the extremely unstable
condition in which both models have problems predicting the complete ver-
tical profile, instead over-predicting the velocity at 42 m.

Using the CFD results and taking the inverse tangential of the z and y
velocity using Equation 39 it is possible to calculate the inflow angle experi-
enced at the mast measurement points.

Q = tan™! (@) (39)

U2

Table 11 shows the inflow angle obtained from the CFD results at 40 m above
ground level Mast 1. The largest inflow angle is less than 10° for which the
CLASSCUP study showed anemometers are able to accurately capture the
change in inflow.

Table 11: Inflow angle in degrees from CFD results at 40 m above
ground level

AM DTU
Mast 1 Mast 2 | Mast 1 Mast 2
Extremely Stable 2.97 2.01 3.25 9.67
Extremely Unstable  2.62 4.94 2.03 1.62
Stable 2.41 3.50 2.59 3.18
Unstable 2.72 2.84 2.71 3.08
Neutral 224Y 238" | N/A  N/A

1 Using the neutral model

5.8. Stability lifting/blocking effects

Non-neutral stratification can also cause lifting/blocking effects when the
windfields encounter a terrain feature like a hill [1] [16]. In neutral conditions
the wind profiles would go smoothly over the hill, in stable conditions they

28



are more likely to flow around the hill rather than over. This is due to the
buoyancy effects in the stable condition that counteract lifting. In unstable
conditions the profile rises over the hill and is more prone to continue to
rise downstream of the hill due the buoyancy effect caused by the displaced
profiles which are warmer than the surrounding air [16].

This effect is present in the CFD results. In Figure 14 the neutral velocity
streamlines over a specific hill section in the terrain are shown. The hill has
a slight opening towards the Eastern part. The streamlines are released
directly in front and perpendicular to the hill. In the neutral condition the
streamlines flowing over the hill are completely straight and smooth with no
turbulent mixing behind the hill. In Figures 15 and 16 the performance of
the DTU model in unstable and stable conditions is shown. Both models
exhibited the exact same behaviour and were accurately able to capture the
lifting and blocking effects.

ANSYS

R18.1
Academic

Figure 14: Velocity streamlines over terrain feature under neutral stratification

In stable conditions the streamlines flow around the hill towards the open-
ing instead of over. This effect causes the high wind shear values experienced
in stable conditions. The streamlines close to ground flow around instead of
up the hill. A slow moving parcel of air is thus experienced close to ground
on top of the hill, the streamlines higher above ground do flow over the hill
and where these two meet there is an increased change of velocity with height
which leads to the high wind shear values. In unstable conditions the stream-
lines go over the hill and travel onwards downstream of the hill instead of
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flowing smoothly down. This causes a turbulent mixing zone that is present
behind the hill, this zone was captured by both models. This increased tur-
bulence is the reason why in unstable conditions the turbulence intensity is
increased from the neutral and stable conditions.

ANSYS

R18.1
Academic

Figure 15: Effect of atmospheric stability on velocity streamlines - DTU model Stable

ANSYS

R18.1
Academic

Figure 16: Effect of atmospheric stability on velocity streamlines - DTU model Unstable
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5.4. Grid independence study

To ensure that the complex terrain model CEFD results are not influenced
by the mesh used, a grid independence study was performed. The 20 m
central resolution (24966291 cells) was set to 10 m and 30 m, resulting in cell
counts of 51762799 and 15028923 respectively. The fine resolution roughly
doubles the number of cells in the simulation. The change of CFD model
wind speed at mast 1 with number of cells is shown in Figure 17. Using
the 20 m resolution as reference, the variation for 10 m and 30 m is 1.3%
and 2.1% respectively. These small levels of variation are well within the
overall wind farm model uncertainty and matches well with the results from
the DTU Perdigo CFD Grid Study [24]. It can be concluded that the mesh
used in the complex terrain model produces grid independent results.

475
—¥— 40mAGL
60m AGL
—¥%— 82mAGL
45
k
k.
-
‘v
£ 425
=]
4k
3.75 . . I | I | I
15 20 25 30 35 40 45 50 55

Cells 1P

Figure 17: Effect of atmospheric stability on velocity streamlines - DTU model Unstable

6. Discussion

From the horizontal homogeneity test it can be concluded that care should
be taken in the extreme cases for both models. The models are generally pre-
sented in literature under standard non-neutral conditions, omitting the ex-
treme conditions. However, based on an unpublished study, the DTU model
author was able to accurately model the extreme cases using the EllipSys3D
CFED code. The errors reported could be due the Fluent code’s solver and
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wall functions, the author is currently in the process of testing the stability
models in other CEFD codes to understand if the errors are code specific. The
DTU model shows less error due to the fact that the model is analytically in
balance for all values of z/L, including both extreme cases. Under standard
non-neutral conditions both models perform well with the DTU model out-
performing the AM model. However, both models have trouble sustaining
profiles over large distances. ABL CFD models are known to be problematic
in flat terrain [25]. For this reason care should be taken to not use exces-
sively long upstream inlet distances, both models showed suitable profiles up
to 5000 m. From the results it can be concluded that the models can account
for atmospheric stability and that horizontal homogeneity of the profiles is
obtained.

The complex terrain results showed that both models were able to suc-
cessfully model the onsite effects of atmospheric stability. Applying the de-
veloped data analysis procedure on a WRF mesoscale data point at the inlet
and the primary mast at the centre of the site yielded accurate inputs to
the CFD model. The cross-prediction study successfully validated the ABL
model with low errors experienced in all non-neutral conditions. A total er-
ror of 8.5% was obtained for both models. The greatest errors occurred for
conditions which are non-dominant and it can be concluded that care should
be taken when analysing these conditions due the naturally increased vari-
ance in non-dominating conditions. The lifting and blocking effects known
to be caused by stratification were also found to be in accordance to those
described in literature. The difference in errors from both models are neg-
ligible and not one clear model performed better than the other. The only
major difference in cross-prediction error is in the extremely stable condition,
however, as this condition is not one of the dominating conditions using it
to decide on one model or the other is premature. Further cross prediction
studies on wind farm locations with other conditions and terrains are there-
fore required to accurately comment on which model is best. Both models
are successfully validated for modelling atmospheric stability.

7. Conclusion

This study presented an atmospheric boundary layer CFD model which
aims to describe neutral and non-neutral wind flow over complex terrain using
site-specific stability parameters. The model was successfully validated using
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a horizontal homogeneity test and a cross-prediction study from a proposed
wind farm location.

The prevalence and effect of atmospheric stability on the windfields were
determined by applying Monin-Obukhov Similarity Theory (MOST) to two
years of onsite measured time series data. The results indicated strong non-
neutral conditions with neutral conditions present for only 11% of the mea-
surement period. The data analysis method which applies MOST to mea-
sured time series data and uses the diurnally weighted average to determine
sector-wise mean conditions and profiles were developed by the authors. It
is to the best of the authors’ knowledge a novel implementation of MOST to
determine atmospheric stability and vertical profiles of velocity, temperature
and turbulence.

Two MOST models were tested, the results from both models in the hor-
izontal homogeneity test highlighted problems modelling extreme conditions
and maintaining profiles for extended distances. Both models were able to
accurately maintain profiles of velocity and turbulence up to 5000 m. In the
complex wind farm terrain study both MOST models were evaluated using
the CFD results to cross predict stability-dependent velocity profiles. Dur-
ing the two main stability conditions experienced, both models gave errors
of less than 10%. The DTU model showed it is more capable of dealing with
the extreme cases than the AM model. Using the frequency classification,
both models gave a total error of 8.5% which proves both models were suc-
cessfully able to accurately model non-neutral flows onsite. To the best of
the authors’ knowledge this study presents the first application of the DTU
model to complex terrain as well as the first comparison of the AM and DTU
models for a complex terrain.

The advantage of using the proposed ABL CFD model is the ability to
model more of the large-scale physical mechanisms of the ABL. This al-
lows greater accuracy in the design of wind farms. Using this method, the
measured stability-dependent profiles can be accurately extrapolated to any
proposed turbine location onsite. In summary, the results showed that the
implemented MOST modifications and developed methods are applicable
and reproduced the main wind flow characteristics in non-neutral flows over
complex wind farm terrains.
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