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ABSTRACT 
Extended surface areas are indispensable features for 

compact heat exchanger design. Even one of the simplest, plain-

fin-and-tube heat exchangers are still widely studied and used 

due to their relatively-easy production compared to other types 

of fin geometries. However, this simplicity only means that there 

are fewer parameters to consider, compared to those louvered 

fins for example. Those parameters are the transversal and 

longitudinal pitches between tubes, fin pitch, fin thickness, inner 

and outer tube diameters and the number of tube rows, given 

whether an optimization scheme is required to find a design 

solution. In this study, the validity of analytical and 3D 

computational fluid dynamics solutions employing the 

aforementioned parameters was investigated as a preliminary 

step to optimal heat exchanger design. The causes of differences 

between analytical approaches and the associated experimental 

solutions from previous studies were also sought via simulations. 

For this purpose, geometric parameters extracted merely from 

the Reynolds numbers used in those studies, were used to 

construct a plain-fin-and-tube heat exchanger core. Care was 

taken so as to employ air velocities remaining in the laminar 

regime traveling between the fins. It was found that the bounds 

of the experimental parameters which had been used to define 

correlations, had a significant impact on the validity of the 

analytical approach. The three-dimensional model proved to 

generate viable results with respect to already-published 

experiments. Since this study constitutes the preliminary step for 

an optimization scheme, the findings are also accompanied by an 

extensive literature review on analytical and computational 

tools. 

NOMENCLATURE 
A [m2] Area 

C [W/K] Heat capacity rate 
Cp [J/kgK] Specific heat at constant pressure 

Cr [-] Ratio of heat capacity rates, 𝐶𝑚𝑖𝑛/𝐶𝑚𝑎𝑥 
Dc [m] Fin collar diameter, 𝐷𝑜 + δ𝑓 
Dh [m] Hydraulic diameter, (4𝐴𝑐𝐿)/𝐴0 
f [-] Friction factor 

F1…F3 [-] Correlation parameters 

Gc [kg/m2s] Mass flux in the contracted area 
h [W/m2K] Convective heat transfer coefficient 

j [-] Colburn factor 

k [W/mK] Thermal conductivity 
L [m] Length of the heat exchanger 

N [-] Number of tube rows 

NTU [-] Number of transfer units 

p [Pa] Pressure 
P1…P6 [-] Correlation parameters 

Pf [m] Fin pitch 

Pl [m] Longitudinal tube pitch 
Pt [m] Transverse tube pitch 

q [W] Heat transfer 

r [m] Radius 
R [K/W] Resistance 

T [K] Temperature 

U [W/m2K] Overall heat transfer coefficient 
 

Special characters 

δf [m] Fin thickness 

Δ [-] Change 

ε [-] Effectiveness of a heat exchanger 

η [-] Fin-related efficiency 

σ [-] Contraction ratio 

 

Subscripts 

c  Contracted for area, cold for temperature 

f  fin 
fr  Frontal 

i  Inner 
o  Outer 

w  Wall  

h  Hot 
max  Maximum  

 

INTRODUCTION 
The real challenge in a heat exchanger analysis is the 

determination of the transferred heat. If the inlet and outlet 

temperatures of both hot and cold streams in a heat exchanger 

are known, the remaining computations are ideally 

straightforward [1]. If the outlet temperatures are not available, 

non-dimensional empirical correlations, communicating fluid 

properties and the exchanger characteristics can be used. Choice 

of correlation depends on the type of the heat exchanger and 

whether the streams are mixed inside their own conduits [2]. The 

heat exchanger effectiveness (ε), which is the ratio of the actual 

heat transfer rate to the maximum possible heat transfer rate, can 

be referred to as the dependent variable in this correlation. The 

independent variable in this context, yet still defined by flow, 

fluid and heat exchanger properties, is the number of transfer 

units (NTU) which is a measure of “heat transfer size” [2]. 

The plain-fin-and-tube heat exchangers have also been 

studied numerically, without the need of providing empirical 
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inputs such as correlations or coefficients. However, the results 

of published studies of this sort have also been compared to 

experimental data directly, or to correlations proven to be in 

good agreement with those data, as in [3] and [4]. They studied 

the flow formation along the conduit of a single unit volume of 

a plain-fin-heat exchanger with design parameters such as fin 

pitch, tube diameter and number of tube rows. Tutar and Akkoca 

[3] studied this volume in a time-dependent manner using three-

dimensional models. They assumed that the flow was laminar 

and they based this assumption on previous experimental 

findings [4, 5]. In [3], the computational runs focused on 

capturing the evolution of horseshoe vortices around the tubes 

and eventually their impacts on heat transfer. They also 

interpreted the pressure loss for different fin pitches and 

velocities. Their prime cases were heat exchangers with different 

tube row numbers. It was clearly shown that the horseshoe 

vortices had a significant influence on heat transfer, results of 

which were demonstrated locally. However, the unsteady 

behavior inside the computational domain was induced by 

introducing a sinusoidal velocity as the inlet boundary condition, 

and the thermal-hydraulic fluid properties were assumed 

constant. 

A singular representative heat exchanger volume was studied 

by Borrajo-Peláez et al. [6]. Their purpose was to determine the 

importance of including the flow and energy transport analysis 

of liquid stream while the gas stream was already being studied. 

They compared the results of runs with the liquid stream 

introduced only as a wall boundary condition to those with 

liquid-flow zones within tubes. The parameters chosen for 

demonstrating those two scenarios were the Reynolds number, 

fin pitch, tube diameter and fin length. It was shown that the 

choice of including or excluding the liquid stream did not 

influence the hydrodynamics results of the heat exchanger at all. 

Nusselt number comparison, on the other hand, showed a 

divergence as the fin length increased. The representative 

volume for this study included one full cross section of a tube 

and two halves of two others which were bounded by the 

symmetry boundary condition. A boundary condition at the 

outlet assigning temperature values to the flow returning due to 

recirculation was introduced by the authors via a user-defined 

function. In addition, the air properties were assumed constant. 

In this study, the analytical model by Wang et al. [7] was 

coded for plain-fin-and-tube heat exchangers, for staggered tube 

arrangement, in an iterative manner also employing an ad-hoc 

empirical effectiveness-number of transfer units relation (ε-

NTU) for single phase flows [2]. This analytical study was 

chosen because the main point is to study heat exchangers more 

compact compared to those published prior to [7] with relatively 

narrower tubes. The computational model was constructed in a 

way that its design parameters, such as fin pitch and thickness, 

tube diameter and number of rows, could be easily changed. The 

computational domain was also prepared so that, it did not 

include more than one recurring unit conduit but it was meant to 

represent the entire heat exchanger volume. Last but not least, 

the thermal conductivity, viscosity and density were 

temperature-dependent. 

 

ANALYTICAL APPROACH 
Convective heat transfer rate over a surface can be defined as 

𝑞 = ℎ𝐴(𝑇𝑤 − 𝑇𝑐) (1) 

where h is the convective heat transfer coefficient, A is the 

exposed area, Tc is the temperature of the relatively-cold stream 

and Tw is the wall temperature. If the exposed area is increased 

via placement of fins, the convective heat transfer rate expression 

becomes 

𝑞 = 𝜂𝑜ℎ𝑜𝐴𝑜(𝑇𝑤,𝑜 − 𝑇𝑐) (2) 

where ηo, ho, Ao and Tw,o are the overall finned surface efficiency, 

the convective heat transfer coefficient, the total heat transfer 

area of the finned surface, and the temperature of the fin base at 

the surface, respectively. The expressions for the efficiency and 

the transfer coefficient were adopted from the experimental 

study conducted by Wang for plain-finned tubes [8]. 

If the surface being cooled is that of a circular tube, there has 

to be conductive heat transfer through its wall, as well. One-

dimensional steady-state conductive heat transfer for a 

cylindrical wall is as follows 

𝑞 = 𝑘
2𝜋𝐿

ln⁡(𝑟𝑤/𝑟𝑖)
(𝑇𝑤,𝑜 − 𝑇𝑤,𝑖) (3) 

where k is the thermal conductivity of the wall material, L is the 

length of the tube, rw is the outer radius, ri is the internal radius 

and Tw,i, is the internal wall temperature. 

The convective heat transfer over the finless internal surface 

of the same tube could be easily tailored based on Equation (1) 

as 

𝑞 = ℎ𝑖𝐴𝑖(𝑇ℎ − 𝑇𝑤,𝑖) (4) 

where hi is the convective heat transfer coefficient at the 

relatively-hot-stream side of the heat exchanger, Ai is the area of 

the internal surface of the tube and Th is the temperature of the 

hot stream.  

 

Overall Heat Transfer Coefficient 

Equations (2)-(4) represent different paths of the same 

amount of energy. This fact can be used to obtain a simpler and 

inclusive form of expression of heat transfer. Let all three 

equations be modified in a form as follows, 

∆𝑇

𝑞
= 𝑅 (5) 

Where ΔT is the corresponding temperature difference and R is 

the corresponding thermal resistance. 

When the Equations (2)-(4) are modified accordingly and the 

sides are gathered for a summation, the equation before any 

simplification appears 

(𝑇𝑤,𝑜 − 𝑇𝑐) + (𝑇𝑤,𝑜 − 𝑇𝑤,𝑖) + (𝑇ℎ − 𝑇𝑤,𝑖)

𝑞
= 𝑅𝑜 + 𝑅𝑤 + 𝑅𝑖 

(6) 

where 𝑅𝑜 =
1

𝜂𝑜ℎ𝑜𝐴𝑜
 , 𝑅𝑤 =

ln⁡(𝑟𝑤/𝑟𝑖)

2𝜋𝑘𝐿
  and 𝑅𝑖 =

1

ℎ𝑖𝐴𝑖
. 

12th International Conference on Heat Transfer, Fluid Mechanics and Thermodynamics

1087



  

  

As a result of further simplification and modification, one 

obtains an overall heat transfer equation in a similar form of 

Equation (1) 

𝑞 = 𝑈𝐴⁡Δ𝑇  (7) 

where U is the overall heat transfer coefficient, A is the total heat 

transfer area, and ΔT is the temperature difference between two 

temperature values from the end nodes of the heat transfer path, 

namely Th and Tc. The value of the overall heat transfer 

coefficient changes depending on the choice of heat transfer side. 

However, ΔT has to remain the same. Therefore, 

𝑈𝐴 = 𝑈𝑜𝐴𝑜 = 𝑈𝑖𝐴𝑖  

For the design calculations, only the result, UA is needed, and 

for the related calculations, air-side quantities, namely Uo and Ao 

were used. Therefore Equation (7) can be expanded into a final 

form as 

𝑞 = ⁡𝑈𝑜𝐴𝑜Δ𝑇  (8) 

where Δ𝑇 = 𝑇ℎ − 𝑇𝑐 ⁡𝑎𝑛𝑑 

⁡𝑈𝑜 =
1

𝐴𝑜(𝑅𝑜 + 𝑅𝑤 + 𝑅𝑖)
=

1

𝐴𝑜 (
1

𝜂𝑜ℎ𝑜𝐴𝑜
+
ln⁡(𝑟𝑤/𝑟𝑖)
2𝜋𝑘𝐿

+
1

ℎ𝑖𝐴𝑖
)
 

The ε-NTU method 

The aforementioned heat transfer can also be interpreted as 

the heat lost by hot stream or equally, the heat gained by the cold 

stream, on account of simple energy balance. Therefore the 

outlet temperatures are bound to be different from the inlet 

temperatures.  

𝑞 = ⁡ 𝑚̇ℎ𝐶𝑝,ℎ(𝑇ℎ,1 − 𝑇ℎ,2) = 𝐶ℎ(𝑇ℎ,1 − 𝑇ℎ,2)  (9) 

𝑞 = ⁡ 𝑚̇𝑐𝐶𝑝,𝑐(𝑇𝑐,2 − 𝑇𝑐,1) = 𝐶𝑐(𝑇𝑐,2 − 𝑇𝑐,1)  (10) 

where 𝑚̇ is the mass flow rate, 𝐶𝑝 is the specific heat and 𝐶 is 

the heat capacity rate. The subscripts 1 and 2 denote the inlet and 

outlet, respectively. As can be guessed by interpreting the two 

equations above, the stream with the lower heat capacity rate 

experiences the larger temperature change. In addition to this 

deduction, an approach was used to determine the highest 

possible heat transfer (qmax) for a heat exchanger. This approach 

suggested that the outlet temperatures of the streams were equal 

to each other if the flow conduits were infinitely long [9]. Then, 

the temperature difference needs to be chosen as that between 

the inlet temperatures, and the heat capacity rate as that with the 

lower value since this thermal process is undergone by the same 

stream. 

𝑞𝑚𝑎𝑥 =⁡𝐶𝑚𝑖𝑛(𝑇ℎ,1 − 𝑇𝑐,1)  (11) 

where qmax is the highest, thermodynamically attainable heat 

transfer and 𝐶𝑚𝑖𝑛 is the lower heat capacity rate among Ch and 

Cc. 

The effectiveness of a heat exchanger can now be defined as 

follows, 

𝜀 = ⁡
𝑞

𝑞𝑚𝑎𝑥

 (12) 

This non-dimensional number is a function of number of transfer 

units (NTU) and the ratio of the lower heat capacity rate to the 

higher heat capacity rate (Cr). Since the plain-fin-heat 

exchangers are chosen as the object of study, and both hot and 

cold streams are unmixed in the conduits, the effectiveness is 

defined as follows, 

𝜀 = ⁡1 − exp⁡(
NTU0.22(exp(−𝐶𝑟⁡NTU

0.78) − 1)

𝐶𝑟
) (13) 

where⁡𝑁𝑇𝑈 = ⁡
𝑈𝑜𝐴𝑜

𝐶𝑚𝑖𝑛
, and 𝐶𝑟 =

𝐶𝑚𝑖𝑛

𝐶𝑚𝑎𝑥
. 

The heat exchanger geometry 

The plain-fin-and-tube heat exchanger has a structure 

allowing a cross-flow of two different fluids. Air is allowed to 

flow through the conduit with the surface area increased via 

closely-placed fins in a linear array.  

 
(a) (b) 

Figure 1 Representative views of a plain-fin-and-tube heat 

exchanger: (a) Front view of a unit volume showing the 

contracted area (Ac) and the complete frontal area (Afr), (b) Top 

view of the same unit volume showing the fin area. 

Figure 1 (a) indicates the plane perpendicular to the air-flow 

direction. Therefore Pt denotes the transverse tube pitch, which 

is the distance between two tubes aligned in the transverse 

direction with respect to air flow. Pf is the fin pitch, which is the 

distance between each fin and δf is the fin thickness. Figure 1 (b), 

on the other hand, shows Pl, the longitudinal tube pitch, which is 

the distance between the tube rows. The inner and outer 

diameters of the tubes, Di and Do, respectively, are also visible.  

 

Calculation of the surface areas 

The contraction ratio is required to determine the interstitial 

or core velocity between the tubes. It is in fact simply the 

contracted area Ac divided by the frontal area, Afr: 

𝜎 = ⁡
𝐴𝑐
𝐴𝑓𝑟

 (14) 

where 𝐴𝑓𝑟 =⁡𝑃𝑡𝑃𝑓 and 𝐴𝑐 = (𝑃𝑓 − 𝛿𝑓)(𝑃𝑡 − 𝐷𝑐). Dc is the fin 

collar diameter, which is the expanded outer diameter of the tube, 

according to Wang’s correlations [8]. 

Fin surface area, required to find the fin efficiency, was 

calculated taking into account the entire line of unit volumes 

along the air flow, disregarding the number of transverse tube 

passes. 
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𝐴𝑓 = 2(𝑃𝑡𝑁𝑃𝑙 −
𝑁𝜋𝐷𝑐

2

4
) + 2𝑃𝑡𝛿𝑓 (15) 

The air-side total heat transfer area was found as follows, 

𝐴𝑜 = 𝑁(𝑃𝑓 − 𝛿𝑓)𝜋𝐷𝑐 + 2(𝑃𝑡𝑁𝑃𝑙 −
𝑁𝜋𝐷𝑐

2

4
) + 2𝑃𝑡𝛿𝑓 (16) 

Wang’s correlations 

Wang derived expressions for some of the key variables 

found in the equations above, which are the overall fin efficiency 

(ηo), air-side convective heat transfer coefficient (ho), and also 

pressure loss (ΔP) [7, 8]. The definition of the water-side 

convective heat transfer coefficient (hi) was proposed by 

Gnielinski [10]. 

The overall fin efficiency is calculated as follows, 

𝜂𝑜 = 1 −
𝐴𝑓

𝐴𝑜
(1 − 𝜂𝑓) (17) 

Where Af is the area of the fin surface and ηf is the efficiency of 

a single fin 

𝜂𝑓 =
tanh⁡(𝑚𝑟𝜙)

𝑚𝑟𝜙
 (18) 

where 𝑚 = √
2ℎ𝑜

𝑘𝑓𝛿𝑓
 and 𝜙 = (

𝑅𝑒𝑞

𝑟
− 1) [1 + 0.35⁡ln⁡(𝑅𝑒𝑞/𝑟)] 

𝑅𝑒𝑞

𝑟
= 1.27

𝑋𝑀

𝑟
(
𝑋𝐿

𝑋𝑀
− 0.3)

1/2

 and 𝑋𝑀 =
𝑃𝑡

2
, 𝑋𝐿 =

√(𝑃𝑡/2)
2+𝑃𝑙

2

2
 

where Pt and Pl are the transverse and longitudinal tube pitches, 

respectively. 

The air-side convective heat transfer coefficient, ho, is calculated 

approximating the Colburn factor, 

ℎ𝑜 =
𝜌𝑉𝑚𝑎𝑥𝐶𝑝,𝑎𝑖𝑟𝑗

Pr2/3
 (19) 

Where ρ is the density of air, Vmax is the interstitial velocity, 

which is the heightened value of the inlet velocity due to 

contraction of the flow field, Pr is the Prandtl number, j is the 

Colburn factor which can be found via the correlation by Wang 

[7] depending on the number of tube rows. Both of the 

correlations for Colburn factor and friction factor were found by 

Wang [7] who used 8 different studies in a data bank. Those 

studies included results with different tube row numbers which 

were 1, 2, 3, 4, 5, and 6, with the corresponding number of 

studies which were 19, 18, 3, 26, 1 and 6, respectively, [8, 11-

16]. 

If N=1, then 

𝑗 = 0.11Re𝐷𝑐
−0.29 (

𝑃𝑡
𝑃𝑙
)
𝑃1

(
𝑃𝑓
𝐷𝑐
)

−1.084

(
𝑃𝑓
𝐷ℎ
)

−0.786

(
𝑃𝑓
𝑃𝑡
)

𝑃2

 (20) 

where ReDc is the Reynolds number based on fin collar diameter 

𝐷𝑐 = 𝐷𝑜 + 𝛿𝑓, N is the number of tube rows and Dh is the 

hydraulic diameter (
4𝐴𝑐𝐿

𝐴𝑜
). P1 and P2 are calculated as follows, 

𝑃1 = 1.9 − 0.23 ln(𝑅𝑒𝐷𝑐) 𝑎𝑛𝑑 

𝑃2 = −0.236 − 0.126 ln(𝑅𝑒𝐷𝑐). 

If N≥2, then 

𝑗 = 0.086Re𝐷𝑐
𝑃3𝑁𝑃4 (

𝑃𝑓
𝐷𝑐
)

𝑃5

(
𝑃𝑓
𝐷ℎ
)

𝑃6

(
𝑃𝑓
𝑃𝑡
)

−0.93

 (21) 

where 

𝑃3 = −0.361 −
0.042𝑁

ln(𝑅𝑒𝐷𝑐)
+ 0.158⁡𝑙𝑛 (𝑁 (

𝑃𝑓

𝐷𝑐
)
0.41

), 

𝑃4 = −1.224 −
0.076 (

𝑃𝑙
𝐷ℎ
)
1.42

ln(𝑅𝑒𝐷𝑐)
, 

𝑃5 = −0.083 +
0.058𝑁

ln(𝑅𝑒𝐷𝑐)
⁡𝑎𝑛𝑑 

𝑃6 = −5.735 − 1.21⁡ln (
𝑅𝑒𝐷𝑐
𝑁

). 

Pressure loss correlation was presented as follows [7], 

Δ𝑃 = (
𝐺𝑐
2

2𝜌1
) [(𝑓

𝐴𝑜
𝐴𝑐

𝜌1
𝜌𝑚

) + (1 + 𝜎2) (
𝜌1
𝜌2

− 1)] (22) 

where σ is the contraction ratio of the flow field, Gc is the mass 

flux in the contracted area (ρVmax). ρ1, ρ2 and ρm are the air-inlet 

and outlet density, and the average density based on the former 

two. f is the friction factor correlated as follows [7], 

𝑓 = 0.0267Re𝐷𝑐
𝐹1 (

𝑃𝑡
𝑃𝑙
)
𝐹2

(
𝐹𝑝

𝐷𝑐
)
𝐹3

 (23) 

where 

𝐹1 = −0.764 + 0.739
𝑃𝑡
𝑃𝑙
+ 0.177

𝑃𝑓

𝐷𝑐
−
0.00758

𝑁
, 

𝐹2 = −15.689 +
64.021

ln(𝑅𝑒𝐷𝑐)
⁡𝑎𝑛𝑑 

𝐹3 = 1.696 −
15.695

ln(𝑅𝑒𝐷𝑐)
⁡. 

 
THE COMPUTATIONAL APPROACH 

Since the analytical model by Wang et al. was based on plain-

fin-and-tube heat exchangers with staggered distribution of tubes 

[7, 8], the geometric features for a unit volume for both analytical 

and computational parts were decided upon accordingly. 

Because the tubes were distributed in a staggered fashion, the 

unit heat exchanger volume had two halves of two tubes located 

at non-zero longitudinal and transverse distances with respect to 

flow direction. Each one of these tubes had a cross section 

bounded by surfaces to which symmetric boundary condition 

was assigned, as seen in Figure 2.  

The entire computational domain consisted of both fluid and 

solid zones. The lateral surfaces of this domain were considered 

symmetric, on the other hand, top and the bottom surfaces were 

periodic. The use of such an elementary volume was studied in 

conjunction with its proximity to the edges of a heat exchanger 

by DeJong and Jacobi [17] and they found this volume behaved 

differently only for several fins away from the wall. This effect 

was also pronounced in the study of Wang et al. [18]. 
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(a) 

 
(b) 

Figure 2 The geometry of the computational domain: (a) The 

entire domain including solid and fluid zones, (b) Solid zone 

including the fin and the tubes. 

The inlet and outlet boundary conditions for the air stream 

were chosen to be velocity inlet and pressure outlet, respectively. 

This was also the case for the water conduits, namely tubes. The 

constant air inlet velocities changed between 1 and 5 m/s. This 

value was always 2.87 m/s for the tubes, for providing the same 

flow rate as that in the study by Wang et al. [7]. The number of 

the tubes changed between 2 and 6. 

The flow between the fins was considered laminar, as 

inspired by previous studies [3, 6, 19, 20]. However, the fluid 

zones located in the upstream and the downstream of the fin were 

considered turbulent because of the mixing at the outlet of the 

complete heat exchanger surface and the free shear layers. 

Therefore a k-ε turbulence model and an enhanced wall function 

were employed. Thanks to this assumption, the viscosity had a 

higher value to prevent any recirculation after a tube and 

reaching the outlet, thus, causing numerical oscillations.  

The computational grid of the domain was able to be 

generated in a parametric manner with help of a code producing 

an input file for the mesh software Gambit. The grids for 

geometries with two tube rows included 564102 volume mesh 

elements, the grids with 6 rows, on the other hand, included 

1328226 cells. 
 

RESULTS 
Figure 3 shows the surface heat transfer coefficient 

distribution along the fin surface. This coefficient is merely 

qualitative as it is found using a constant reference value instead 

of bulk temperature. The highest-heat-transfer zones exist at the 

upstream side of the fin surface because of the developing 

boundary layer and the upstream sides of the tubes because of 

horseshoe vortices which were then replaced by recirculation 

vortices after the tubes which inhibit the heat transfer, as also 

observed in [6]. 

The results of the analytical model and the computational 

model were compared with each other for velocities 1-5 m/s 

through 2 rows of tubes and 1-3 m/s through 6 rows of tubes. The 

velocities were not any higher for the larger number of rows due 

to computational oscillations.  

 

Figure 3 Surface heat transfer coefficient distribution 

The analytical model was tested by comparing it to the 

computational model. Figure 4 (a) shows a very good agreement 

between the pressure loss results of the analytical and 

computational models. However, as seen in Figure 4 (b), heat 

transfer trend is different at relatively high velocities. This 

phenomenon can be attributed to the same inlet temperature for 

both tubes in the computational domain. In reality, one of those 

streams enters the corresponding volume with a diminished 

temperature due to former heat loss. 

(a) 

(b) 

Figure 4 Results for flow through 2 rows of tubes: (a) Pressure 

loss, (b) Heat transfer  

Unlike the results for 2 tube rows exhibiting resemblance, 

6-tube-row cells depict significant disagreements for both 

pressure loss and heat transfer. This failure of applicability can 

be related to the attempt to use the analytical model at the higher 

end of the correlation range with respect to tube rows because 

there were only 6 results published for 6-tube-row heat 

exchangers, out of 74 results used to construct the correlation. In 
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Figure 5 (a) and (b), the curve fits can also be seen, exhibiting a 

high fidelity for the attributed points.  

(a) 

(b) 

Figure 5 Results for flow through 6 rows of tubes: (a) Pressure 

loss, (b) Heat transfer  

CONCLUSION 
An analytical model for a set of plain-fin-heat exchangers 

was built on correlations based on experiments. Geometric and 

computational fluid dynamics models were also generated to 

repeat the results of the analytical data so that a trustworthy tool 

for later use for optimization schemes would be obtained. The 

models exhibited good agreement within the lower end of the 

tube-row range. However this agreement failed when the number 

of the tubes were increased to the highest number for the data 

bank. The computational model can be further developed by 

including more realistic water inlet temperatures by taking into 

account the size of the heat exchanger.  
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