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Abstract

This thesis is divided into three main parts devoted to the study of magnetohydro-

dynamics (MHD) turbulence flows.

Part I consists of introduction and background (or preliminary) materials which

were crucially important in the process. The main body of the thesis is included in

parts II and III.

In Part II, new regularity results for stochastic heat equations in probabilistic evolu-

tion spaces of Besov type are established, which in turn were used to establish global

and local in time existence and uniqueness results for stochastic MHD equations.

The existence result holds with positive probability which can be made arbitrarily

close to one. The work is carried out by blending harmonic analysis tools, such as

Littlewood-Paley decomposition, Jean-Micheal Bony paradifferential calculus and

stochastic calculus. Our global existence result is new in three-dimensional spaces

and is published in [148](Sango and Tegegn, Harmonic analysis tools for stochastic

magnetohydrodynamics equations in Besov spaces, International Journal of Modern

Physics B, World Scientific, 2016, 30). Our results in this part are novel; they intro-

duced Littlewood-Paley theory and paradifferential calculus for stochastic partial

differential equation.

In Part III, we studied Kolmogorov’s spectral theory for MHD equations with rea-

sonably smooth external forces applied to both velocity and magnetic fields. It was
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shown that, the spectral energy function of our MHD system, given by

E(k, t) =

∫
|ξ|=k

(|û(ξ, t)|2 + |b̂(ξ, t|2)dS(ξ), k ∈ [0,∞),

satisfies the Kolmogorov’s 5/3 law over a range of wave numbers, say [k̄1, k̄2]. We

have also established bounds for the spectral energy function, explicitly calculated

value for the inertial range, minimum possible rate of dissipation and maximum

possible time so that the MHD flow exhibits Kolmogorov’s phenomenon. These

results are new in the framework of magnetohydrodynamic turbulent flows.
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Chapter 1

Introduction and Main Results

1.1 Introduction

According to Dieter Biskamp, in [19], magnetohydrodynamics (MHD) is a macro-

scopic behavior of flow of electrically conducting fluids such as plasma, liquid metal

and electrolytes. The basic principle behind MHD is that moving electric charges

produce magnetic field and a changing magnetic field induces electric current; hence

a magnetic field can induce current in a moving conductive fluid, and the induced

electric current in turn acts on the magnetic field forcing it to vary, and so on.

The human civilization has had the basic knowhow on the dynamics of fluids since

antiquities, [129, Ch. 1 ], and the rules of electromagnetism have been well known

from the early 19th century (see [85]) so that one can foresee MHD phenomenon.

For instance, in 1832, M. Faraday did an experiment on Thames river, London, to

measure the induced electromotive force (emf) due to the flow of its salty water and

André-Marie Ampère also did an experiment on liquid mercury for same purpose.

Both of the experiments were not successful in detecting the phenomenon; the first

is mostly due to the incapability of the measuring device to respond to very small

data and the latter was due to the very low conductivity of mercury, see [114].

The term magnetohydrodynamics was first used by Hannes Alfvén in his celebrated
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Introduction 3

work [4] where he formulated the basic principles of magnetohydrodynamics. Even

if he was not the first person to realize the phenomenon, due to his breakthrough

results and contributions, Alfvén was known as the father of magnetohydrodynam-

ics. Some of his finest works are [4, 5, 6, 7, 8, 9]. Therefore, one may consider MHD

as the youngest child of fluid dynamics and electromagnetism which came to life

in the midst twentieth century. We refer to [114, 125] for a good reading on the

evolution and development of MHD theory.

As mentioned earlier, MHD as a phenomenon involving electromagnetism and fluid

dynamics; it is, therefore, clear that MHD models can be derived by combining

the rules of fluid dynamics such as Navier-Stokes equations (1.1), and the laws of

electromagnetism, or Maxwell equations (1.2). Navier-Stokes equations for incom-

pressible fluid flows are given by

∂tu+ (u · ∇)u− ν∆u+∇p = 0,

divu = 0,

u(·, 0) = u0,

(1.1)

where u is the velocity field, p is the pressure and µ is viscosity of the fluid, and

Maxwell equations of electromagnetism are given by

∮
S
~E · n̂dS = qenc

ε0
,∮

S
~b · n̂dS = 0,∮

C
~E · d~l = d

dt

∫
S
~b · n̂dS,∮

C
~b · d~l = µ0

(
Ienc + ε0

d
dt

∫
S
~E · n̂dS

)
,

(1.2)

where ~E stands for electric field in a system, S is a surface enclosing a portion of

interest, n̂ is an outward unit normal vector to surface S, qenc is the amount of

charge enclosed by S, ε0 is the electric permittivity of free space, ~b is the magnetic

field, and Ienc is the enclosed current. We refer to [10, 36, 105, 108, 109, 159] for

a thorough reading on Navier-Stokes equations and [63, 66, 84, 139] on Maxwell

equations.

In the most ideal case of MHD flow, the fluid is assumed to have so little resistivity
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Introduction 4

that it is treated as a perfect conductor, see [70, 76]. Depending on area of special-

ization of different authors, one may find several formulations for MHD models; see

for instance [19, 25, 59]. The standard MHD model for density independent incom-

pressible fluids which is universally acceptable among the mathematics community

is given by

∂tu+ (u · ∇)u+∇Π− (b · ∇)b− ν∆u = f1, (0,∞)×D,

∂tb+ (u · ∇)b− (b · ∇)u− η∆b = f2, (0,∞)×D,

div u = div b = 0, D,

u|t=0 = u0, b|t=0 = b0, D,

(1.3)

where u = u(t, x) is the flow velocity, b = b(t, x) is the magnetic field, Π is the total

pressure, ν > 0 is the kinetic viscosity of the fluid, η > 0 is the resistivity of the

fluid and D is the spatial domain which will be elaborated in chapter 4.

In the present work, we are concerned with the standard model (1.3) and its stochas-

tic version, given by (1.4) which constitutes chapter 3.

∂tu+ (u · ∇)u+∇Π− (b · ∇)b−∆u = g1Ẇ , in Ω× (0,∞)× Rn,

∂tb+ (u · ∇)b− (b · ∇)u−∆b = g2Ẇ , in Ω× (0,∞)× Rn,

div u = div b = 0, in Ω× (0,∞)× Rn,

u|t=0 = u0, b|t=0 = b0, in Ω× Rn,

(1.4)

where u = u(ω, t, x) is the flow velocity, b = b(ω, t, x) is the magnetic field, Π is

the total pressure, and g1Ẇ and g2Ẇ are random external forces; W is an infinite

dimensional Wiener process where its components are independently, identically

distributed one dimensional Wiener processes and the stochastic differential is un-

derstood in the Itô sense. One can find a more general formulation of the model

(1.4) in [147].

This thesis has three main parts. The first part consists of introduction and pre-

liminary background material where we include all the necessary results on Fourier

transform, Littlewood-Paley theory, stochastic analysis, real analysis and so on.
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Introduction 5

In the second part of the thesis we initiate the study of a class of stochastic MHD

equations, particularly of the type (1.4), in Besov and Sobolev spaces by developing

the necessary framework; which can also be used for the study of models such

as stochastic Navier-Stokes equations, Schrödinger equations and even for a more

general family of stochastic partial differential equations.

Indeed, stochastic partial differential equations are natural extensions of determin-

istic partial differential equations and have proven their effectiveness in studying

processes which involve a random phenomenon and noise. For instance, Navier-

Stokes equations have long been used to investigate turbulent flows, which up to

now, is not understood completely. In the process of addressing the issue, stochastic

Navier-Stokes equations are introduced by Bensoussan and Temam in [14]. Ever

since their introduction, stochastic Navier-Stokes equations attracted lots of atten-

tions as an alternative means to address the issue of turbulence in fluid flows, see

[13, 14, 15, 16, 22, 55, 65, 72, 98, 116, 117, 120, 121, 140, 146, 147, 166, 167, 168],

just to cite few.

However, due to the complexity of the overall process, turbulent flows are not com-

pletely understood until now and remained to be one of the most difficult problems

of our millennium, [29]. Therefore, one may expect MHD turbulence to be even

more complex phenomenon than the hydrodynamic turbulence due to the involve-

ment of the electromagnetic component. It is, therefore, expected to update models

of MHD so that it goes along with the developments in Navier-Stokes equations.

For instance, Zeldovich, Ruzmaikin, and Sokiloff used the approach to numerically

model MHD turbulent flows, see [172, p. 188].

Stochastic MHD equations have attracted a considerable attention. The following

works in this direction are of great importance to our purpose; Sundar in [154]

established existence and uniqueness result of a mild solution for two dimensional

stochastic MHD model in the presence of multiplicative noise or additive fractional

Brownian noise, Sango in [147] presented a very detailed investigation, using the

Galerkin approximation, on the problem of existence of weak solutions for three

dimensional stochastic MHD model with multiplicative noises, Deugoué et al. in
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Introduction 6

[56] proved existence of weak solution for three dimensional stochastic MHD alpha

model, and Sritharan and Sundar in [153] proved existence and uniqueness of space

time statistical solutions by means of weak convergence method. Recently, Motyl

in [128], and Tan et al. also considered the three dimensional stochastic MHD

with multiplicative noise. In [155] they used the contraction mapping principle to

establish existence and uniqueness of strong local solution and strong global solution

with small data.

In this work, we use a completely different approach which blends harmonic analysis

tools such as Littlewood-Paley theory, Jean-Michel Bony Paradifferential calculus

and stochastic calculus. Our main concern is to deal with the question of existence

and uniqueness of strong solutions (in a probabilistic sense) in suitable spaces. We

established local existence and uniqueness of a strong (in probabilistic sense) and

large time unique solution with small data.

We first reduce (1.4) to a more symmetric form by introducing a relevant transfor-

mation. Then we drop the pressure term by applying the Leray projector expressed

in terms of Riesz transforms. Finally, we study the reduced problem by seeking a

solution that can be written as a sum of solutions of systems of heat equations of

type (1.5) and (1.6) given by

dv −∆vdt = fdWt,

v|t=0 = v0,
(1.5)

ṽdt−∆ṽdt = f̃dt,

ṽ|t=0 = 0.
(1.6)

such that v, f, ṽ, f̃ defined in appropriate domain with certain conditions imposed

on initial datum, v0, f, f̃ . The stochastic heat equation is studied by making use

of Littlewood-Paley theory and Itô’s calculus. To the best of our knowledge, our

approach to the stochastic heat equation is also new both in methodology and result.

In the deterministic case, this approach is proven to be very handy way to address
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Introduction 7

issues of existence and uniqueness both for Navier-Stokes and MHD equations, see

[2, 23, 25, 30, 34, 37, 38, 47, 48, 49, 50, 173], to cite few. Indeed [10, 25, 37, 147, 173]

have greatly influenced our work to take this direction.

On the other hand, turbulence theory is built up on statistical methods, such as

averaging of a flow process, are of greater importance in the practical use like in

engineering applications and weather forecast. The famous statement of Leonardo

da Vinci as quoted in [58]; “ Observe the motion of a surface of water, whcih re-

sembles that of hair, which as two motions, of which one is caused by the weight of

the hair and the other by the direction of of the furls; thus the water ha eddying

motions, one part of which is due to the principal current, the other to the random

and reverse motion” can be taken as an evidence to argue that the Italian genius

was the first to insight the averaging method which later was advanced by Osborne

Reynolds in [141, 142]. In his work, Reynolds divided fluid motion into two compo-

nents; the mean flow and fluctuating flow, leading to the system of equations called

Reynolds-Averaged-Navier-Stokes equations which are of greater in importance in

engineering applications. He is also known for a setting a criterion which measures

velocity fluctuations between two locations in a stream of flow, which later named

after him, called Reynolds numbers, usually denoted as Re. Generically Reynold’s

numbers are used as a standard tool for labeling whether a flow is turbulent or

laminar; accordingly, a flow is laminar if Re < 1900 and turbulent if Re > 2000,

see [142]. Following the progress by Reynold, Richardson crafted a cascade theory,

which he summarized it in passion1.

A very important development in this direction has come into light due to Kol-

mogorov and his team in the early 1940’s, see [91, 92, 93, 94, 131]. In these works

they developed a theory which explains how energy dissipates and turbulent flow

decays into laminar flow. The theory is based on a series of hypothesis, called Kol-

mogorov’s hypothesis, which enabled them to study the phenomenon over a range

of scales, such as energy-containing range, inertial range and dissipation range, see

[136, Ch. 6]. In the larger scale (or energy scale) the geometry of the large eddies
1Big whirls have little whirls, that feed on their velocity. Little whirls have lesser whirls and

so on to viscosity- in the molecular sense. ([51, p. 199],[136, P. 183])
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Introduction 8

determine the flow. The geometry of large eddies is determined by the mean flow

of the velocity field and the boundary conditions. In the small scales, which en-

compasses the inertial range and the dissipation range; flow (motion) in the inertial

range is determined by inertial effects while the effect of viscosity is negligible and

finally in the smallest scale, i.e. dissipation range, viscosity takes responsibly to

shape the flow.

The very important issue at this point is the rate of energy decay in the inertial

range. Kolmogorov used dimensional analysis to come up with an explicit formu-

lation, also known as the-5/3 spectral law, which states that in the inertial range

energy decays proportional to k−5/3 over an inertial range of, say, k1 ≤ k ≤ k2.

Several researchers have focused on this topic in order to investigate the validity of

the Kolmogorov theory, see [71, 126, 127] and the references therein.

It is worth noting that Kolmogorov’s theory is not devised for MHD turbulent flows

as it has not taken a magnetic field into consideration.

Our concern in the third part of this thesis is to investigate Kolmogorov’s theory

for magnetohydrodynamics flows governed by equations of the type (1.3). In fact,

since the mid of 20th century several works on the energy spectral function for

MHD equations has been done. From the earliest works one can mention [57, 86,

99, 100]. Indeed, these works lead to a phenomenological theory, which Verma in

[165] mentioned it as KID phenomenon. In the KID phenomenon, the spectral

energy decays proportional to k−3/2 unlike Kolmogorov’s phenomenon. However,

later investigations suggest that over the inertial range of MHD turbulent flow the

spectral energy decay agrees more closely to Kolmogorov than KID; for a good

reading on this issue, we refer to [18, 164, 165] and the references therein. Further

discussion in this area is given in chapter 4. For a very detail and elaborative

reading on MHD turbulent flow we refer to [19, 21, 114].

Therefore, our duty in this part of the thesis is to investigate the spectral behavior of

a general MHD flow rigorously through mathematical techniques such as harmonic

analysis. The work is motivated by the 2012 paper of Biryuk and Craig, [17] where
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Main Results 9

they used harmonic analysis techniques to investigate the spectral behavior of flows

governed by Navier-Stokes equations. In our work, we have given a detailed analysis

on energy dissipation rate and the bounds of the spectral range.

As mentioned earlier, in this thesis we address two issues; the first one is existence

and uniqueness of solution for the stochastic MHD system, (1.4), and the second one

is investigating Kolmogorov’s spectral behavior of the deterministic MHD system,

(1.3).

1.2 Main Results

1.2.1 Existence and uniqueness results for Stochastic MHD

The problem we have considered in chapter 3 is the system of stochastic MHD

equations, given by (1.4). In this work we have proved existence and uniqueness

of strong global solution (in a probabilistic sense) (1.3) with small data and local

in time strong solutions in certain spaces. The work is done by blending harmonic

analysis such as Littlewood-Paley theory, Jean-Michel Bony paradifferential calculus

and stochastic calculus, such as Itô integral. Our result is based on estimates on

stochastic heat equations. These estimates are new both in result and approach.

We broadly used Littlewood-Paley theory, Burkholder-Davis-Gundy inequality, Itô

calculus, stopping time and other stochastic estimates to get our a priori estimates.

The proof of our result is based on the fixed point argument and Bony paradiffer-

ential calculus. Bony’s paradifferential calculus is proved to be an essential tool to

study nonlinear partial differential equations, such as Navier-Stokes equations and

MHD equations, see [2, 10, 24, 25, 30, 34, 35, 39, 40, 41, 47, 48, 74, 75, 108, 109]

to cite just few of them. The very advantage of this method is that, the applica-

tion of Littlewood-Paley decomposition gives the freedom to treat distributions and

smooth functions to the same standard.

However, we have not come across any work where Littlewood-Paley theory and
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Main Results 10

Bony paradifferential calculus are used to tackle stochastic models of Navier-Stokes

equations or MHD equations 2 To take advantage of the niceness of this method, we

need a pathwise estimate for the solutions of stochastic heat equation of the type

dv −∆vdt = fdW,

v|t=0 = v0,

defined in appropriate domain with certain essential conditions imposed on the ini-

tial data, v0 and f. This is done by making use of Tchebychev’s inequality. The

pathwise estimate holds with a positive probability close to one; indeed the proba-

bility can be made as close enough to 1 as one desires.

We have two main results; the first result is on existence and uniqueness of local in

time strong solution (in probabilistic sense) and the second result is on existence

and uniqueness of global in time mild solution for (1.4). The global existence and

uniqueness result is published in [148].

Definitions of terminologies appearing in these results and their details are given in

chapter 3.

Theorem 1. Given a probability basis (Ω,F , P, {Ft}0≤t≤T ,W ), let u0, b0 be F0-

measurable with div u0 = 0, div b0 = 0 and G1, G2 ∈ MT . If there exist constants

C1 and C2 such that

P

ω :

∥∥∥∥∥∥∥
β0

θ0

 (ω, ·)

∥∥∥∥∥∥∥
Ḣ
n
2−1

≤ C1,

∥∥∥∥∥∥∥
G1

G2


∥∥∥∥∥∥∥
L4
T (Ḣ

n
2−1)

≤ C2

 = 1,

then there exists a random set Ω̃ with P (Ω̃) > 0, a random time τ(ω) > 0, and a
2At the time of our work we were not aware of the works [3, 45], which were communicated to us

by one of examiners of the thesis. They use Bony paradifferential calculus to study Navier-Stokes
equations.
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process u
b

 (ω, ·) ∈ L4
τ (Ḣ

n−1
2 ) ∩Mτ

for all ω in Ω̃, and ( ub ) is a local solution of problem in the sense of definition 76.

Theorem 2. Let (Ω,F , {Ft}0≤t≤T ,P,W ) be a probability basis. Let u0, b0 be

F0−measurable with div u0 = div b0 = 0, and G1, G2 ∈ MT . Assume that for

any positive T we have,

(1 + T )

∥∥∥∥∥∥∥
 G1

G2


∥∥∥∥∥∥∥
L4

ΩL
4
T

(
Ḣ
n
2−1

) +

∥∥∥∥∥∥∥
 β0

θ0


∥∥∥∥∥∥∥
L4

Ω

(
Ḣ
n
2−1

) <∞.

Then there is a random set Ω̃ with positive probability and a unique global mild-

solution of (3.1) in a ball centered at the origin in the space L4
T (Ḣ

n−1
2 ), for all

ω in Ω̃. Furthermore, for s = n
2
− 1, if fi ∈ L2

ΩL
2
T Ḣ

s(Rn) for i = 1, 2, and

u0, b0 ∈ L2
ΩḢ

s(Rn), the solution u, b of (3.1) belongs to the space L2
ΩL
∞
T Ḣ

s(Rn) ∩

L2
ΩL

2
T Ḣ

s+1(Rn).

1.2.2 Result on Komogorov’s spectral theory and Inertial

range bounds for magnetohydrodynamic flows

The problem we have considered in the second part of this work is to analyze

Kolmogorov’s spectral behavior for the MHD flows governed by the system of equa-

tions (1.3) from a fully mathematical perspective. The 1941 and 1962 works of

A.N. Kolmogorov on turbulence theory for incompressible hydrodynamic flows,

[91, 92, 93, 94, 95], are the very important developments in the attempt to un-

derstand the not yet fully understood phenomenon of turbulence.

The core of this theory is Kolmogorov’s 5/3 law, which gives an explanation on how

energy decays in the inertial range. The law roughly states that there is a range of

wave numbers, say [k1, k2], such that the spectral energy EK(k) of the fluid decays
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according to the rule

C0ε
2/3k−5/3,

for k ∈ [k1, k2]. In developing his theory, Kolmogorov used similarity hypothesis and

dimensional analysis.

As we have noted earlier, our concern is to analyze this theory through a direct

mathematical approach. For our purpose instead of using dimensional analysis

and similarity hypothesis, we combined harmonic analysis tools like the Fourier

transform, complex analysis and functional analysis by imposing certain necessary

conditions on the data, u0, b0, f1 and f2.

Leray in [110, 112] considered weak solutions of the Navier-Stokes equations as a

turbulent solution for a flow governed by the system of Navier-Stokes equations.

Therefore, our motivation is that if Leray’s weak solutions are considered as tur-

bulent solutions then they must satisfy Kolmogorov’s spectral law. The work of

Biryuk and Craig in [17] for Navier-Stokes equation is our eye-opener to try the

method for MHD turbulence.

We define the spectral energy of (1.3), denoted by E(k, t), by

E(k, t) :=

∫
|ξ|=k

(|û(ξ, t)|2 + |b̂(ξ, t)|2) dS(ξ), k ∈ [0,∞).

The function E(k, t) is throughly analyzed for the Leray weak solution (defined in

the sequel) u, b of (1.3). We have shown that in the absence of external forces to the

system, i.e., when fi ≡ 0 for i = 1, 2, there is a universal constant such that E(k, t)

does not exceed that value, and for the case when fi 6≡ 0 a similar analysis shows

existence of a constant which at most depends on the time that bounds E(k, t) from

above. Furthermore, for a given positive time T , the time average of the spectral

energy is given by,

1

T

∫ T

0

E(k, t)dt,
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Main Results 13

decays at the rate of k−2, which indeed is faster than the decay rate in Kolmogorov’s

phenomenon and twice as fast as the rate in KID phenomenon. The detail of the

analysis is given in section 4.3.

We may consider the following two theorems are the main results for this part of

the thesis.

Theorem 3. Suppose that u0, b0 belong to AR1

⋂
BR(0), and the external forces

fi ≡ 0 for each i = 1, 2 or fi ∈ L∞loc([0,∞];H−1(D) ∩ L2(D)) for i = 1, 2; where

R, R1, AR1 and BR(0) will be defined in the sequel. Then, the following are true

about the Kolmogorov’s inertial range for (1.3):

(i) Kolmogorov’s parameters must satisfy

(
min(ν, η)

)5/6
C0ε

2/3 ≤ 4π

(
R2(T )√

T

)5/3

R
1
3
1 (T ). (1.7)

(ii) An absolute lower bound for the inertial range is given by

k̄1 =
C

3/5
0 ε2/5

(4πR2
1)3/5

. (1.8)

(iii) An absolute upper bound for the inertial range is given by

k̄2 =

(
4π

C0 min(ν, η)

)3
1

ε2
R6

2(T )

T 3
. (1.9)

Theorem 4. Let (u, b) be a solution of (1.3) with initial data u0(x), b0(x) in AR1 ∩

BR(0). If (u, b) exhibits a spectral behavior of EK uniformly over [k1, k2] × [0, T ],

then either

(i). k̄1 ≤ k1 ≤ k2 ≤ k̄2,

or

(ii). if k1 < k̄1 or k̄2 < k2, then there is a small neighborhood of k̄j, for each

j = 1, 2, to which kj belongs;
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where a solution (u, b) of (1.3) is said to have the spectral behavior of Ek(k) uni-

formly over [k1, k2]× [0, T ] if its energy spectral function E(k, t) satisfies

sup
t∈[0,T ]
k∈[k1,k2]

(1 + k5/3)|E(k, t)− EK(k)| < C1ε
2/3,

and C1 � C0.

Proof of these theorems is quite involving, almost spans through the whole of part

III.

Plan of the Thesis

The rest of the thesis is organized as follows. In the next chapter we will give

necessary background materials which are used through out the thesis and indeed

are corner stones of the work.

Chapter 3 is devoted to the study of the stochastic MHD model (1.4). A brief

discussion on evolution spaces of Besov type or Chemin-Lerner spaces is also given.

We derived new estimates for stochastic heat equation in probabilistic Chemin-

Lerner spaces. These estimates indeed are of great importance in proving the first

two main results.

In chapter 4, we have paid special attention to MHD turbulence. We attempt to

verify Kolmogorov’s spectral theory for the MHD system (1.3). The detail proofs

of our main results on the topic are given in this section.

We conclude the thesis by giving a highlight on our future work and list of reference

materials.
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Chapter 2

Background Materials

2.1 Littlewood-Paley Theory

In this chapter we will provide the basic construction of Littlewood-Paley theory

and its basic properties. We will not give any detailed proof of the results we

mention, rather we will refer to the materials from where we got them.

The Littlewood-Paley theory provides us the opportunity to treat functions or dis-

tributions as a countable sum of smooth functions whose Fourier transforms are

compactly supported in a ball or an annulus. We have organized the section as

follows; firstly we will briefly discuss distributions and the Fourier transform, next

we will give Bernstein lemma then we discuss the dyadic blocks of unity and finally

we will briefly look at functions spaces such as Sobolev and Besov spaces in this

framework.

2.1.1 Fourier Analysis

Definition 5 (Schwartz Space). Schwartz space S(Rn) is the set of smooth functions

in Rn whose derivatives are rapidly decreasing. That is

S(Rn) =
{
f ∈ C∞ : ‖f‖k,S <∞, for all k ∈ N

}
,
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Littlewood-Paley Theory 16

where C∞(Rn) is the set of smooth functions from Rn to C and

‖f‖k,S = sup
|α|≤k
x∈Rn

∣∣∣(1 + |x|)kDαf(x)
∣∣∣ .

Generally speaking, a function f(x) is rapidly decreasing if all its derivatives

Df(x), D2f(x), . . . exist every where on Rn and go to zero as |x| −→ ±∞ faster

than any inverse power of x.

Example

1. xje−a|x|2 ∈ S(Rn) for all j ∈ Z, x ∈ Rn and a positive real number.

2. Any compactly supported smooth function.

Remark 6. The set S(Rn) equipped with the family of seminorms
(
‖ · ‖k,S

)
k∈N is a

Fréchet space and the space D(Rn) of smooth compactly supported functions on Rn

is dense in S(Rn). For the detail one can see [10, 171].

Definition 7. A tempered distribution f is a mapping f : S 7→ C having the

following properties of linearity and continuity;

(i) f(c1ϕ1 + c2ϕ2) = c1f(ϕ1) + c2f(ϕ2) for all ϕk ∈ S, ck ∈ C, k = 1, 2,

(ii) if {ϕj} is a sequence in S(Rn) which converges to ϕ in S, then the sequence

{f(ϕj)} in C converges to f(ϕ) in C.

The space of tempered distributions, denoted by S ′ is the continuous dual of Schwartz

spaces; or more simply S ′ is the set of all tempered distributions.

We now define the Fourier transform.

Definition 8. Let u be in S. The Fourier transform of u denoted by û or Fu is

defined by

û(ξ) :=

∫
Rn

e−ix·ξu(x) dx for ξ ∈ Rn,
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Littlewood-Paley Theory 17

where x · ξ denotes an inner product in Rn. The inverse Fourier transform of u

denoted by F−1u is defined by

F−1u(x) := (2π)−1

∫
Rn

eix·ξu(ξ) dξ = (2π)−1F̄ for x ∈ Rn,

where F̄ denotes the complex conjugate of F .

We next extend the definition of Fourier transform from S to S ′ by duality as

follows;

Definition 9. Let u ∈ S ′(Rn). The Fourier transform û of u is defined by duality

as

〈û, ϕ〉 := 〈u, ϕ̂〉S′,S

whenever u ∈ S ′ and ϕ ∈ S.

The inverse Fourier can also be defined in the same way.

The Fourier transform has the following important properties which makes it one

of favorite tools for tackling non-linear partial differential equations.

Properties of Fourier Transform

1. Derivatives: for all multi-index α ∈ Nn, we have

F(∂αxu) = (iξ)αFu and F(xαu) = (−i)|α|∂αξ Fu

2. Algebraic properties: for (u, v) ∈ S × S, we have u ∗ v ∈ S and

F(u ∗ v) = FuFv,

where the operation ∗ stands for convolution.
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Littlewood-Paley Theory 18

3. Fourier transform is a continuous linear map from L1(Rn) to L∞(Rn). This

is clear from the fact that that
∣∣û(ξ)

∣∣ ≤ ‖u‖L1 .

4. For any function φ ∈ L1(Rn) and an automorphism L on Rn, we have

F(φ ◦ L) =
1

| detL|
φ̂ ◦ L−1,

where detL is the determinant of L.

5. The Fourier transform continuously maps S to S: i.e., for any integer k, there

exists a constant C and an integer d such that

∀φ ∈ S, ‖φ̂‖k,S ≤ C‖φ‖d,S

6. [Fourier-Plancherel formula] The Fourier transform is an automorphism of S ′

with inverse (2π)−nF̄ . Moreover, F is also an automorphism of L2(Rn) which

satisfies, for any function f in L2,

‖f̂‖L2 = (2π)‖f‖L2

2.1.2 Bernstein Lemma

This section is devoted to one of the most important inequalities of the whole theory

of Littlewood-Paley, and is one of the most frequently used inequalities in this work.

The proof can be found in [10, 36].

Lemma 10 (Bernstein Lemma). Let k ∈ N. Let (R1, R2) satisfy 0 < R1 < R2.

There exsits a constant C depending only on R1, R2, n such that for all 1 ≤ a ≤ b ≤

∞ and u ∈ La, we have

If supp û ⊂ B(0, R1λ) then sup
|α|=k
‖∂αu‖Lb ≤ Ck+1λk+n( 1

a
− 1
b
)‖u‖La and (2.1)

if supp û ⊂ C(0, λR1, λR2) then C−k−1λk‖u‖La ≤ sup
|α|=k
‖∂αu‖Lb ≤ Ck+1λk‖u‖La

(2.2)
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Littlewood-Paley Theory 19

where B(0, λR1) is an open ball with center 0 and radius λR1 and C(0, λR1, λR2) is

a shell centered at 0 with inner radius λR1 and outer radius λR2.

2.1.3 Littlewood-Paley Decomposition

The purpose of this section is to find a way of decomposing distributions into smooth

functions in a Fourier space such that each component is supported either in a ball

or a shell of size proportional to 2q, for some q in Z.

The following result with its detailed proof can be found in [36, p. 17].

Proposition 11. Denote by C the annulus of center 0, shorter radius 4
3
and long ra-

dius 8
3
. 1Then there exist two positive radial functions χ and ϕ belonging respectively

to C∞0 (B(0, 4/3)) and C∞0 (C) such that2

χ(ξ) +
∑
q≥0

ϕ(2−qξ) = 1 (2.3)

|p− q| ≥ 2 implies suppϕ(2−q·) ∩ suppϕ(2−p·) = ∅ (2.4)

q ≥ 1 implies suppχ· ∩ suppϕ(2−q·) = ∅. (2.5)

Furthermore, if we denote C̃ = B(0, 2
3
) + C, then C̃ is an annulus and we have that

if |p− q| ≥ 5 then 2pC̃ ∩ 2pC = ∅and (2.6)

1/3 ≤ χ2(ξ) +
∑
q≥0

ϕ2(2−qξ) ≤ 1 (2.7)

1for any α > 1, the shell C(o, 1
α , 2α) and the ball B(0, α) would work

2C∞
0 is the space of compactly supported infinitely differentiable functions
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Littlewood-Paley Theory 20

Next we define the following Fourier multipliers,

∆ju =


0 : j ≤ −2

ϕ(2−jD)u : j ≥ 0

χ(D)u : j = −1

,

Sju =
∑

k≤j−1 ∆ku = χ(2−jD)u, j ∈ Z,

∆̇ju = ϕ(2−jD)u, j ∈ Z,

Ṡju = χ(2−jD)u, j ∈ Z.

(2.8)

The pair {Sj,∆j} is called non-homogeneous Littlewood-Paley decomposition, and

the pair (∆̇ju, Ṡju) is called a homogeneous Littlewood-Paley decomposition of u.

It is clear from the definition that, the operators in (2.8) are supported in dyadic

blocks or shells of size proportional to 2q. Then the following proposition follows

from Proposition 11.

Proposition 12. Let u, v ∈ S ′. Then

1. u =
∑
j∈Z

∆ju,

2. ∆p∆qu ≡ 0 if p− q ≥ 2,

3. ∆q(Sp−1∆pv) ≡ 0 if |p− q| ≥ 5.

Proof. The proof of the first statement is given in detail in [10, 36]. Properties 2

and 3 follow from proposition 11. Further reading on this topic can also be found

in [134, 145, 162].

Concerning homogeneous Littlewood-Paley decomposition, Proposition 12 holds

with the only exception of property 1. Indeed, for instance, when u = 1, ∆̇ju = 0

for any j ∈ Z, thus it fails. However property 1 holds modulo some polynomial.

Peetre in [134, p. 52–54] proved that for any tempered distribution u ∈ S ′(Rn),

there is a natural number N = N(u) and a polynomial Pk(u) of degree at most N

such that

lim
k→−∞

Ṡku− Pk(u) = 0 (2.9)
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uniformly in the topology of S ′(Rn). Note that a sequence (un)n∈N of tempered

distributions is said to converge to u in S ′(Rn) if

∀φ ∈ S(Rn), lim
n→∞
〈un, φ〉 = 〈u, φ〉.

For a detail reading on the topic we refer to [10, 134, 145, 162, 163].

2.1.4 Littlewood-Paley Decomposition and Besov Spaces

Hans Triebel in [162] said “ .... If smoothness is expressed via the scales of Besov

and Triebel-Lizorkin spaces respectively (to be defined in the sequel) then one has

an armada of different devices at hand.” 3

In this section we present Besov spaces and its relation to other spaces, such as

Sobolev in the frame work of Littlewood-Paley theory.

Definition 13. Let 1 ≤ p, r ≤ ∞ and s ∈ R. For u ∈ S ′(Rn), we set

‖u‖Bsp,r :=

∑
q∈Z

(2qs‖∆qu‖Lp)r
 1

r

.

The non-homogeneous Besov space, denoted by Bs
p,r, is the set of tempered distribu-

tions u such that ‖u‖Bsp,r is finite, i.e.,

Bs
p,r :=

u ∈ S ′ :
∑

q∈Z

(2qs‖∆qu‖Lp)r
 1

r

<∞


3Let 1 ≤ p, r ≤ ∞ and s ∈ R. Triebel-Lizorkin spaces, denoted by F sp,r (non-homogeneous) or

Ḟ sp,r (homogeneous), are the set of temperate distributions u such that

‖u‖F s
p,r

:=

∫
Rn

∑
q∈Z

(2qs∆qu)r


p
r


1
p

(2.10)

is finite. The homogeneous space Ḟ sp,r is defined in a similar way using the homogeneous blocks
∆̇ju.
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Before we give the definition of the homogeneous Besov spaces we would like to

recall that the series
∑
q

∆̇qu converges to u only modulo a polynomial. However it

is not suitable to deal with distribution modulo polynomials specially when we are

playing with nonlinear PDEs. Therefore, we introduce the following space due to

Chemin [38].

Definition 14. We denote by S ′h the space of tempered distribution u such that,

lim
j→−∞

Sju = 0 in S ′.

Remark 15. We note that the space S ′h is exactly the space of tempered distributions

for which we may write

u =
∑
j∈Z

∆̇ju.

For the detail of this and more we again refer to [38, 49].

Definition 16. Let 1 ≤ p, r ≤ ∞ and s ∈ R. For u ∈ S ′(Rn), we set

‖u‖Ḃsp,r :=

∑
q∈Z

(2qs‖∆̇qu‖Lp)r
 1

r

.

The homogeneous Besov space, denoted by Ḃs
p,r, is the set of temprate distributions

u ∈ S ′h such that ‖u‖Ḃsp,r is finite, i.e.,

Ḃs
p,r :=

u ∈ S ′ :
∑

q∈Z

(2qs‖∆̇qu‖Lp)r
 1

r

<∞


Besov spaces exhibit interesting relations with classical spaces such as Sobolev,

Hölder spaces, Lebesgue spaces and so on; see [161, p. 34],[145, p. 14]. Moreover,

based on the choice of parameters p, r and s, Besov spaces possess features which

give them priorities over other spaces for our purpose. Below is some of the basic

properties both for homogeneous and non-homogeneous cases.
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We next give basic some important properties of Bs
p,r and Ḃs

p,r; the proofs can be

found in [10].

Proposition 17 (Properties of Bs
p,r). Let s ∈ R and 1 ≤ p, r ≤ ∞. Then the

following statements are true

1. The space Bs
p,r does not depend on the choice of the functions χ and ϕ.

2. The space Bs
p,r is a Banach space and satisfies the Fatou property, namely,

if (un)n∈N is a bounded sequence of Bs
p,r, then an element u of Bs

p,r and a

subsequence uφ(n) exists such that

lim
n→∞

uφ(n) = u in S ′ and ‖u‖Bsp,r ≤ lim inf
n→∞

‖uφ(n)‖Bsp,r . (2.11)

3. For all s ∈ R and 1 < p, r < ∞, the space B−sp′r′ is the dual space of Bs
p,r,

where 1
p

+ 1
p′

= 1
r

+ 1
r′

= 1. If 1 ≤ p <∞, the completion Bsp,∞ of C∞0 for the

norm ‖ · ‖Bsp,∞ is the predual of B−sp′,1.

4. We also have the following embedding property;

(a) Bs
p,r ↪→ B s̃

p,r̃ whenever s̃ < s or s̃ = s and r̃ ≥ r,

(b) Bs
p,r ↪→ B

s−n( 1
p
− 1
p̃

)

p̃,r whenever p̃ ≥ p,

(c) we have B0
∞,1 ↪→ C ∩ L∞. If p < ∞ then the space B

N
p

p,1 is continuously

embedded in the space C0 of continuous bounded functions which decay at

infinity.

5. There exists a constant C > 0 satisfying the following properties; if s1 and s2

are real numbers such that s1 < s2, θ ∈ (0, 1) and 1 ≤ p, r ≤ ∞, then we have

‖u‖
B
θs1+(1−θ)s2
p,r

≤ ‖u‖θ
B
s1
p,r
‖u‖1−θ

B
s2
p,r

(2.12)

‖u‖
B
θs1+(1−θ)s2
p,1

≤ C

s2 − s1

(
1

θ
+

1

1− θ

)
‖u‖θ

B
s1
p,∞
‖u‖1−θ

B
s2
p,∞

(2.13)

Proposition 18 (Properties of homogeneous Besov spaces). Let 1 ≤ p, r ≤ ∞ and

s ∈ R
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1. Let u be a tempered distribution and N be any positive integer. Define a

tempered distribution uN by uN := u(2N ·). Then the following statement is

true: if ‖u‖Ḃsp,r is finite, so it is for uN and we have

‖uN‖Ḃsp,r = 2N(s− d
p

)‖u‖Ḃsp,r (2.14)

2. The space (Ḃs
p,r, ‖ · ‖Ḃsp,r) is a normed space. Moreover, if s < d

p
, then (Ḃs

p,r, ‖ ·

‖Ḃsp,r) is a Banach space. For any p, the space (Ḃs
p,r, ‖ · ‖

Ḃ
d
p
p,1

) is also a Banach

space.

3. The two spaces Ḣs and Ḃs
2,2 are equal and the corresponding norms satisfy

1

C |s|+1
‖u‖Bs2,2 ≤ ‖u‖Ḣs ≤ C |s|+1‖u‖Bs2,2 . (2.15)

4. There exists a constant C > 0 such that if θ ∈ (0, 1), r ∈ [1,∞] and s1, s2 ∈ R

with s1 < s2, then for any u ∈ S ′h,

‖u‖
Ḃ
θs1+(1−θ)s2
p,r

≤ ‖u‖θ
Ḃ
s1
p,r
‖u‖1−θ

Ḃ
s2
p,r
, and (2.16)

‖u‖
Ḃ
θs1+(1−θ)s2
p,1

≤ C

s2 − s1

(
1

θ
+

1

1− θ

)
‖u‖θ

Ḃ
s1
p,∞
‖u‖1−θ

Ḃ
s2
p,∞
. (2.17)

5. Let s ∈ R and 1 ≤ p, r ≤ ∞ satisfy s < n
p
, or s = n

p
and r = 1.

(a) Let
(
uq
)
q∈Z be a sequence of functions such that

(∑
q

(
2qs‖uq‖Lp

)r) 1
r

<

∞. If supp ûq ⊂ C(0, 2qR1, 2
qR2) for some 0 ≤ R1 ≤ R2 then u :=∑

q∈Z uq belongs to Ḃs
p,r and there exists a constant C such that

‖u‖Ḃsp,r ≤ C1+|s|

∑
q

(
2qs‖uq‖Lp

)r 1
r

.

(b) Let
(
uq
)
q∈Z be a sequence of functions such that

(∑
q

(
2qs‖uq‖Lp

)r) 1
r

<

∞. If supp ûq ⊂ B(0, 2qR) for some positive R and if in addition s is
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Littlewood-Paley Theory 25

positive then u :=
∑
q∈Z

uq belongs to Ḃs
p,r and there exists a constant C

such that

‖u‖Ḃsp,r ≤
C1+s

s

∑
q

(
2qs‖uq‖Lp

)r 1
r

For the proof of these statements we refer to [38, 49].

Paradifferential Calculus and Bony decomposition

In dealing with product of tempered distributions such as, uv, unlike product of

two functions we do not have pointwise evaluation. We formally define the product

using the Littlewood-Paley decomposition as follows,

uv =
∑
p,q∈Z

∆qu∆pv. (2.18)

Paradifferential calculus is a very useful tool to deal with products of the type

(2.18), by which the product will be split into three parts depending on the size

of p and q; the first part consists of blocks ∆p, ∆q such that p ≤ q − N for some

appropriate positive integer N , the second part consists of blocks ∆p, ∆q such that

q ≤ p−N and the third part consists of blocks ∆p, ∆q such that |p− q| < N.

Definition 19. The non-homogeneous (respectively homogeneous) paraproduct of v

by u, denoted by Tuv, (respectively Ṫuv) is defined respectively as;

Tuv :=
∑
p≤q−2

∆pu∆qv,

and

Ṫuv :=
∑
p≤q−2

∆̇pu∆̇qv.

Definition 20. The non-homogeneous (respectively homogeneous) remainder of u
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Littlewood-Paley Theory 26

and v is defined respectively by

R(u, v) =
∑
|p−q|≤1

∆pu∆qv. (2.19)

Ṙ(u, v) =
∑
|p−q|≤1

∆̇pu∆̇qv. (2.20)

Remark 21. The operators Tuv, Ṫuv, R(u, v) and Ṙ(u, v) exhibit several interesting

properties, such as; bilinearity and continuity; for the detail we refer to [10, 49].

Once equipped with these two definitions, we now define the product uv by the

Bony-decomposition; for u, v ∈ Bs
p,r (respectively u, v ∈ Ḃs

p,r )

uv = Tuv + Tvu+R(u, v), (2.21)

and

uv = Ṫuv + Ṫvu+ Ṙ(u, v) (2.22)

respectively.

Next, we state few theorems on continuity of the product the remainder; their proofs

can be found in [10, Ch. 2],[49].

Let L̃(V,W ) denote the set of all continuous linear operators from the normed space

V to another normed space W , then we have the following results:

Theorem 22. There exists a constant C > 0 such that for any (p, r1, r2) ∈ [1,∞]3

and (s, t) ∈ R× (−∞, 0);

‖T‖L̃(L∞×Bsp,r;Bsp,r) ≤ C |s|+1, (2.23)

‖T‖L̃(Bt∞,r1×B
s+t
p,r2

) ≤
C |s+t|+1

−t
with

1

r
= min(1,

1

r1

+
1

r2

). (2.24)
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Littlewood-Paley Theory 27

Furthermore, for k ∈ N, we have

‖Tuv‖Bsp,r ≤ C‖u‖L∞‖Dkv‖Bs−kp,r
and ‖Tuv‖Bs+tp,r

≤ C‖u‖Bt∞,r1‖D
kv‖Bs−kp,r2

(2.25)

Theorem 23. There exists a constant C > 0 satisfying the following inequalities.

Let (s1, s2) ∈ R2 and (p1, p2, r1, r2) ∈ [1,∞]4 such that

1

p
=

1

p1

+
1

p2

≤ 1 and
1

r
=

1

r1

+
1

r2

≤ 1. (2.26)

If s1 + s2 > 0, then we have, for any (u, v) in Bs1
p1,r1
×Bs2

p2,r2
,

‖R(u, v)‖
B
s1+s2
p,r

≤ C |s1+s2|+1

s1 + s2

‖u‖Bs1p1,r1‖v‖Bs2p2,r2 . (2.27)

If r = 1 and s1 + s2 = 0, then we have, for any (u, v) in Bs1
p1,r1
×Bs2

p2,r2
,

‖R(u, v)‖B0
p,∞ ≤ C |s1+s2|+1‖u‖Bs1p1,r1‖v‖Bs2p2,r2 . (2.28)

Theorem 24. For any positive real number s and any (p, r) ∈ [1,∞]2, the space

L∞
⋂
Bs
p,r is an algebra, and a constant C exists such that

‖uv‖Bsp,r ≤
Cs+1

s

(
‖u‖L∞‖v‖Bsp,r + ‖u‖Bsp,r‖v‖L∞

)
(2.29)

Theorem 25. Let s, p, r1 such that Ḃs
p,r1

is a Banach space. Then the paraproduct

maps continuously L∞× Ḃs
p,r1

into Ḃs
p,r. Moreover, if t is negative and r2 such that

1

r1

+
1

r2

=
1

r
≤ 1, (2.30)

and if Ḃs+t
p,r is a Banach space, then Ṫ maps continuously Ḃt

∞,r1 × Ḃ
s
p,r2

into Ḃs+t
p,r .

Theorem 26. Let pk, rk (for k ∈ {1, 2} ) such that

1

p1

+
1

p2

=
1

p
≤ 1,

1

r1

+
1

r2

=
1

r
≤ 1. (2.31)

Let (s1, s2) ∈ R2 such that s1 + s2 ∈ (0, d/p), the operator Ṙ maps Ḃs1
p1,r1
× Ḃs2

p2,r2
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Stochastic Analysis 28

into Ḃs1+s2
p,r . Moreover, if s1 + s2 = 0 and r = 1, the operator Ṙ maps Ḃs1

p1,r1
× Ḃs2

p2,r2

into Ḃ0
p,1.

2.2 Stochastic Analysis

In this section we give definitions and classical results from probability theory and

stochastic analysis which are of interest to us. Similarly to previous sections, we

refer to sources for detail readings and proofs. Definitions and notations are mostly

taken from [90, 152].

2.2.1 Probability and Random Variables

Definition 27. An ordered triplet (Ω,F ,P) where,

(a) Ω is a set of points ω,

(b) F is a σ−algebra of subsets of Ω,

(c) P is a probability measure on F ,

is called a probabilistic model or a probability space. Here, Ω is the sample space or

space of elementary events, the sets A in F are events, and P(A) is the probability

of the event A. A probability measure or a probability P of A, where A belongs to

an algebra A of subsets of Ω, is a countably additive measure such that P(Ω) = 1.

Definition 28. Let (Ω,F ) be a measurable space and let (R,B(R)) be the real line

with the system B(R) of Borel sets. A real function ζ = ζ(ω) defined on (Ω,F ) is

an F−measurable function, or a random variable, if

{
ω : ζ(ω) ∈ B

}
∈ F

for every B ∈ B(R); or equivalently, if the inverse image

ζ−1(B) ≡ {ω : ζ(ω) ∈ B}
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Stochastic Analysis 29

is a measurable set in Ω.4

If the random variable ζ takes the form

ζ(ω) =
∞∑
i=1

xiIAi(ω), (2.32)

where
⋃
Ai = Ω, Ai ∈ F , then we call it discrete. Furthermore, if (2.32) is finite

then ζ is simple.

Definition 29. We define the probability distribution of the random variable ζ on

(R,B(R)), denoted by Pζ, as

Pζ(B) = P{ω : ζ(ω) ∈ B}; (2.33)

and the distribution function of ζ is given by

Fζ(x) = P(ω : ζ(ω) ≤ x), x ∈ R. (2.34)

A random variable is determined by the its distribution function. For instance, a

random variable ζ is called continuous if its distribution function Fζ is continuous

for all x ∈ R; and for each random variable ζ there is a nonnegative function

f = fζ(x), called its density, such that

Fζ(x) =

x∫
−∞

fζ(y)dy, x ∈ R, (2.35)

the integral can be taken in the Riemann sense or Lebesgue sense.
4 When (Ω,F ) = (Rn,B(Rn)), then B(Rn)− measurable functions are called Borel functions.
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Stochastic Analysis 30

2.2.2 Expectation

Definition 30. For Ω,F ,P a finite probability space and ζ = ζ(ω) a simple random

variable,

ζ(ω) =
k∑
j=1

xkIAk(ω), (2.36)

the expectation Eζ is defined as

Eζ =
k∑
j=1

xjP(Aj). (2.37)

Remark 31. In general, expectation of a random variable can merely be treated

as the Lebesgue integral of an F measurable function ζ = ζ(ω) with respect to the

probability measure P; in this case, we define

Eζ =

∫
Ω

ζ(ω)P(dω), or Eζ =

∫
Ω

ζdP. (2.38)

Remark 31 tells us that E enjoys properties of Lebesgue integrals; such as linearity,

monotonicity and the likes. [152] is a rich source of information on expectation.

The following highly celebrated results are of great importance to our work.

Theorem 32 (Chebyshev’s Inequality). Let ζ be a nonnegative random variables.

Then for every ε > 0 we have

P(ζ ≥ ε) ≤ Eζ

ε
. (2.39)

Theorem 33 (The Cauchy-Bunyakovskii Inequality). Let ξ and η be random vari-

ables and satisfy Eξ2 <∞, Eη2 <∞. Then E|ξη| <∞ and

(E|ξη|)2 ≤ Eξ2 · Eη2. (2.40)

Theorem 34 (Jensen’s Inequality). Let the Borel function g = g(x) be convex
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Stochastic Analysis 31

downward and E|ξ| <∞. Then

g(Eξ) ≤ Eg(ξ). (2.41)

Theorem 35 (Lyapunov’s Inequality). If 0 < s < t

(E|ζ|s)1/s ≤ (E|ζ|t)1/t (2.42)

Theorem 36 (Hölder’s Inequality). Let 1 < p, q < ∞, and 1
p

+ 1
q

= 1. If E|ζ|p <

∞, E|η|q <∞, then E|ζη| <∞ and

E|ζη| ≤ (E|ζ|p)1/p(E|η|q)1/q (2.43)

Theorem 37 (Minkowski’s Inequality). If E|ζ|p < ∞, E|η|p < ∞, 1 ≤ p < ∞,

then we have E|ζ + η|p <∞ and

(E|ζ + η|p)1/p ≤ (E|ζ|p)1/p + (E|η|p)1/p (2.44)

2.2.3 Conditional Probabilities and Conditional Expectations

Let (Ω,F ,P) be a probability space, G be a σ−algebra, G ⊂ F be a sub σ−algebra

and ζ = ζ(ω) be a random variable. The conditional expectation of a non-negative

random variable with respect to the σ−algebra G is a non negative extended random

variable, denoted by E(ζ|G ) or E(ζ|G )(ω), such that;

(a) E(ζ|G ) is G−measurable;

(b) for every A ∈ G

∫
A

ζdP =

∫
A

E(ζ|G )dP. (2.45)

And the conditional expectation E(ζ|G ) of any random variable ζ with respect to

the σ−algebra G is defined in terms of non-negative random variable ζ+ and ζ−
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Stochastic Analysis 32

such that, if

min(E(ζ+|G ),E(ζ−|G )) <∞ (2.46)

P−a.s then E(ζ|G ) is defined by the formula

E(ζ|G ) = E(ζ+|G )− E(ζ−|G ). (2.47)

On the set (of probability zero) of sample points for which E(ζ+|G ) = E(ζ−|G ) =

∞, the difference E(ζ+|G )−E(ζ−|G ) is given an arbitrary value, for example zero.

Here we would like to note that all the properties of expectation hold for conditional

expectations as well. A very nice further reading can be found in [152, P. 210–232].

2.2.4 Stochastic Processes and Filtrations

Definition 38. A stochastic process is a mathematical model for the occurrence at

each moment after the initial time, of a random phenomenon; or more generally

stochastic process is a collection of random variables X = {Xt : 0 ≤ t <∞} on the

sample space (Ω,F ) which takes values in a second measurable space (S,S ), called

state space. For a fixed sample point ω ∈ Ω, the function t 7→ Xt(ω); t ≥ 0 is the

sample path (realization, trajectory) of the process X associated with ω.

Definition 39. Let X and Y be two stochastic processes defined on the same prob-

ability spaces (Ω,F ,P). Then we say

1. Y is a modification of X, if for every t ≥ 0, we have P[Xt = Yt] = 1.

2. X and Y have the same finite dimensional distributions if, for any integer

n ≥ 1, real numbers 0 ≤ t1 ≤ t2 ≤ . . . tn <∞, and A ∈ B(Rn) we have

P[(Xt1 , Xt2 , . . . , Xtn) ∈ A] = P[(Yt1 , Yt2 , . . . , Ytn) ∈ A] (2.48)
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3. X and Y are called indistinguishable if almost all their sample paths agree:

P[Xt = Yt;∀0 ≤ t <∞] = 1. (2.49)

4. The stochastic process X is said to be measurable if for every A ∈ B(Rn), the

set {(t, ω) : Xt(ω) ∈ A} belongs to the product σ−field B([0,∞) ⊗F ; i.e.,

when the mapping

(t, ω) 7→ Xt(ω) : ([0,∞)× Ω,B([0,∞))⊗F )→ (Rn,B(Rn)) (2.50)

is measurable.

Definition 40. A filtration of a sample space (Ω,F ) is a non-decreasing family

{Ft : t ≥ 0} of sub−σ−fields of F : Fs ⊂ Ft ⊂ F for 0 < s < t < ∞. We set

F∞ = σ

(⋃
t≥0

Ft

)
.

Remark 41. Given a stochastic process, X, the simplest choice of filtration is that

generated by the process itself, i.e.,

FX
t := σ (Xs : 0 ≤ s ≤ t) (2.51)

the simplest σ−field with respect to which Xs is measurable for every s ∈ [0, t].

Definition 42. Let {Ft : t ≥ 0} be a filtration and X be a stochastic process.

Define

Ft− := σ
(⋃

s<t Fs

)
to be the σ−field of events strictly prior to t > 0;

Ft+ :=
⋂
ε>0 Ft+ε to be the σ−field of events immediately after t ≥ 0.

F0− := F0

Then, we say

1. the filtration {Ft} is right (left) continuous if Ft = Ft+ (respectively Ft =

Ft−) holds for t ≥ 0; and filtration {Ft} is continuous when it is both right

continuous and left continuous.
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2. the filtration {Ft} satisfies the usual conditions if it is right continuous and

F0 contains all P-negligible events, or events with zero probability.

3. the stochastic process X is adapted to {Ft} if for each t ≥ 0, Xt is an

Ft−measurable random variable.

4. the stochastic process X is progressively measurable with respect to the filtra-

tion {Ft} if, for each t ≥ 0 and A ∈ B(Rn), the set {(s, ω); 0 ≤ s ≤ t, ω ∈

Ω, Xs(ω) ∈ A} belongs to the product σ−field B([0, t]) ⊗Ft; in other words

if the mapping (s, ω) 7→ Xs(ω) :
(
[0, t]× Ω,B([0, t])⊗Ft

)
→ (Rn,B(Rn)) is

measurable, for each t ≥ 0.

Proposition 43. If the stochastic process X is measurable and adapted to the fil-

tration {Ft}, then it has a progressively measurable modification.

For the detail on these definitions and the proof of the above result we refer to

[44, 90]. Hereafter, thanks to proposition 43, we will not make any difference

between a process X and its modification.

A random time T is an F−measurable random variable, with values in [0,∞]. For

a stochastic process X and random time T , we define a function XT on the event

T <∞ by

XT (ω) := XT (ω)(ω). (2.52)

If XT (ω) is defined for all ω ∈ Ω, then X∞ can also be defined on Ω, by setting

XT (ω) := X∞(ω) on {T =∞}.

Definition 44. Let (Ω,F ) be a measurable space equipped with the filtration {Ft}.

A random time T is called a stopping time with respect to the filtration, if the event

{T ≤ t} = {ω : T (ω) ≤ t} belongs to the σ−field Ft, for all t ≥ 0. A random time

T is an optional time of the filtration {Ft}, if {ω : T (ω) < t} ∈ Ft for all t ≥ 0.

Remark 45. Every random time equal to a non-negative constant is a stopping

time, [90, p. 6].
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Again, we consider the process {Xt : 0 ≤ t <∞} on a probability space (Ω,F ,P)

adapted to a a given filtration {Ft} and such that E|Xt| < ∞ holds for every

t ≥ 0. The process {Xt : 0 ≤ t < ∞} is said to be a submartingale (respectively,

a supermartingale) if, for every 0 ≤ s < t < ∞, we have, a.s. P: E(Xt|Fs) ≥ Xs

(respectively, E(Xt|Fs) ≤ Xs). {Xt : 0 ≤ t < ∞} is a martingale if it is both

submaritingale and a supermartingale.

Now let X = {Xt,Ft; 0 ≤ t < ∞} be a (continuous) process with X0 = 0 a.s. If

there exists a nondecreasing sequence {Tn}∞n=1 of stopping times of {Ft}, such that

{X(n)
t := Xt∧Tn ,Ft; 0 ≤ t <∞} is a martingale for each n ≥ 1 and P[limn→∞ Tn =

∞] = 1, then we say that X is a (continuous) local martingale and write X ∈M loc

(respectively, X ∈M c,loc if X is continuous).

Remark 46. Every martingale is a local martingale, but not the converse,[44, 90].

Before we pass to other issues, we give one interesting result on continuous martin-

gales;

Theorem 47. Let {Xt,Ft : 0 ≤ t < ∞} be right continuous submartingale such

that sup
t≥0

E(X+
t ) <∞. Then

X∞(ω) := lim
t→∞

Xt(ω) (2.53)

exists for a.e. ω ∈ Ω and E|X∞| <∞.

Definition 48. Consider a probability space (Ω,F ,P).

(1) An adapted process A is called increasing if for P− a.e. ω ∈ Ω we have

(i) A0(ω) = 0

(ii) t 7→ At(ω) is non-decreasing, right continuous function and E(At) < ∞

for all t ∈ [0,∞).

(2) An increasing process A, is integrable if E(A∞) <∞, where A∞ := lim
t→∞

At.
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(3) An increasing process A is natural, if for every bounded right continuous mar-

tingale {Mt,Ft; 0 ≤ t <∞} we have

E

∫
(0,t]

MsdAs = E

∫
(0,t]

Ms−dAs = E

∫
(0,t]

Ms+dAs = E(MtAt) (2.54)

Definition 49. Let S (Sa) be a class of stoping times T of a filtration {Ft} such

that P(T < ∞) = 1 (respectively P(T ≤ a) = 1 for a given finite number a > 0).

The right continuous process {Xt,Ft; 0 ≤ t < ∞} is said to be of class D, if

the family {XT}T∈S is uniformly integrable (respectively of class DL, if the family

{XT}T∈Sa is uniformly integrable, for every 0 < a <∞).

The following result is due to Joseph L. Doob and Paul-André Meyer, which is a

crucial transition towards stochastic integration.

Theorem 50 (Doob-Meyer Theorem). Let {Ft} satisfy the usual conditions. If

the right continuous submartingale X = {Xt,Ft : 0 ≤ t <∞} is of class DL, then

it admits the decomposition

Xt = Mt + At, 0 ≤ t <∞, (2.55)

where M := {Mt,Ft : 0 ≤ t <∞} is a right continuous martingale, A = {At,Ft :

0 ≤ t < ∞} is an increasing process. If X is of class D, then M is a uniformly

integrable martingale and A is integrable.

From now on, we refer to (2.55) as Doob’s decomposition. Indeed, similar decompo-

sition property, such as (2.59), of stochastic processes can be used as an alternative

definition for continuous semimartingale, see [90, pp. 149]

Definition 51. Let X = {Xt,Ft} be a right continuous martingale. We say that X

is square integrable if E(X2
t ) <∞ for all t ≥ 0. If X0 = 0 P-a.s, we write X ∈M2

(or X ∈M c
2 if X is continuous.)

Remark 52. If X ∈M2, then X2 = {X2
t , 0 ≤ t < ∞} is a submartingale of class
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DL, and therefore has the following Doob’s decomposition;

X2
t = Mt + At, 0 ≤ t <∞ (2.56)

with Mt a right continuous martingale and At a natural increasing process.

For a detailed discussion and proofs of the above results, we refer to [20, 44, 90, 138].

2.2.5 Brownian Motion

Definition 53. A Brownian motion (standard one dimensional) is a continuous

adapted process B = {Bt,Ft : 0 ≤ t < ∞} defined on some probability space

(Ω,F ,P), with properties that B0 = 0 a.s. and for 0 ≤ s < t, the increment Bt−Bs

is independent of Fs and is normally distributed with mean zero and variance t−s;

where the variance of a random variable, say ζ, denoted by V ζ is given by

V ζ := E(ζ − Eζ)2. (2.57)

Definition 54. Let n be a positive integer and µ a probability measure on (Rn,B(Rn)).

Let B = {Bt,Ft; t ≥ 0} be a continuous, adapted process with values in Rn, de-

fined on some probability space (Ω,F ,P). This process is called a n−dimensional

Brownian motion with initial distribution µ, if

(i) P[B0 ∈ Γ] = µ(Γ),∀Γ ∈ B(Rn);

(ii) for 0 ≤ s < t, the increment Bt − Bs is independent of Fs and is normally

distributed with mean zero and covariance matrix equal to (t− s)In, where In
is the n× n identity matrix.

Remark 55. B is a square integrable martingale with 〈B〉t = t for all t ≥ 0; where

〈B〉t = At is the increasing process in the Doob Meyer’s decomposition of B2 and

is called the quadratic variation of B.
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A very detailed work on existence and construction of Brownian motions can be

found in [44, 90].

2.2.6 Stochastic Integral

We introduce the Itô’s integral formula for a process, say X. For the construction

and other details we refer to [87, 88, 90, 102, 118]. From now on we denote a

probability space (Ω,F ,P) endowed with a filtration {Ft} by (Ω,F , {Ft},P).

Now let T > 0, (Ω,F , {Ft}0≤t≤T ,P) be a probability basis and H be a Banach

space. For an {Ft}-adapted process X, we define

[X]2T := E

∫ T

0

X2
t d〈M〉t,

when the RHS is finite, whereM ∈M c
2 is a continuous square integrable martingale.

Let L denote the set of equivalence classes of all measurable {Ft} adapted processes

X, for which [X]T <∞ for all T > 0, and L ∗ denote the set of equivalence classes

of progressively measurable processes satisfying [X]T <∞ for all T > 0.

Definition 56. For X ∈ L ∗, we define the stochastic integral of X with respect

to the martingale M ∈ M c
2 by the process I(X) = {It(X),Ft; 0 ≤ t < ∞}

which satisfies lim
n→∞

‖I(X(n)) − I(X)‖ = 0 for every sequence {X(n)}∞n=1 ⊆ L0

with lim
n→0

[X(n) −X] = 0; and we write

It(X) =

∫ t

0

XsdMs, 0 ≤ t <∞; (2.58)

where L0 is the set of simple processes.

Let X, Y ∈ L ∗ I(X), M ∈ M c
2 . Then I(X) defined above is a square integrable

martingale and has a quadratic variation given by 〈I(X)〉t =
∫ t

0
X2
ud〈M〉u. Further-

more, for any two stopping times S, T such that S ≤ T of filtration {Ft} and any
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t > 0 we have

E[It∧T |FS] = It∧S, P− a.s,

E
[
(It∧T (X)− It∧S(X))(It∧T (Y ))− (It∧S(Y ))|FS

]
= E


t∧T∫
t∧S

XuYud〈M〉u

∣∣∣∣∣∣∣FS

 ,
and in particular for any s ∈ [0, t],

E[(It(X)− Is(X))(It(Y )− Is(Y ))|Fs] = E


t∫

s

XuYud〈M〉u

∣∣∣∣∣∣∣Fs

 .
Finally, It∧T (X) = It(X̃), where X̃t(ω) := Xt(ω)1{t≤T (ω)}.

One can find detailed proofs on properties of stochastic integrals and more in [90].

Lemma 57 (Kunita-Watanabe, 1967). For M,N ∈ M c
2 , X ∈ L ∗(M), and Y ∈

L ∗(N), the following holds a.s.

∫ t

0

|XsYs|dξ̌s ≤

(∫ t

0

X2
sd〈M〉s

)1/2(∫ t

0

Y 2
s d〈N〉s

)1/2

where ξ̌ is the cross variation of the processes ξ := 〈M,N〉 on [0, s].

The following property of a continuous semimartingale is a crucial concept in the

study of stochastic integrals: for (Ω,F , {Ft},P) a basic probability space, a con-

tinuous semimartingale X = {Xt,Ft; 0 ≤ t <∞} is an adapted process which has

a unique decomposition of the type

Xt = X0 +Mt +Bt; 0 ≤ t <∞P− a.s, (2.59)

where M = {Mt,Ft; 0 ≤ t < ∞} ∈ M c,loc and B = {Bt,Ft; 0 ≤ t < ∞} is the

difference of continuous, nondecreasing , adapted processes {A±t ,Ft; 0 ≤ t < ∞}
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such that

Bt = A+
t − A−t ; 0 ≤ t <∞,

with A±0 = 0, P− a.s, [90]

The following result is called Itô’s integral formula, and, some times the chain rule

of stochastic calculus, due to Kiyosi Itô in [87]; for the proof we refer to [87, 90, 102].

Theorem 58. For f : R → R in C2 and X = {Xt,Ft; 0 ≤ t < ∞} a continuous

semimartingale with decomposition (2.59), we have

f(Xt) = f(X0) +

∫ t

0

f ′(Xs)dMs+

∫ t

0

f ′(Xs)dBs+
1

2

∫ t

0

f ′′(Xs)d〈M〉s, 0 ≤ t <∞.

(2.60)

The multidimensional version of Theorem 58 is stated as follows, see [90]:

Theorem 59. Let {Mt := (M
(1)
t ,M

(2)
t , . . . ,M

(n)
t ),Ft; 0 ≤ t < ∞} be a vector of

local martingales in M c,loc, {B := (B
(1)
t , B

(2)
t , . . . , B

(n)
t ),Ft; 0 ≤ t < ∞} a vector

of adapted processes of bounded variation with B0 = 0, and set Xt = X0 + Mt +

Bt; 0 ≤ t < ∞, where X0 is an F0−measurable random vector in Rn. Let f(t, x) :

[0,∞)× Rn → R be of class C1,2([0,∞)× Rn. Then P a.s.,

f(t,Xt) =f(0, X0) +

∫ t

0

∂

∂t
f(s,Xs)ds+

n∑
i=1

∫ t

0

∂

∂xi
f(s,Xs)dB

(i)
s

+
n∑
i=1

∫ t

0

∂

∂xi
f(s,Xs)dM

(i)
s

+
1

2

n∑
i=1

n∑
j=1

∫ t

0

∂2

∂xi∂xj
f(s,Xs)d〈M (i),M (j)〉s, 0 ≤ t <∞ (2.61)

One can also write the Itô integral in differential form as follows,

df(Xt) = f ′(Xt)dMt + f ′(Xt)dBt +
1

2
f ′′(Xt)d〈M〉t

= f ′(Xt)dXt +
1

2
f ′′(Xt)d〈M〉t, 0 ≤ t <∞, (2.62)
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for one dimensional process, and

df(t,Xt) =
∂

∂t
f(t,Xt)dt+Df(t,Xt) · dBt +Df(t,Xt) · dMt +

1

2
D2f(t,Xt) · d〈M〉t

(2.63)

where D2f(t,Xt) · d〈M〉t = ∂2

∂xi∂xj
f(t,Xt)d〈M (i),M (j)〉

We conclude the section by the following three results, which are repeatedly used

in the process of writing the thesis. The results are taken respectively from [133],

[90] and [60].

Theorem 60 ( Itô Isometry). Let M = {Mt,Ft; 0 ≤ t <∞} be in M c
2 and suppose

X ∈ L ∗
∞(M). Then we have

E

(∫ ∞
0

XtdMt

)2

= E

∫ ∞
0

X2
t d〈M〉t. (2.64)

Theorem 61 (The Burkholder-Davis-Gundy Inequalities). Let M ∈ Mc,loc. For

every m > 0 there exist universal positive constants km, Km (depending only on m),

such that

kmE(〈M〉mT ) ≤ E[(M∗
T )2m] ≤ KmE(〈M〉mT )

holds for every stopping time T ; where M∗
t := max

0≤s≤t
|Ms|.

Theorem 62 (Young’s Inequality with ε). Let a, b positive real numbers and 1 ≤

p, q ≤ ∞ such that 1
p

+ 1
q

= 1. Then, for any ε > 0

ab ≤ εap + Cεb
q,

where Cε =
1

(εp)q/pq
(εp)−q/p.
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Chapter 3

Stochastic Magnetohydrodynamics

Equations

3.1 Introduction

Let (Ω,F ,P) be a complete probability space with filtration {Ft}t≥0 of right-

continuous σ−algebra. Let W = (ωi(t))i∈N be an infinite dimensional Wiener pro-

cess on this probability space; the components ωi are independently, identically

distributed standard one dimensional Wiener Processes. We assume that the filtra-

tion {F}t≥0 is generated by W.

Our focus is towards investigating the stochastic magnetohydrodynamics (SMHD)

equation;

∂tu+ (u · ∇)u+∇Π− (b · ∇)b−∆u = g1Ẇ in Ω× (0,∞)× Rn

∂tb+ (u · ∇)b− (b · ∇)u−∆b = g2Ẇ in Ω× (0,∞)× Rn

div u = div b = 0 in Ω× (0,∞)× Rn

u|t=0 = u0, b|t=0 = b0 in Ω× Rn

(3.1)

where n ≥ 2 is a natural number, u = u(ω, t, x) is the flow velocity, b = b(ω, t, x) is

the magnetic field, Π is the total pressure, and g1Ẇ and g2Ẇ are random external
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forces; W is a standard infinite dimensional Wiener process discussed above, and

the stochastic differential is understood in the Itô sense. The Laplace, the gradient

and divergence operators are defined respectively as

∆ =
n∑
i=1

∂2

∂x2
i

,

∇ =

〈
∂

∂x1

, · · · , ∂

∂xn

〉
,

div u =
n∑
i=1

∂ui
∂xi

,

where n is the dimension of the space variable.

The system of equations (3.1) at least in principle governs the flow of incompress-

ible electrically conducting fluids, such as plasma, where the random (or Brownian)

movement of fluid particles is taken into consideration. Magnetohydrodynamics

equations are obtained by coupling the stochastic Navier-Stokes and Maxwell equa-

tions in a certain way and plays a crucial role in the fields of astrophysics, cosmology,

geophysics, plasma physics and medicine. Despite their tremendous importance,

fully understanding fluid and plasma flows is one of the most challenging tasks of

our time (see [62]), it is widely accepted that the difficulty arises from their turbu-

lent nature. Nevertheless, since from the end of the 15th century or beginning of

the 16th century when a very systematic observation of Da Vinci and Richter, a lot

of research has been done to unlock the mystery of turbulent flows; one can mention

the following pioneering works of Reynolds [141, 142], Poincaré and Magini [135],

Taylor [157, 158], Leray [110, 111, 113], Heisenberg [78], De Karman and Howarth

[52], Millionshchikov [124], Kolmogorov [91, 92, 93, 94, 95], Obukhov [130, 131, 132],

Kraichnan [96, 97, 98, 99, 100, 101], Ladyzhenskaya [103], Hopf [79, 81], Sritharan

and Sundar [153], Bensoussan and Temam [14], Fujita and Kato [73] and so on.

As it was mentioned in chapter 1, generally, we have two approaches to tackle the

problem of turbulent flows. The first is a direct approach, in which one analyzes

properties like existence, uniqueness, regularity of solutions for system equations

like Navier-Stokes equations for non conductive fluid and magnetohydrodynamics
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equations for conductive fluids and plasma, to cite few from the works in this

direction [73, 79, 80, 104, 105, 106, 110, 111, 113, 147, 150, 159]. The second

approach has evolved from the very observation of Da Vinci and Richter, and later

materialized by Reynolds where he split the velocity field into chaotic (random)

and regular components (see [141, 142]). In fact this approach of Reynolds gave

rise to a whole theory of turbulence. To see some of the works in this direction we

refer to [19, 52, 91, 92, 93, 94, 95, 96, 97, 99, 115, 124, 130, 131, 132, 164] and the

references in there. The book by Davidson, Kaneda, Moffatt, and Sreenivasan [51]

takes us through the process of evolution of turbulent theory and short biography

of the main contributors.

In this part of the thesis we will be focusing on the first method, where a direct

approach is applied to analyze long time and short time behavior of the solution

field, and the second method is a subject of Part III.

The fascinating link between Navier-Stokes Equations (NSE) and turbulence could

be traced back to the pioneering work of Leray on incompressible viscous fluids

[110, 112, 113] where weak solutions are referred to as turbulent solutions. In these

papers Leray established the mathematical study of NSE on firm grounds as far as

weak (variational) solutions are concerned. The monographs of Ladyzhenskaya and

Silverman [105] and Temam [159] cover most of the achievements in that direction.

To see some of the results in this direction for MHD equations, we refer to [2, 25,

26, 77, 106, 150, 173] and the references in there.

Following the development of stochastic differential equations, stochastic Navier-

Stokes equations have become a central tool in the still unfinished journey to unlock

the mystery of turbulence. The mathematical study of stochastic Navier-Stokes

equations began in the pioneering work of Bensoussan and Temam in [14] where

the external force is driven by a white noise. This work was immediately followed by

the works of Bensoussan and Temam [15] and Frisch et al. [72]. Indeed, the approach

has attracted lots of attention and tremendous amount of research is carried out,

for instance to cite few [13, 16, 22, 27, 28, 54, 55, 64, 119, 120, 121, 122, 123, 146].

The work of Mikulevicius and Rozovskii in [120] is the first where the model was
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derived rigorously under reasonable physical assumptions. It is therefore not an

exaggeration to claim that SNSE are no longer an hypothetical model for turbulent

flows of fluids but a very credible tool for the investigation of turbulence.

Modeling turbulence in MHD flows by stochastic MHD equations is also a well ac-

cepted approach. For instance; Zeldovich, Ruzmaikin, and Sokiloff in [172] have

used random external forces which depend nonlinearly on velocity and magnetic

fields in their treatment of the numerical simulation of MHD turbulence, Sritharan

and Sundar in [153] proved existence and uniqueness of space time statistical solu-

tions by means of weak convergence method, Barbu and Da Prato in [11] proved

existence of solutions to stochastic MHD equations of dimension two driven by ran-

dom exterior forcing terms both in the velocity and in the magnetic field, Sundar

in [154] established existence and uniqueness result for two dimensional stochastic

MHD model in the presence of multiplicative noise or additive fractional Brownian

noise, Sango in [147] presented a very detailed investigation, using the Galerkin

approximation, on the problem of existence of weak solutions for three dimensional

stochastic MHD model with multiplicative noises, Deugoué et al. in [56] proved

existence of weak solution for three dimensional stochastic MHD alpha model. Re-

cently, Motyl in [128], and Tan et al. also considered the three dimensional stochastic

MHD with multiplicative noise. Tan et al. in [155] used the contraction mapping

principle to establish existence and uniqueness of strong local solution and strong

global solution with small data.

One of our goals in this thesis is to investigate existence and uniqueness of global

and local solutions (strong in probabilistic sense) to the system of stochastic partial

differential equations given by (3.1). In recent years the use of Harmonic analysis

tools such as the Littlewood-Paley theory blended with semigroup theory and fixed

point theory has lead to promising results towards unlocking the secrets of Navier-

Stokes equations and MHD equations. For instance the works of Chemin [36, 37, 38],

Bahouri et al. [10], Danchin [48, 48, 50], Chae and Lee [30], Gallagher and Planchon

[74, 75] on Navier-Stokes equations and Cannone et al. [25], Abidi and Hmidi [2]

and Zhang [173] on MHD equations can be mentioned as pioneering examples. The
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present work is in this direction, i.e., application of Littlewood-Paley theory to

stochastic MHD equations.

We established local and global existence and uniqueness of strong solution (in

probabilistic sense) for (3.1); the global result holds with sufficiently small initial

data. The work is done through the following main steps. Firstly, we reduce (3.1) in

to a more symmetric form by introducing transformations, θ = u+ b and β = u− b.

Then we drop the pressure term by applying the Leray projector expressed in terms

of Riesz transforms. Finally we study the reduced problem by seeking a solution

that can be written as a sum of solutions of system of two heat equations, where the

first has a random external force driven by Brownian noise attached to it and the

later takes a form of deterministic heat equation, see (1.5) and (1.6). The stochastic

heat equation is studied by making use of Littlewood-Paley theory and Itô’s calculus

and for the deterministic component we use results from [10], which will be given

in the process. To the best of our knowledge this is the first work which blends

Littlewood-Paley theory, Bony’s paradifferential calculus and stochastic calculus to

treat stochastic MHD equations.

By being able to make use of the Littlewood-Paley theory together with Tcheby-

chev’s inequality and Itô calculus, we managed to get novel results which are given

in subsection 1.2.1. The global existence and uniqueness result is published in

[148]. In fact, Tan et al. in [155] used the the contraction mapping principle to

establish global existence result for stochastic MHD equations when the initial data

is sufficiently small.

The rest of Part III is organized as follows; in the next section, section 3.2, we

reduce (3.1) into a simpler form by applying linear transformations θ and β and the

Leray projector P which is defined in the sequel. In section 3.3 we make a necessary

mathematical preparation and give two estimates on stochastic heat equations; in

fact these estimates played a central role. In section 3.4 we state our main results

and finally in section 3.5 we give the detail proof of the results.
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3.2 Reduction of the problem

We start tackling the problem by reducing (3.1) to a relatively simpler but equivalent

form. This will be achieved by the following procedures.

Firstly we apply the transformation β = u − b, θ = u + b, G̃1 = g1 − g2 and

G̃2 = g1 + g2 to (3.1) and get



∂tβ −∆β + (θ · ∇) β +∇Π = G̃1Ẇ in Ω× (0,∞)× Rn

∂tθ −∆θ + (β · ∇) θ +∇Π = G̃2Ẇ in Ω× (0,∞)× Rn

div β = 0, div θ = 0 in Ω× (0,∞)× Rn

θ|t=0 = u0 + b0, β|t=0 = u0 − b0 in Ω× Rn

. (3.2)

For further simplification we introduce the Leray projector P , named after the

French mathematician Jean Leray (1906-1998), defined by

P· := Id−∇∆−1div · .

Clearly P is linear, homogeneous differential operator of order zero. Moreover, the

Fourier transform of P takes the form

F(Pf)j(ξ) =
n∑
k=1

(
δkj −

ξjξk
|ξ|2

)
f̂ j(ξ), (3.3)

where

δkj =

 1 if k = j

0 if k 6= j
,

which makes P a pseudo-differential operator, see [43].
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Now apply P to eliminate the pressure term from (3.2), the resulting equation is

∂tβ −∆β + P(θ · ∇β) = G1Ẇ in Ω× (0,∞)× Rn

∂tθ −∆θ + P(β · ∇θ) = G2Ẇ in Ω× (0,∞)× Rn

β|t=0 = β0 in Ω× Rn

θ|t=0 = θ0 in Ω× Rn

(3.4)

where Gi = PG̃i for i = 1, 2.

Thus we have a reduced system of equations (3.4) which is an equivalent formulation

of (3.1).

This can actually be rewritten in a much simplified form using matrix notation and

by introducing an operator Q, defined by

Q


β1

θ1

 ,

β2

θ2


 := −1

2


P(θ1 · ∇β2)

P(β1 · ∇θ2)

+

P(θ2 · ∇β1)

P(β2 · ∇θ1)


 . (3.5)

It is not difficult to see that the Q is a symmetric bilinear operator. For instance,

if
(
β1

θ1

)
,
(
β′1
θ′1

)
,
(
β2

θ2

)
and

(
β′2
θ′2

)
in an appropriate space, we have

Q


β1

θ1

+

β′1
θ′1

 ,

β2

θ2


 = Q


β1 + β′1

θ1 + θ′1

 ,

β2

θ2




= −1

2


P((θ1 + θ′1) · ∇β2)

P((β1 + β′1) · ∇θ2)

+

P(θ2 · ∇(β1 + β′1))

P(β2 · ∇(θ1 + θ′1))




= −1

2


P(θ1 · ∇β2) + P(θ′1 · ∇β2)

P(β1 · ∇θ2) + P(β′1 · ∇θ2)

+

P(θ2 · ∇β1) + P(θ2 · ∇β′1)

P(β2 · ∇θ1) + P(β2 · ∇θ′1)




= −1

2


P(θ1 · ∇β2)

P(β1 · ∇θ2)

+

P(θ2 · ∇β1)

P(β2 · ∇θ1)


− 1

2


P(θ′1 · ∇β2)

P(β′1 · ∇θ2)

+

P(θ2 · ∇β′1)

P(β2 · ∇θ′1)



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= Q


β1

θ1

 ,

β2

θ2


+ Q


β′1
θ′1

 ,

β2

θ2


 .

Note that the purpose of Q is not only to simplify our model, but also it enables us

use the fixed point argument, [10, Ch. 5]. Now combining (3.5) with (3.4) we get

d

β
θ

−∆

β
θ

 dt = Q


β
θ

 ,

β
θ


 dt+

G1

G2

 dWt

β
θ


∣∣∣∣∣∣∣
t=0

=

β0

θ0


, (3.6)

which is an equivalent but more handy formulation for (3.1) than (3.4) is.

3.3 A Priori Results

It is well known that for a Banach space B of distributions on Rn, the space-time

Banach space Lq(0, T ;B) for appropriate B plays an important role in the study

of partial differential equations. However, in particular for B = Ḃs
p,r, the usual

space-time Banach space Lq(0, T ; Ḃs
p,r) for p, q, r ∈ [1,+∞], s ∈ R does not have

a structure which is natural to the structure of Besov spaces due to the fact that

time integration will be performed before the lr-norm summation. For this very

technical reason we give the following definition due to Chemin and Lerner, [33].

Definition 63 (Chemin-Lerner). For T > 0, s ∈ R, 1 ≤ p, r, q ≤ +∞, we set

‖u‖LqT (Ḃsp,r)
=
∥∥∥2js‖∆̇ju‖LqT (Lp)

∥∥∥
lr
. (3.7)

The space LqT (Ḃs
p,r) is defined as the set of tempered distributions u over [0, T ]×Rn

such that u(t) ∈ S ′h for each t ∈ [0, T ] and ‖u‖LqT (Ḃsp,r)
<∞.

Here we would like to note the following important relation between the ordinary

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



A Priori Results 51

evolution space and the Chemin-Lerner space regarding Besov spaces. Now observe

that from (3.7) we have

∥∥∥2js‖∆̇ju‖LqT (Lp)

∥∥∥
lr

=

∑
j∈Z

(∫ T

0

2jsq‖∆̇ju‖qLp

) r
q

 1
r

=


∑

j∈Z

(∫ T

0

2jsq‖∆̇ju‖qLp

) r
q


q
r


1
q

.

Thus we have the following remark

Remark 64. According to Minkowski inequality, we have

‖u‖LqT (Ḃsp,r)
≤ ‖u‖LqT (Ḃsp,r)

if r ≥ q, ‖u‖LqT (Ḃsp,r)
≥ ‖u‖LqT (Ḃsp,r)

if r ≤ q.

Particularly for p = r = q = 2 and s < n
2
we have ‖u‖L2

T (Ḃs2,2) ≡ ‖u‖L2
T (Ḣs); for the

detail on relations between Besov and Sobolev spaces we refer to [10, p. 63-102].

Theorem 65. For 1 ≤ p, r <∞ and s < n
p
the space LqT (Ḃs

p,r) is a Banach space.

Proof. Let {un} be a Cauchy sequence in LqT (Ḃs
p,r). Then for every ε > 0, there is

a positive integer N such that

‖um − un‖LqT (Ḃsp,r)
=

∑
j∈Z

(∫ T

0

2jsq‖∆̇jum − ∆̇jun‖qLp

) r
q

 1
r

< ε, for n,m ≥ N.

Then the sequence 
(∫ T

0

2jsq‖∆̇jum − ∆̇jun‖qLp

) 1
q


j∈Z

converges to zero for all m,n ≥ N . Hence,
{

2js∆̇jum

}
m

is a Cauchy sequence in

Lq(0, T ;Lp). The space Lq(0, T ;Lp) being a complete space for the given values of

p and q, then for each j we have a uj such that ∆̇jum converges to uj as m goes to
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∞. Now appealing to Proposition 18, we have a u ∈ Ḃs
p,r such that

u =
∑
j

uj

Next we show that u belongs to the space LqT (Ḃs
p,r). By definition, uj is supported

in a cell of size 2j. Therefore, it is logical to assume that uj = ∆̇ju. Thus we

have ∆̇jum → ∆̇ju in Lq(0, T ;Lp) as m→∞. Therefore, there is a positive integer

N ′ ∈ N such that whenever m ≥ N ′ we have

(∫ T

0

2jsq‖∆̇ju‖qpdt

) 1
q

≤

(∫ T

0

2jsq‖∆̇jum‖qpdt

) 1
q

+ εj

where εj is a positive real number such that εj ≪ 2−|j| for each j. Now taking the

lr norm of the sequence 
(∫ T

0

2jsq‖∆̇jum‖qpdt

) 1
q

+ εj


j

we get

∑
j∈Z

(∫ T

0

2jsq‖∆̇jum‖qpdt

) 1
q

+ εj


r


1
r

≤

∑
j∈Z

(∫ T

0

2jsq‖∆̇jum‖qpdt

) r
q

 1
r

+

∑
j∈Z

εrj

 1
r

.

The right hand side is finite as um belongs to LqT (Ḃs
p,r) and the series

∑
j∈Z ε

r
j is

convergent. Thus,

∑
j∈Z

(∫ T

0

2jsq‖∆̇ju‖qLpdt

) r
q

 1
r

<∞.

Hence u ∈ LqT (Ḃs
p,r). This completes the proof.
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We next give an adaptation of Chemin-Lerner spaces to probabilistic Besov type

evolution space. Before that, we give the usual definition of probabilistic evolution

spaces.

Definition 66. Let (Ω,F , {Ft},P) be a stochastic basis and B a separable Banach

space. For any p, r ∈ [1,∞] we denote by Lp(Ω,P;Lr(0, T ;B)) the space of processes

u = u(ω, t) with values in B defined on Ω× [0, T ] such that;

(i) u(·, t) is progressively measurable,

(ii) u(ω, t) ∈ B for almost all (ω, t) and

(iii)

‖u‖Lp(Ω,P;Lr(0,T ;B)) =

E

(∫ T

0

‖u‖rBdt

) p
r

 1
p

, (3.8)

where E denotes the mathematical expectation with respect to the probability

measure P.

Definition 67. Given a filtered probability space
(
Ω,F , {Ft}t∈[0,T ],P

)
with the

expectation E and T > 0, we denote byMT set of all functions f : Ω×[0, T ]×Rn →

Rn such that for each x ∈ Rn f(·, x) : Ω× [0, T ]→ Rn is progressively measurable.

Definition 68. Let p, r ∈ [1,∞], σ, ρ ∈ [1,∞), s ∈ R and T > 0. We denote by

LσΩL
ρ
T (Ḃs

p,r), the space of distribution-processes f ∈ MT such that f(t, ω) ∈ S ′h,

P− a.s, and the quasinorm,

‖f‖LσΩLρT (Ḃsp,r)
=


(∑
j∈Z

2jsr[E(
∫ T

0
‖∆̇jf(t)‖ρLpdt)σ/ρ]r/σ

)1/r

if 1 ≤ r <∞,

sup
j∈Z

2js[E(
∫ T

0
‖∆̇jf(t)‖ρLpdt)σ/ρ]1/σ if r =∞.

is finite.

Remark 69. Again from Minkowski inequality and Remark 2 we have that LσΩL
ρ
T (Ḃs

p,r) =

LσΩL
ρ
T (Ḃs

p,r) under the condition that σ = ρ = r = p. The space LσΩLσT
(
Ḃs
p,r

)
is
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defined as a Bochner space (modulo usual measurability conditions) with the norm

‖f‖LσΩLσT (Ḃsp,r) =

(
E

∫ T

0

‖f (t) ‖σ
Ḃsp,r

dt

)1/σ

.

By Minkowski inequality, the inequalities in Remark 2 are preserved for LqΩL
q
T

(
Ḃs
p,r

)
and LqΩL

q
T

(
Ḃs
p,r

)
with the obvious relations between q and r.

Once equipped with the necessary definitions, we return to discuss our simplified

model (3.6).

Our aim is to find a solution
(
β
θ

)
of (3.6) such that

β
θ

 =

α
γ

+B


β
θ

 ,

β
θ


 (3.9)

where ( αγ ) satisfies the system

∂t

α
γ

−∆

α
γ

 =

G1

G2

 Ẇ

α
γ


∣∣∣∣∣∣∣
t=0

=

u0 − b0

u0 + b0


(3.10)

and B is a bilinear form satisfying the heat equation

∂tB


β1

θ1

 ,

β2

θ2


−∆B


β1

θ1

 ,

β2

θ2


 = Q


β1

θ1

 ,

β2

θ2




B


β1

θ1

 ,

β2

θ2



∣∣∣∣∣∣∣∣
t=0

= 0

(3.11)
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for
(
β1

θ1

)
,
(
β2

θ2

)
in appropriate spaces.

Therefore our main task becomes investigating stochastic heat equation of the type

(3.12) and deterministic heat equation of the type (3.13) given by; dv −∆vdt = fdW

v|t=0 = u0

, (3.12)

 ∂tu−∆u = f

u|t=0 = 0.
. (3.13)

Since we have plenty of literatures done on the model of heat equation of type (3.13)

in the required frame work of Besov spaces (see [10, 37, 49] and references in there),

the only duty left to us is to investigate the stochastic heat equation model of type

(3.12).

Estimates for stochastic heat equation in Besov and Sobolev

spaces

This section is the central part of the work. We establish key a priori estimates for

the solution of the initial value problem (3.12). Indeed, taking the Fourier transform

of (3.12) with respect to the spatial variable yields, dv̂(t, ξ) = −|ξ|2v̂(t, ξ) dt+ f̂(t, ξ) dW

v̂|t=0(ξ) = û0(ξ)
. (3.14)

This is a linear stochastic differential equation and it has a unique solution

v̂(t, ξ) = H
(
t, f̂(t, ξ), û0(ξ),W (t)

)
,
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for some integral function H in the space distribution-valued processes on Rn+1.

Hence v(t, x) = F−1

(
H
(
t, f̂(t, ξ), û0(ξ),W (t)

))
is a formal solution of (3.12).

Therefore, our task is to establish the regularity in the framework of Besov spaces.

We shall give two regularity results which are crucially important for proving The-

orem 78 and Theorem 79.

Theorem 70. Let u0 be F0 measurable and f progressively measurable on Ω ×

[0, T ]× Rn and for q ∈ [2,∞], σ ∈ [2,∞), s ∈ R

u0 ∈ LσΩ(Ḃ
s
σ
2,q), f ∈ LσΩLσT (Ḃ

s
σ
2,q),

then the solution v of (3.12) is in the space

LσΩL∞T (Ḃ
s
σ
2,q) ∩ LσΩLσT (Ḃ

s+2
σ

2,q ),

and

‖v‖
LσΩL

∞
T (Ḃ

s
σ
2,q)

+‖v‖
LσΩL

σ
T (Ḃ

s+2
σ

2,q )
≤ C

[
(1 + T

σ−2
2 )‖f‖

LσΩL
σ
T (Ḃ

s
σ
2,q)

+ ‖u0‖LσΩ(Ḃ
s
σ
2,q)

]
(3.15)

the constant C is independent of T.

Proof. We apply the dyadic block ∆̇j to the system (3.12) and we get the following

result.

d∆̇jv −∆∆̇jv dt = ∆̇jf dW, ∆̇jv(0) = ∆̇ju0. (3.16)

We note that since f, v are in S ′(Rd), their Fourier transforms Ff,Fv ∈ S ′(Rd).

The function ϕj have compact supports thus both ϕjFf, ϕjFv ∈ S ′(Rd) and have

compact support. Since (F∆̇jv)(ξ) = ϕj(ξ)Fv, (F∆̇jf)(ξ) = ϕj(ξ)Ff , it follows

from Paley-Wiener-Schwartz’s Theorem (see [83, p. 181]) that ∆̇jf and ∆̇jv are

smooth functions with compact supports. Hence these functions make sense in

(3.16).
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Consider the sequence of stopping times

τN =

 inf{t ≥ 0, ‖∆̇jv‖ > N}, if the set {ω : ‖∆̇jv‖ > N} 6= ∅

T, if {ω : ‖∆̇jv‖ > N} = ∅

N = 1, 2, . . .. By means of Itô’s formula applied to ‖∆̇jv‖ =: ‖∆̇jv‖L2 , we have

d‖∆̇jv‖2 = 2(∆̇jv,∆∆̇jv) dt+ 2(∆̇jf, ∆̇jv) dW + ‖∆̇jf‖2 dt, P − a.s. (3.17)

on the interval [0,min{T, τN}].

Applying the Itô’s formula to (‖∆̇jv‖2 + ε)σ/2 for σ ≥ 2, ε > 0 it follows from (3.17)

that

d(‖∆̇jv‖2 + ε)σ/2

=
σ

2
(‖∆̇jv‖2 + ε)σ/2−1

[
2(∆̇jv,∆∆̇jv) dt+ 2(∆̇jf, ∆̇jv) dW + ‖∆̇jf‖2 dt

]
+
σ

2
(
σ − 2

2
)4(‖∆̇jv‖2 + ε)σ/2−2(∆̇jf, ∆̇jv)2 dt. (3.18)

We introduce this regularization with ε in order to avoid dealing with a potential

zero with a negative power. We will get rid of ε through a passage to the limit. We

integrate (3.18) over the interval [0, t] for t < min(T, τN), take the expectation in

the resulting relation and estimate the terms.

Cauchy-Schwartz’s inequality followed by Young’s inequality (with ε > 0) gives

E

∫ t

0

(‖∆̇jv‖2 + ε)σ/2−2(∆̇jf, ∆̇jv)2 dr

≤ E sup
r∈[0,t]

(‖∆̇jv(r)‖2 + ε)σ/2−2‖∆̇jv‖2

∫ t

0

‖∆̇jf‖2 dr

≤ εE sup
r∈[0,t]

{(‖∆̇jv(r)‖2 + ε)σ/2−2‖∆̇jv‖2}σ/(σ−2) + CεE(

∫ t

0

‖∆̇jf‖2 dr)σ/2

≤ εE sup
r∈[0,t]

{(‖∆̇jv(r)‖2 + ε)σ/2−2‖∆̇jv‖2}σ/(σ−2) + Cεt
(σ−2)/σE

∫ t

0

‖∆̇jf‖σ dr

(3.19)
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where we have used the fact that

∫ t

0

‖∆̇jf‖2 dr ≤ t(σ−2)/σ(

∫ t

0

‖∆̇f‖σ dr)2/σ (3.20)

By integration by parts, we have

E

∫ t

0

(‖∆̇jv‖2 + ε)σ/2−1(∆̇jv,∆∆̇jv) dr = −E
∫ t

0

(‖∆̇jv‖2 + ε)σ/2−1‖∇∆jv‖2 dr.

(3.21)

Next Young’s inequality with ε > 0 gives

E

∫ t

0

(‖∆̇jv‖2 + ε)σ/2−1‖∆̇jf‖2 dr

≤ εE sup
r∈[0,t]

{(‖∆̇jv‖2 + ε)σ/2−1}σ/(σ−2) + Cεt
(σ−2)/2E

∫ t

0

‖∆̇jf‖σ dr. (3.22)

We now proceed to estimate the stochastic integral

E

∫ t

0

(‖∆̇jv‖2 + ε)σ/2−1(∆̇jf, ∆̇jv) dW

We have by Burkholder-Davis-Gundy inequality

E sup
r′∈[0,t]

∣∣∣∣∣
∫ r′

0

(‖∆̇jv‖2 + ε)σ/2−1(∆̇jf, ∆̇jv) dW

∣∣∣∣∣
≤ CE

(∫ t

0

∣∣∣(‖∆̇jv‖2 + ε)σ/2−1(∆̇jf, ∆̇jv)
∣∣∣2 dr

)1/2

≤ CE

(∫ t

0

(‖∆̇jv‖2 + ε)σ−2‖∆̇jv‖2‖∆̇jf‖2 dr

)1/2

≤ CE sup
r∈[0,t]

(‖∆̇jv‖2 + ε)(σ−2)/2‖∆̇jv‖

(∫ t

0

‖∆̇jf‖2 dr

)1/2

. (3.23)

Using that inequality in (3.23) and applying Young’s inequality we get

E sup
r′∈[0,t]

∣∣∣∣∣
∫ r′

0

(‖∆̇jv‖2 + ε)σ/2−1(∆̇jf, ∆̇jv) dW

∣∣∣∣∣
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≤ CεE sup
r∈[0,t]

[
(‖∆̇jv‖2 + ε)(σ−2)/2‖∆̇jv‖

]σ/(σ−1)

+ CCεEt
(σ−2)/σ

∫ t

0

‖∆̇jf‖σ dr.

(3.24)

Combining the inequalities (3.19), (3.21), (3.22),(3.24) we get

E sup
t∈[0,T∧τN ]

(‖∆̇jv‖2 + ε)σ/2 + 2E

∫ T∧τN

0

(‖∆̇jv‖2 + ε)σ/2−1‖∇∆̇jv‖2 dr

≤E(‖∆̇ju0‖2 + ε)σ/2 + CεE sup
t∈[0,T∧τN ]

[
(‖∆̇jv‖2 + ε)(σ−2)/2‖∆̇jv‖

]σ/(σ−1)

+ εE sup
r∈[0,t]

{(‖∆̇jv‖2 + ε)σ/2−1}σ/(σ−2) + εE sup
r∈[0,t]

{(‖∆̇jv‖2 + ε)σ/2−2‖∆̇jv‖2}σ/(σ−2)

+ Cε

(
1 + (T ∧ τN)(σ−2)/σ

)
E

∫ T∧τN

0

‖∆̇jf‖σ dr.

Passing to the limit as ε −→ 0 and choosing ε > 0 sufficiently small, we get

E sup
t∈[0,T∧τN ]

‖∆̇jv(t)‖σ + E

∫ T∧τN

0

‖∆̇jv‖σ−2‖∇∆̇jv‖2 dr

≤C

(
E‖∆̇ju0‖σ +

(
1 + (T ∧ τN)(σ−2)/σ

)
E

∫ T

0

‖∆̇jf‖σ dr

)
(3.25)

In view of the conditions on u0 and f , we see that E sup
t∈[0,T∧τN ]

‖∆̇jv(t)‖σ is bounded

by a constant independent of N , thus passing to the limit in (3.25) as N −→ ∞

and using the fact that τN −→ T, P−a.s.

E sup
t∈[0,T ]

‖∆̇jv(t)‖σ + E

∫ T

0

‖∆̇jv‖σ−2‖∇∆̇jv‖2 dr

≤C

(
E‖∆̇ju0‖σ +

(
1 + T (σ−2)/σ

)
E

∫ T

0

‖∆̇jf‖σ dr

)
. (3.26)

We now recall Bernstein’s result which stipulated that if the support of (F∆̇jv)(ξ)

lies in the annulus {ξ : A12j−1 ≤ |ξ| ≤ A22j+1}, 0 < A1 < A2, then there exists a

positive constant C̃ such that

C̃−22j‖∆̇jv‖ ≤ ‖∇∆̇jv‖ ≤ C̃22j‖∆̇jv‖
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using this fact we get

E sup
t∈[0,T ]

‖∆̇jv(t)‖σ + 22jE

∫ T

0

‖∆̇jv‖σ dr

≤C

(
E‖∆̇ju0‖σ +

(
1 + T (σ−2)/σ

)
E

∫ T

0

‖∆̇jf‖σ dr

)
(3.27)

Multiplying both sides of (3.27) by 2js we have the following inequality

2jsE sup
t∈[0,T ]

‖∆̇jv(t)‖σ + 2j(s+2)E

∫ T

0

‖∆̇jv‖σ dr

≤C

(
2jsE‖∆̇ju0‖σ +

(
1 + T (σ−2)/σ

)
2jsE

∫ T

0

‖∆̇jf‖σ dr

)
(3.28)

Next raising to the power q
σ
, summing up over j ∈ Z, raising ot he power 1

q
and

applying Serrin’s inequality, (see [151, Lemma 1, p. 252]), completes the proof.

The result proved is new both in terms of the approach, based on Littlewood-Paley

theory, and conclusion. We shall however need a stronger version of Theorem 70

convenient for the pathwise arguments which we shall use for the proof of our main

results. This will happen at some cost; namely with positive probability less than

one.

Theorem 71. Assuming the conditions of Theorem 70 to hold , the solution v of

(3.12) satisfies the following statement for σ = 4, q = 2, s = 2n− 4: there exists a

set Ω̃ with positive probability, such that

v(ω, ·) ∈ L4
T (Ḣ

n−1
2 )

and there exists a constant C̃ such that

∥∥v (ω, ·)
∥∥
L4
T

(
Ḣ
n−1

2

) ≤ C̄

[(
1 + T

1
2

)
‖f‖L4

ΩL
4
T

(
Ḣ
n
2−1

) + ‖u0‖L4
Ω

(
Ḣ
n
2−1

)] , (3.29)

for all ω ∈ Ω̃.
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Proof. Consider the set Ω∗ defined by,

Ω∗ :=

ω ∈ Ω : ‖v (ω, ·) ‖
L4
T

(
Ḣ
n−1

2

) > C̄

[(
1 + T

1
2

)
‖f‖L4

ΩL
4
T

(
Ḣ
n
2−1

) + ‖u0‖L4
Ω

(
Ḣ
n
2−1

)] ,

for some positive C̄. Using Remark 64 and Minkowski’s inequality , we have

‖v‖
L4

ΩL
4
T

(
Ḃ
n−1

2
2,2

) ≤ ‖v‖
L4

ΩL
4
T

(
Ḃ
n−1

2
2,2

).

By Tchebychev’s inequality we have that

P (Ω∗) ≤

E‖v (ω, ·) ‖4

L4
T

(
Ḣ
n−1

2

)

C̄4

[(
1 + T

1
2

)
‖f‖L4

ΩL
4
T

(
Ḣ
n
2−1

) + ‖u0‖L4
Ω

(
Ḣ
n
2−1

)]4 .

This implies

P(Ω∗) ≤
(
C

C̄

)4

,

where C is the constant in Theorem 70.

Now set Ω̃ to be the complement of Ω∗ and take C̄ > C so that,

P(Ω̃) = 1−P(Ω∗) ≥ 1−
(
C

C̄

)4

> 0. (3.30)

This concludes our proof.

Remark 72. From (3.30) we see that by making a wise choice on C̄ one can improve

the result with a probability close to one.

In the case when right hand side of (3.12) is a function not involving the noise,

better results are available. For instance the problem dv −∆v dt = f dt

v(0) = v0

(3.31)
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is studied in [10, p. 210] and we found the following result suitable to us.

Lemma 73. Let v be the solution in C([0, T ];S ′(Rn)) of the Cauchy problem (3.31)

with f in L2([0, T ]; Ḣs−1) and v0 in Ḣs(Rn). Then,

v ∈

 ∞⋂
p=2

Lp([0, T ]; Ḣs+ 2
p )

 ∩ C([0, T ]; Ḣs).

Moreover, we have the following estimates:

‖v(t)‖2
Ḣs + 2

∫ t

0

‖∇v(t′)‖2
Ḣs dt′ = ‖v0‖2

Ḣs + 2

∫ t

0

〈f(t′), v(t′)〉s dt′,∫
Rn
|ξ|2s

(
sup

0≤t′≤t
|v̂(t′, ξ)|

)2

dξ

 1
2

≤ ‖v0‖Ḣs +
1√
2
‖f‖L2

T (Ḣs−1),

‖v(t)‖
LpT (Ḣ

s+ 2
p )
≤ ‖v0‖Ḣs + ‖f‖L2

T (Ḣs−1)

with 〈a, b〉s :=
∫
|ξ|2sâ(ξ)b̂(ξ) dξ.

For a bilinear operator Q defined by;

Q(a, b) = −1

2
P
(
(a · ∇)b+ (b · ∇)a

)
, (3.32)

we have the following result from [10, p. 210];

Lemma 74. A constant C exists such that

‖Q(a, b)‖
Ḣ
n
2−2 ≤ C‖a‖

Ḣ
n−1

2
‖b‖

Ḣ
n−1

2
,

where n is the dimension of the physical space Rn.

We note that the structure of (3.32) and (3.5) being same the result in Lemma 74

perfectly works for (3.5).

We close the section by proving the following theorem;
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Theorem 75. Consider the stochastic heat equation of the type

dv −∆vdt = gdt+ fdWt in Ω× Rn × [0, T ],

v|t=0 = v0 in Ω× Rn.
(3.33)

If f ∈ L2
ΩL

2
T Ḣ

s(Rn), g ∈ L2
ΩL

2
T Ḣ

s−1(Rn) and v0 ∈ L2
ΩḢ

s(Rn) then, (3.33) has a

solution in L2
ΩL

2
T Ḣ

s+1(Rn) ∩ L2
ΩL
∞
T Ḣ

s(Rn).

Proof. We begin by applying the Fourier transform to (3.33) which gives

dv̂ + |ξ|2v̂dt = ĝdt+ f̂dWt

v̂|t=0 = v̂0

. (3.34)

Now multiplying the first statement of (3.34) by |ξ|s we get

d(|ξ|sv̂) + (|ξ|s+2v̂)dt = (|ξ|sĝ)dt+ (|ξ|sf̂)dWt.

Next applying Itô’s integral formula, (2.60), we get

d(|ξ|2sv̂2) = |ξ|2sf̂ 2dt− 2|ξ|2(s+1)v̂2dt+ 2|ξ|2sv̂ĝdt+ 2|ξ|2sv̂f̂dWt,

Which is equivalent to

d(|ξ|2sv̂2) + 2|ξ|2(s+1)v̂2dt = |ξ|2sf̂ 2dt+ 2|ξ|2sv̂ĝdt+ 2|ξ|2sv̂f̂dWt

Next we integrate with respect to time variable followed by integration with respect

to the space variable and finally applying Fubini, we get

∫
Rn
|ξ|2sv̂2(t)dξ +

∫ t

0

∫
Rn

2|ξ|2(s+1)v̂2 dξdt′

=

∫
Rn
|ξ|2sv̂2

0dξ +

∫ t

0

∫
Rn
|ξ|2sf̂ 2 dξdt′

+ 2

∫ t

0

∫
Rn

∣∣ξ|2sv̂ĝ dξdt′ + 2

∫ t

0

∫
Rn
|ξ|2sv̂f̂ dξdWt′ . (3.35)
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But,

∫ t

0

∫
Rn
|ξ|2s|ĝv̂|dξdt′

≤
∫ t

0

(∫
Rn
|ξ|2(s−1)|ĝ|2dξ

) 1
2
(∫

Rn
|ξ|2(s+1)|v̂|2dξ

) 1
2

dt′

≤ ε1

∫ t

0

∫
Rn
|ξ|2(s+1)|v̂|2dξdt′ + Cε1

∫ t

0

∫
Rn
|ξ|2(s−1)|ĝ|2dξdt′. (3.36)

Here we used Young’s and Hölder’s inequalities.

Now we have

∫
Rn
|ξ|2sv̂2(t)dξ +

∫ t

0

∫
Rn

2|ξ|2(s+1)v̂2 dξdt′ ≤
∫
Rn
|ξ|2sv̂2

0dξ +

∫ t

0

∫
Rn
|ξ|2sf̂ 2 dξdt′

+ ε1

∫ t

0

∫
Rn
|ξ|2(s+1)|v̂|2dξdt′ + Cε1

∫ t

0

∫
Rn
|ξ|2(s−1)|ĝ|2dξdt′

+

∫ t

0

∫
Rn
|ξ|2sv̂f̂ dξdWt′ (3.37)

Now taking the supremum in time of (3.37) over the range [0, t], we get

sup
t′′∈[0,t]

∫
Rn
|ξ|2sv̂2(t′′)dξ + sup

t′′∈[0,t]

∫ t′′

0

∫
Rn

2|ξ|2(s+1)v̂2 dξdt′

≤
∫
Rn
|ξ|2sv̂2

0dξ + sup
t′′∈[0,t]

∫ t′′

0

∫
Rn
|ξ|2sf̂ 2 dξdt′

+ ε1 sup
t′′∈[0,t]

∫ t′′

0

∫
Rn
|ξ|2(s+1)|v̂|2dξdt′ + Cε1 sup

t′′∈[0,t]

∫ t′′

0

∫
Rn
|ξ|2(s−1)|ĝ|2dξdt′

+ sup
t′′∈[0,t]

∫ t′′

0

∫
Rn
|ξ|2sv̂f̂ dξdWt′ ,

which is equivalent to

sup
t′′∈[0,t]

∫
Rn
|ξ|2sv̂2(t′′)dξ +

∫ t

0

∫
Rn

2|ξ|2(s+1)v̂2 dξdt′

≤
∫
Rn
|ξ|2sv̂2

0dξ +

∫ t

0

∫
Rn
|ξ|2sf̂ 2 dξdt′

+ ε1

∫ t

0

∫
Rn
|ξ|2(s+1)|v̂|2dξdt′ + Cε1

∫ t

0

∫
Rn
|ξ|2(s−1)|ĝ|2dξdt′
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+ sup
t′′∈[0,t]

∫ t′′

0

∫
Rn
|ξ|2sv̂f̂ dξdWt′ . (3.38)

We now take the expectation of (3.38) to get

E sup
t′′∈[0,t]

∫
Rn
|ξ|2sv̂2(t′′)dξ + E

∫ t

0

∫
Rn

2|ξ|2(s+1)v̂2 dξdt′

≤ E

∫
Rn
|ξ|2sv̂2

0dξ + E

∫ t

0

∫
Rn
|ξ|2sf̂ 2 dξdt′

+ ε1E

∫ t

0

∫
Rn
|ξ|2(s+1)|v̂|2dξdt′ + Cε1E

∫ t

0

∫
Rn
|ξ|2(s−1)|ĝ|2dξdt′

+ E sup
t′′∈[0,t]

∫ t′′

0

∫
Rn
|ξ|2sv̂f̂ dξdWt′ . (3.39)

Now we estimate the stochastic integral;

E sup
t′′∈[0,t]

∫ t′′

0

∫
Rn
|ξ|2sv̂f̂dξdWt′ ≤ CE

(∫ t

0

(∫
Rn
|ξ|2s|v̂f̂ |dξ

)2

dt′

) 1
2

≤ CE

(∫ t

0

(∫
Rn
|ξ|2s|v̂|2dξ

)(∫
Rn
|ξ|2s|f̂ |2dξ

)
dt′

) 1
2

≤ C E sup
[0,t]

∫
Rn
|ξ|2s|v̂|2dξ

(∫ t

0

∫
Rn
|ξ|2s|f̂ |2dξdt′

) 1
2

≤ εCE sup
[0,t]

∫
Rn
|ξ|2s|v̂|2dξ + CεCE

∫ t

0

∫
Rn
|ξ|2s|f̂ |2dξdt′, (3.40)

Here we used Burkholder-Davis-Gundy and Young’s inequalities. Next putting

(3.40) back in (3.39) we get

E sup
t′′∈[0,t]

∫
Rn
|ξ|2sv̂2(t′′)dξ + E

∫ t

0

∫
Rn

2|ξ|2(s+1)v̂2 dξdt′

≤ E

∫
Rn
|ξ|2sv̂2

0dξ + E

∫ t

0

∫
Rn
|ξ|2sf̂ 2 dξdt′

+ ε1E

∫ t

0

∫
Rn
|ξ|2(s+1)|v̂|2dξdt′ + Cε1E

∫ t

0

∫
Rn
|ξ|2(s−1)|ĝ|2dξdt′
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+ εCE sup
[0,t]

∫
Rn
|ξ|2s|v̂|2dξ + CεCE

∫ t

0

∫
Rn
|ξ|2s|f̂ |2dξdt′. (3.41)

Finally, taking ε and ε1 small enough, we get

E sup
t′′∈[0,t]

∫
Rn
|ξ|2sv̂2(t′′)dξ + E

∫ t

0

∫
Rn
|ξ|2(s+1)v̂2 dξdt′

≤ C

(
E

∫
Rn
|ξ|2sv̂2

0dξ + E

∫ t

0

∫
Rn
|ξ|2sf̂ 2 dξdt′ + E

∫ t

0

∫
Rn
|ξ|2(s−1)|ĝ|2dξdt′

)
,

for some positive constant C. Thus, if f ∈ L2
ΩL

2
T Ḣ

s(Rn), v0 ∈ L2
ΩḢ

s(Rn) and

g ∈ L2
ΩL

2
T Ḣ

s−1(Rn), the solution v of (3.33) is in L2
ΩL
∞
T Ḣ

s(Rn) ∩ L2
ΩL

2
T Ḣ

s+1(Rn).

3.4 Main Result

It is time to give our main results. The first result is on local existence and unique-

ness of a strong solution and our second result is on existence and uniqueness of a

global solution for (3.1). The result on global solution has appeared on [148] and

the local strong solution result is new.

For this purpose, we first formulate our notion of solution with the following two

definitions.

Definition 76. For a fixed probability basis
(
Ω,F , {Ft}t∈[0,T ],P,W

)
, a divergence

free process
(
β
θ

)
is a local strong solution of (3.6), if there exists a positive random

time τ , such that
(
β
θ

)
(ω) ∈ L2

τ

(
Ḣ

n−1
2

)⋂
Mτ and satisfies the relation

β
θ

 (t) =

β0

θ0

+

∫
t

0

∆

β
θ

+ Q


β
θ

 ,

β
θ



 (s) ds+

∫
t

0

G1

G2

 dWs,

P -a.s., for any t ∈ [0, τ ]
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Definition 77. For a fixed probability basis
(
Ω,F , (Ft)t≥0,P,W

)
, a divergence free

process
(
β
θ

)
is a global mild-solution of problem (3.6), if

(
β(ω,·)
θ(ω,·)

)
∈ L4

t (Ḣ
n−1

2 )
⋂
Mt

for all t ≥ 0 and P -a.s.

β
θ

 (t) = et∆

β0

θ0

+

∫
t

0

e(t−s)∆

G1

G2

 dWs +

∫
t

0

e(t−s)∆Q


β
θ

 ,

β
θ


 ds

where et∆ is the heat semi-group and div β0 = 0, div θ0 = 0.

The following two theorems are our main results;

Theorem 78. Given a probability basis (Ω,F , P, {Ft}0≤t≤T ,W ), let u0, b0 be F0-

measurable with div u0 = 0, div b0 = 0 and G1, G2 ∈ MT . We assume that there

exists a positive constant K such that

(1 + T
1
2 )

∥∥∥∥∥∥∥
G1

G2


∥∥∥∥∥∥∥
L4

ΩL
4
T (Ḣ

n
2−1)

+

∥∥∥∥∥∥∥
β0

θ0


∥∥∥∥∥∥∥
L4

ΩḢ
n
2−1

≤ K

Then there exists a random set Ω̃ with P (Ω̃) > 0, a random time τ(ω) > 0, and a

process β
θ

 (ω, ·) ∈ L4
τ (Ḣ

n−1
2 ) ∩Mτ (3.42)

for all ω in Ω̃, and
(
β
θ

)
is a local solution of problem in the sense of definition 76.

Theorem 79. Let (Ω,F , {Ft}0≤t≤T ,P,W ) be a probability basis. Let u0, b0 be

F0−measurable with divu0 = divb0 = 0, and G1, G2 ∈ MT . Assume that for any

positive T we have,

(
1 + T

1
2

)∥∥∥∥∥∥∥
 G1

G2


∥∥∥∥∥∥∥
L4

ΩL
4
T

(
Ḣ
n
2−1

) +

∥∥∥∥∥∥∥
 β0

θ0


∥∥∥∥∥∥∥
L4

Ω

(
Ḣ
n
2−1

) <∞.

Then there is a random set Ω̃ with positive probability and a unique global mild-
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solution of (3.1) in a ball centered at the origin in the space L4
T (Ḣ

n−1
2 ), for all

ω in Ω̃. Furthermore, for s = n
2
− 1, if Gi ∈ L2

ΩL
2
T Ḣ

s(Rn) for i = 1, 2, and

u0, b0 ∈ L2
ΩḢ

s(Rn), then the solution u(ω, ·), b(ω, ·) of (3.1) belongs to the space

L∞T Ḣ
s(Rn) ∩ L2

T Ḣ
s+1(Rn).

3.5 Proof of Main Results

The proof relies on the following version of fixed point theorem. For the proof we

refer to [10, p. 207].

Lemma 80. Let (Y, ‖ · ‖Y ) be a Banach space and Φ : Y × Y −→ Y a bilinear

continuous map with the norm

‖Φ‖ = sup
‖φ‖Y ,‖ψ‖Y ≤1

‖Φ(φ, ψ)‖Y .

Then for all φ ∈ Y, such that

‖φ‖Y <
1

4‖Φ‖
,

the equation

ψ = φ+ Φ(ψ, ψ)

has a unique solution ψ in the ball {ϕ ∈ Y : ‖ϕ‖Y < 1/(2‖Φ‖)}.

Proof of Theorem 79

Proof. Recalling the discussion in page 54, we look for
(
β
θ

)
such that

β
θ

 =

α
γ

+

α′
γ′

 (3.43)
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where ( αγ ) satisfies (3.10) and
(
α′

γ′

)
= B

((
β
θ

)
,
(
β
θ

))
satisfies (3.11). This enables

us to work pathwise in the implementation of fixed point argument, Lemma 80, on

the map

Ψ


β
θ


 =

α
γ

+B


β
θ

 ,

β
θ


 ,

where α
γ

 (t) = et∆

β0

θ0

+

∫ t

0

e(t−s)∆

G1

G2

 dWs,

B


β
θ

 (t),

β
θ

 (t

 =

∫ t

0

e(t−s)∆Q


β
θ

 ,

β
θ


 ds.

and et∆ is a heat semigroup.

It clear that

β
θ

 (t) = et∆

β0

θ0

+

∫ t

0

e(t−s)∆

G1

G2

 dWs +

∫ t

0

e(t−s)∆Q


β
θ

 ,

β
θ


 ds

is a fixed point of Ψ.

We next show that B satisfies the condition in Lemma 80 for an appropriate space

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



Proof of Main Results 70

Y to be determined in the process . Since B
((

β
θ

)
,
(
β
θ

))
satisfies the equation



∂tB


β
θ

 ,

β
θ


−∆B


β
θ

 ,

β
θ


 = Q


β
θ

 ,

β
θ




B


β
θ

 ,

β
θ



∣∣∣∣∣∣∣∣
t=0

= 0

.

Lemma 73 implies that∥∥∥∥∥∥∥∥B

β
θ

 ,

β
θ



∥∥∥∥∥∥∥∥
LpT (Ḣ

s+ 2
p )

≤

∥∥∥∥∥∥∥∥Q

β
θ

 ,

β
θ



∥∥∥∥∥∥∥∥
L2
T (Ḣs−1)

. (3.44)

Now set s = n
2
− 1. Then Lemma 74 with Hölder’s inequality implies that

∥∥∥∥∥∥∥∥Q

β
θ

 ,

β
θ



∥∥∥∥∥∥∥∥
L2
T (Ḣ

n
2−2)

≤

∥∥∥∥∥∥∥
β
θ


∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )

∥∥∥∥∥∥∥
β
θ


∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )

. (3.45)

Next we choose p = 4 and apply this to (3.44) to get∥∥∥∥∥∥∥∥B

β
θ

 ,

β
θ



∥∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )

≤

∥∥∥∥∥∥∥∥Q

β
θ

 ,

β
θ



∥∥∥∥∥∥∥∥
L2
T (Ḣ

n
2−2)

. (3.46)

Then combining (3.45) and (3.46) gives∥∥∥∥∥∥∥∥B

β
θ

 ,

β
θ



∥∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )

≤

∥∥∥∥∥∥∥
β
θ


∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )

∥∥∥∥∥∥∥
β
θ


∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )

. (3.47)

Thus if we set Y = L4
T (Ḣ

n−1
2 ), then B satisfies the condition that ‖B‖Y ≤ CB, for

some constant CB independent of T. Therefore by Lemma 80 the Theorem will be
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proved if ∥∥∥∥∥∥∥
α
γ

 (ω, ·)

∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )

≤ 1

4CB
, with positive probability. (3.48)

For this to hold we appeal to Theorem 71 to deduce the corresponding restrictions

on the data. Indeed by (3.29) we have that

∥∥∥∥∥∥∥
α
γ

 (ω, ·)

∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )

≤ C̄

(1 + T
1
2 )

∥∥∥∥∥∥∥
G1

G2


∥∥∥∥∥∥∥
L4

ΩL
4
T (Ḣ

n
2−1)

+

∥∥∥∥∥∥∥
β0

θ0


∥∥∥∥∥∥∥
L4

Ω(Ḣ
n
2−1)

 ,

for all ω in Ω̃ of positive probability. Therefore for the condition (3.48) to hold, our

data should satisfy

(1 + T
1
2 )

∥∥∥∥∥∥∥
G1

G2


∥∥∥∥∥∥∥
L4

ΩL
4
T (Ḣ

n
2−1)

+

∥∥∥∥∥∥∥
β0

θ0


∥∥∥∥∥∥∥
L4

Ω(Ḣ
n
2−1)

≤ 1

4C̄CB
.

This proves the first part of our theorem. To prove continuity, we use Theorem 75;

observe from (3.46) thatQ
((

β
θ

)
,
(
β
θ

))
∈ L2

T (Ḣ
n
2
−1),

(
G1
G2

)
(ω, ·) ∈ L2

T (Ḣs),
(
β0

θ0

)
(ω, ·) ∈

Ḣs P-a.s., we have
(
β(ω,·)
θ(ω,·)

)
belongs to the space L∞(0, T ; Ḣ

n
2
−1) ∩ L2(0, T ; Ḣ

n
2 ).

Hence, for each ω ∈ Ω̃ the solution u(ω, ·), b(ω, ·) of (3.4) belongs to the space

L∞(0, T ; Ḣ
n
2
−1) ∩ L2(0, T ; Ḣ

n
2 ).

This concludes the proof of of Theorem 79.

Proof of Theorem 78

Proof. Let β
θ

 =

α
γ

+

α′
γ′

 (3.49)
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be the decomposition of the solution
(
β
θ

)
of (3.6) (as discussed earlier) such that

( αγ ) satisfies 

∂t

α
γ

−∆

α
γ

 =

G1

G2

 Ẇ

α
γ


∣∣∣∣∣∣∣
t=0

=

β0

θ0


(3.50)

and
(
α′

γ′

)
satisfies



∂t

α′
γ′

−∆

α′
γ′

 = Q


α
γ

+

α′
γ′

 ,

α
γ

+

α′
γ′


α′

γ′


t=0

= 0

. (3.51)

We fix Ω̃ in Theorem 71. We shall solve (3.51) by using an iterative scheme. Let((
α′

γ′

)
k

)
k=0,1,...

be a sequence defined recursively by;
(
α′

γ′

)
0

= 0,
(
α′

γ′

)
k+1

is defined

in terms of
(
α′

γ′

)
k
as a solution of the initial value problem



∂t

α′
γ′


k+1

−∆

α′
γ′


k+1

= Q


α′
γ′


k

+

α
γ

 ,

α′
γ′


k

+

α
γ




α′
γ′


k+1

∣∣∣∣∣∣∣∣
t=0

= 0

. (3.52)

We now apply Lemma 73 to (3.52) to get∥∥∥∥∥∥∥∥
α′
γ′


k+1

∥∥∥∥∥∥∥∥
LpT (Ḣ

s+ 2
p )
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≤


∥∥∥∥∥∥∥∥Q

α′
γ′


k

,

α′
γ′


k


∥∥∥∥∥∥∥∥
L2
T (Ḣs−1)

+ 2

∥∥∥∥∥∥∥∥Q

α′
γ′


k

,

α
γ



∥∥∥∥∥∥∥∥
L2
T (Ḣs−1)

+

∥∥∥∥∥∥∥∥Q

α
γ

 ,

α
γ



∥∥∥∥∥∥∥∥
L2
T (Ḣs−1)

 . (3.53)

Here we used advantage of bilinearity ofQ. Now set s = n
2
−1 and apply Theorem 74

together with Hölder’s inequality to get∥∥∥∥∥∥∥∥Q

α′
γ′


k

,

α
γ



∥∥∥∥∥∥∥∥
L2
T (Ḣ

n
2−2)

≤ C

∥∥∥∥∥∥∥∥
α′
γ′


k

∥∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )

∥∥∥∥∥∥∥
α
γ


∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )

Similarly for the remaining terms in (3.53) we have∥∥∥∥∥∥∥∥Q

α′
γ′


k

,

α′
γ′


k


∥∥∥∥∥∥∥∥
L2
T (Ḣ

n
2−2)

≤ C

∥∥∥∥∥∥∥∥
α′
γ′


k

∥∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )

∥∥∥∥∥∥∥∥
α′
γ′


k

∥∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )

∥∥∥∥∥∥∥∥Q

α
γ

 ,

α
γ



∥∥∥∥∥∥∥∥
L2
T (Ḣ

n
2−2)

≤ C

∥∥∥∥∥∥∥
α
γ


∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )

∥∥∥∥∥∥∥
α
γ


∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )

Thus for p = 4 in Lemma 73 we get

∥∥∥∥∥∥∥∥
α′
γ′


k+1

∥∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )

≤ C


∥∥∥∥∥∥∥∥
α′
γ′


k

∥∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )

+

∥∥∥∥∥∥∥
α
γ


∥∥∥∥∥∥∥
L4
T (Ḣ

n−1
2 )


2

. (3.54)
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For a positive number δ, let τ(ω, δ) be the stopping time defined by

τ(ω, δ) =

 inf A(ω), ifA(ω) 6= ∅

T, ifA(ω) = ∅
, (3.55)

where

A(ω) =

t ∈ [0, T ] :

∥∥∥∥∥∥∥
α
γ

 (ω, ·)

∥∥∥∥∥∥∥
L4
t (Ḣ

n−1
2 )

≥ δ P − a.s.

 . (3.56)

Since ( αγ ) solves problem (3.50), Theorem 71 tells us that if

C


∥∥∥∥∥∥∥
β0

θ0

 (ω, ·)

∥∥∥∥∥∥∥
Ḣ
n
2−1

+

∥∥∥∥∥∥∥
G1

G2

 (ω, ·)

∥∥∥∥∥∥∥
L4
t (Ḣ

n
2−1)

 ≤ δ, P − a.s., (3.57)

then ∥∥∥∥∥∥∥
α
γ

 (ω, ·)

∥∥∥∥∥∥∥
L4
t (Ḣ

n−1
2 )

≤ δ, ∀ω ∈ Ω̃. (3.58)

We note that ‖·‖
L4
t (Ḣ

n−1
2 )

is continuous and non decreasing as a function of t. Thus

τ(ω, δ) exists and is positive for all ω in Ω̃.

Given sufficiently small δ > 0, such that 4Cδ < 1 (C is a constant from Theorem 71,

let τ the corresponding τ(ω, δ) for which∥∥∥∥∥∥∥
α
γ

 (ω, ·)

∥∥∥∥∥∥∥
L4
t (Ḣ

n−1
2 )

≤ δ, ∀ω ∈ Ω̃. (3.59)

We show by induction that∥∥∥∥∥∥∥∥
α′
γ′


k

∥∥∥∥∥∥∥∥
L4
t (Ḣ

n−1
2 )

≤ δ, for any n ∈ N, ∀ω ∈ Ω̃. (3.60)
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Since
(
α′

γ′

)
0

= 0, we get from (3.54) and (3.59), that

∥∥∥∥∥∥∥∥
α′
γ′


1

(ω, ·)

∥∥∥∥∥∥∥∥
L4
t (Ḣ

n−1
2 )

< Cδ2 < δ,∀ω ∈ Ω̃. (3.61)

Assume that ∥∥∥∥∥∥∥∥
α′
γ′


k

(ω, ·)

∥∥∥∥∥∥∥∥
L4
t (Ḣ

n−1
2 )

< δ,∀ω ∈ Ω̃. (3.62)

Then it follows from (3.54) and (3.59) that∥∥∥∥∥∥∥∥
α′
γ′


k+1

(ω, ·)

∥∥∥∥∥∥∥∥
L4
t (Ḣ

n−1
2 )

< 4Cδ2 < δ,∀ω ∈ Ω̃, δ <
1

4C
, k ∈ N. (3.63)

Thus (3.60) is proved.

We next show that
((

α′

γ′

)
k

(ω, ·)
)
n=1,2,...

is a Cauchy sequence in L4
τ (Ḣ

n−1
2 ), for all

ω ∈ Ω̃.

Letting Zk :=
(
α′

γ′

)
k+1
−
(
α′

γ′

)
k
. Then we have the following equation for Zk.

∂tZk −∆Zk = Q

Zk−1,

α′
γ′


k

+

α′
γ′


k−1

+ 2Q

Zk−1,

α
γ




Zk(0) = 0 (3.64)

As earlier, we apply Lemma 73 to this problem and get

∥∥Zk(ω, ·)∥∥
Lpτ (Ḣ

s+ 2
p )
≤
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
∥∥∥∥∥∥∥∥Q
Zk−1,

α′
γ′


k

+

α′
γ′


k−1


∥∥∥∥∥∥∥∥
L2
τ (Ḣs−1)

+ 2

∥∥∥∥∥∥∥∥Q
Zk−1,

α
γ



∥∥∥∥∥∥∥∥
L2
τ (Ḣs−1)

 .
(3.65)

Next Lemma 74 with s = n
2
− 1 implies

∥∥∥∥∥∥∥∥Q
Zk−1,

α′
γ′


k

+

α′
γ′


k−1


∥∥∥∥∥∥∥∥
L2
τ (Ḣ

n
2−2)

≤

∥∥∥∥∥∥∥∥Q
Zk−1,

α′
γ′


k


∥∥∥∥∥∥∥∥
L2
τ (Ḣ

n
2−2)

+

∥∥∥∥∥∥∥∥Q
Zk−1,

α′
γ′


k−1


∥∥∥∥∥∥∥∥
L2
τ (Ḣ

n
2−2)

≤C ‖Zk−1‖
L4
τ (Ḣ

n−1
2 )


∥∥∥∥∥∥∥∥
α′
γ′


k

∥∥∥∥∥∥∥∥
L4
τ (Ḣ

n−1
2 )

+

∥∥∥∥∥∥∥∥
α′
γ′


k−1

∥∥∥∥∥∥∥∥
L4
τ (Ḣ

n−1
2 )

 (3.66)

and ∥∥∥∥∥∥∥∥Q
Zk−1,

α
γ



∥∥∥∥∥∥∥∥
L2
τ (Ḣ

n
2−2)

≤ C ‖Zk−1‖
L4
τ (Ḣ

n−1
2 )

∥∥∥∥∥∥∥
α
γ


∥∥∥∥∥∥∥
L4
τ (Ḣ

n−1
2 )

. (3.67)

These estimates together with (3.59), (3.60) and (3.65) imply that

∥∥Zk(ω, ·)∥∥
L4
τ (Ḣ

n−1
2 )
≤ 4Cδ

∥∥Zk−1(ω, ·)
∥∥
L4
τ (Ḣ

n−1
2 )

, (3.68)

for all ω in Ω̃ and all n in N.

Since δ is an arbitrary small positive number, choosing it such that Cδ2 < 1, we see

that
∥∥Zk(ω, ·)∥∥

L4
τ (Ḣ

n−1
2 )

is contractive and hence
{(

α′

γ′ (ω, ·)
)
k

}
k=1,2,...

is a Cauchy

sequence in L4
τ (Ḣ

n−1
2 ), for all ω ∈ Ω̃. In view of the completeness of L4

τ (Ḣ
n−1

2 ),

we can then extract a subsequence
((

α′

γ′

)
k

)
k=1,2,...

denoted by the same symbol,

which converges to a limit
(
α′

γ′

)
∈ L4

τ (Ḣ
n−1

2 ) in the norm of L4
τ (Ḣ

n−1
2 ). And

(
α′

γ′

)
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solves (3.51) uniquely, for all ω ∈ Ω̃.

We have thus constructed with positive probability, the unique pathwise solution(
β
θ

)
of problem (3.6) in the space L4

τ (Ḣ
n−1

2 ) as the sum of solutions ( αγ ) and
(
α′

γ′

)
of

the problems (3.50) and (3.51) respectively. This completes the proof Theorem 78.
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Part III

Magnetohydrodynamics Turbulence

and Kolmogorov Spectral Law
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Chapter 4

Inertial range bounds on

Kolmogorov Spectra for

Magnetohydrodynamics Equations

4.1 Introduction

At high Reynolds number fluid and plasma flows exhibit a complex random behavior

called turbulence. This phenomenon is observed in a great majority of fluids both

in nature such as atmosphere, river currents, oceans, solar wind and interstitial

bodies, and technical devices such as laboratory installations, nuclear power plants,

etc. Its importance in industry and physical sciences, such as making predictions

about heat transfer in nuclear power plants, drag in oil pipelines and the weather is

tremendous. Besides these real life relevant issues, the study of turbulence can assist

mathematical researchers in understanding some aspect of Navier-Stokes equation

and MHD equations, such as regularity problems [42].

According to literature, many generation of scientists passed through the struggle to

unlock the mysteries of turbulent flows ever since the very systematic observation

by Leonardo da Vinci, at the beginning of 16th century. Very long after L. da

Vinci, the discovery of Euler equations in the mid of the 18th century (to describe
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motion of non viscous fluids) and Navier-Stokes equations in the first half of the

19th century (for viscous fluids) are the major breakthrough developments in terms

of having governing rule for certain type of fluid flows.

Towards the end of 19th century Osborne Reynolds in his attempt to solve Euler

and Navier-Stokes equations laid a foundation for the theory of turbulence, see

[89, 141, 142], [160, p. 488]. Reynolds work was based on decomposing the velocity

field u(x, t) into average velocity ū(x, t) over a time interval and fluctuation velocity

u′(x, t) = u(x, t)− ū(x, t). He studied the dynamical system in terms of the average

velocity ū(x, t), and the resulting equation is called Reynolds equations or Reynolds

averaged Navier-Stokes (RANS) equations. Furthermore, his analysis on the kinetic

energy of a turbulent flow was another big contribution [107, 143]. Other great

contributions include the works of Ludwig Prandtl (1875-1953) on boundary layer

problems [137], Theodore von Kármán (1881-1963) on isotropic turbulence [169,

170], Geoffrey Ingram Taylor (1886-1975) on isotropic turbulence and turbulent

diffusion [157, 158], etc. For further reading in this regard we refer to the book “A

Voyage through turbulence” [51] and an excellent review on the works of Onsager

by Eyink and Sreenivasan [61].

Despite these important developments in the study of turbulent flows, it was in

the early 1940’s that Kolmogorov and his students, Millionshchikov and Obukhov,

brought the whole theory to qualitatively new level which has essentially stood

the test of time. Particularly the 1941 works of Kolmogorov [91, 92, 93, 94] and

Obukhov[131], usually referred as K41 theory or Kolmogorov theory, which later

improved following the critics of E Landau [95] play a central role in the area. The

main achievement of the theory is Kolmogorov’s 5/3 law which postulates decay

of the spectral energy according to the function EK(k) called Kolmogorov spectral

function, defined by

C0ε
2/3k−5/3 (4.1)

over a range of wave numbers k ∈ [k1, k2]; where ε is energy dissipation rate and

C0 is a universal constant called Kolmogorov constant. The exponents in (4.1) are
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determined by dimensional analysis. The state of the art exposition of Komogorov’s

school of turbulence can be found in the seminal monographs of Monin and Yaglom

[1, 127], sometimes referred to as the bible of turbulence. Besides the breakthrough

results they come up with, their approach was found to be more convenient than

that of Reynolds in the sense that Reynolds averaging approach complicates the

dynamical equation and to simplify the complexity arising from averaging over a

given time interval (or a spatial region) it was required to set certain general condi-

tions that hold only approximately and therefore inconvenient. On this aspect, A.

M. Yaglom in his commentary about the contributions of Kolmogorov theory said

“Before these papers appeared, nobody had guessed that random turbulent fluctu-

ations obey some simple quantitative relationships of a quite universal character,

that is, they remain valid for all flows sufficiently distinct from laminar flows ” [160,

p. 489]. For a detail reading on Kolmogorov’s theory in particular and turbulence

in general, see [12, 71, 126, 127, 136, 149].

We have seen in Part II that direct approach to turbulence via Navier-Stokes could

be traced back to Leray’s ground breaking work [110, 112], where weak solutions

are referred to as turbulent solutions. Fundamental contributions are also due to

Hopf [79, 81, 82], see also [67, 68, 69, 159], just to cite a few. The emergence of

the modern theory stochastic processes also led to modeling of turbulence through

stochastic Navier-Stokes equations; the relevant mathematical studies were pio-

neered by Bensoussan and Temam in [14]. See also [22, 119, 120, 121] for recent

important contributions.

Our aim in this part of the thesis is to investigate Kolmogorov’s theory for elec-

trically conductive or MHD flows. Indeed, several works on the energy spectral

function of MHD flows have been done since the mid of 20th century. From the

earliest, the works of Kraichnan [99, 100], Iroshnikov [86] can be mentioned. Unlike

Kolmogorov, in their studies Kraichnan and Iroshnikov concluded that the spectral

energy of MHD flows is proportional to k−3/2 over a certain range of wave numbers,

k; this was later on supported by Dobrowolny et al. in [57]. Verma in [165] men-

tioned these works to be the first to establish phenomenological theory on MHD
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turbulence, which he referred to as KID phenomenon.

Despite the clear difference between KID and Kolmogorov theory a lot is done

to verify their validity. For instance, Verma in [164] has noted that his observa-

tional results and calculations agreed with Kolmogorov’s theory more than with

the KID phenomenon; and Biskamp in [18] concluded that in the general magne-

tohydrodynamics case the behavior of fully developed MHD turbulence is close to

Kolmogorov’s k−5/3 theory rather than KID.

Therefore, in this work we investigate the spectral behavior of general MHD flow

rigorously through mathematical techniques such as Harmonic Analysis. The work

was motivated by the 2012 paper of Biryuk and Craig [17], where they used weak

solution of Navier stokes equation to give rigorous upper and lower bounds on the

inertial range. Even if Kolmogorov spectral theory roughly holds for a fully de-

veloped MHD turbulence, practically, MHD flows are different from hydrodynamic

flows at least for a reason that MHD flows are controlled by a combined effect of

velocity and magnetic fields. S. Chandrasekhar in [32] described the situation as

follows, “. . .the amplification of the magnetic field by the turbulent motions and

the suppression of the motions by the magnetic field will balance each other and

one may expect that an equipartition between the two forms of energy will result.”

The MHD model under consideration is

∂tu+ (u · ∇)u+∇Π− (b · ∇)b− ν∆u = f1, (0,∞)×D,

∂tb+ (u · ∇)b− (b · ∇)u− η∆b = f2, (0,∞)×D,

div u = div b = 0, (0,∞)×D,

u|t=0 = u0, b|t=0 = b0, D,

(4.2)

where u(x, t) is the flow velocity, b(x, t) is the magnetic field, Π is the total pressure,

ν > 0 is the kinetic viscosity of the fluid, η > 0 is the resistivity of the fluid. The

spatial domain D is either the whole of the Euclidean space R3, or the compact

boundary-less torus, T3 :=
(
R/LZ

)3 of length L (with Lebesgue measure dx; note

that the total measure of this torus is L3). The time domain is 0 < t <∞, and the

inhomogeneous external forces f1, f2 are assumed to be divergence-free and satisfy
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f1, f2 ∈ L∞loc([0,∞);H−1(D) ∩ L2(D)).

The energy spectral function, E(k, t) for our MHD flow model is given by

E(k, t) :=

∫
|ξ|=k

(|û(ξ, t)|2 + |b̂(ξ, t)|2) dS(ξ), k ∈ [0,∞), {|ξ| = k} ⊂ D. (4.3)

We replace the integral in (4.3) with an appropriate sum when D is periodic.

Through the process we will give global estimates in Fourier spaces for a weak

solution of (4.2) when subject to a reasonably smooth data. Similarly to Biryuk

and Craig in [17], these estimates are of high importance in getting the estimates on

the spectral function. The spectral function E(k, t) in (4.3) is found to be bounded

uniformly in k, and pointwise in time in the presence of external forces fi for i = 1, 2

and uniform otherwise. Furthermore, E(k, t) obeys Kolmogorov’s spectral theory

over a small neighborhood of explicitly calculated inertial range over a finite time

interval which depends on the energy dissipation rate of the flow.

As noted earlier, weak solutions can be taken as turbulent solutions. Thus, our aim

is to investigate Kolmogorov’s spectral theory for the weak solution of the system

(4.2). Before giving the definition of weak solution, we introduce some function

spaces and their notations as they appear in [25]. We denote by C∞0,σ the set of all

divergence free smooth functions with compact support in Rn. Lpσ is the closure of

C∞0,σ with respect to the Lp norm in the usual sense. For 1 ≤ p ≤ ∞ the space Lp

stands for the usual (vector-valued) Lebesgue space over Rn. For s ∈ R, we denote

by Hs
σ the closure of C∞0,σ with respect to the Hs norm. A weak solution for (4.2)

in the sense of Leray and Hopf is defined as:

Definition 81. Let (u0(x), b0(x)) ∈ L2
σ(Rn). A vector (u, b) is said to be a weak

solution to (4.2) on D × [0,∞) if it satisfies the following conditions:

(i) for any T > 0 the vector function (u, b) lies in the following function space:

u, b ∈ L∞([0, T );L2
σ(D)) ∩ L2([0, T );H1

σ(D)),

(ii) the pair (u, b) is a distributional solution of (4.2); i.e., for every (Φ,Ψ) ∈
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H1((0, T );H1
σ ∩ L2) with Φ(T ) = Ψ(T ) = 0,

T∫
0

{−(u, ∂tΦ) + ν(∇u,∇Φ) + (u · ∇u,Φ)− (b · ∇b,Φ)} dt

= −(u0,Φ(0)) +

T∫
0

(f1,Φ) dt

and

T∫
0

{−(b, ∂tΨ) + η(∇b,∇Ψ) + (u · ∇b,Ψ)− (b · ∇u,Ψ)} dt

= −(b0,Ψ(0)) +

T∫
0

(f2,Ψ) dt

where n is the dimension of spatial domain. Furthermore, lim
t→0+

u(·, t) = u0(·)

exists in the strong L2 sense.

(iii) the following energy inequality is satisfied,

1

2

∫
D

|u(x, t)|2 + |b(x, t)|2 dx+ min(ν, η)

∫ t

0

∫
D

|∇u(x, s)|2 + |∇b(x, s)|2 dx ds

−
∫ t

0

∫
D

u(x, s) · f1(x, s) + b(x, s) · f2(x, s) dx ds ≤ 1

2

∫
D

|u0(x)|2 + |b0(x)|2 dx

(4.4)

for all 0 < t <∞.

The rest of this chapter is organized as follows: in section 4.2 we give estimates for

the weak solution of (4.2) in Fourier spaces. Section 4.3 is devoted to analyzing

spectral behavior of the MHD flow governed by (4.2). It is, therefore, in this section

that we state and prove our main results.
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4.2 Fourier estimates for the solution field (u, b)

4.2.1 The Fourier transform and reduction of the problem

The Fourier transform of u denoted either by û or Fu is defined as,

û(k) =

∫
D

e−ik·xu(x) dx,

whereD is either R3 or T3. The Fourier transform has several interesting properties,

of which Parseval-Plancherel identity, given by (4.5), is of huge importance in our

work. This is due to the fact that energy of our system in Fourier space is the same

as energy of the system in Cartesian space.

‖u‖2
L2(D) = ‖û‖2

L2(D). (4.5)

For the detail of this and other properties of the Fourier transform we refer to

[156, 171] and [83].

We next give an equivalent formulation for (4.2) in Fourier space. The first step is

to eliminate the pressure term, and this will be done by making use of the Leray

projector, P , defined by

P· := Id−∇∆−1 div ·. (4.6)

The application of P reduces the system (4.2) to
∂tu− ν∆u = P((b · ∇)b)− P((u · ∇)u) + f1

∂tb− η∆b = P((b · ∇)u)− P((u · ∇)b) + f2

u|t=0 = u0 b|t=0 = b0

. (4.7)
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Now taking the Fourier transform of (4.7) we get
ût + ν|k|2û = F(P((b · ∇)b))−F(P((u · ∇)u)) + f̂1

b̂t + η|k|2b̂ = F(P((b · ∇)u))−F(P((u · ∇)b)) + f̂2

û|t=o = û0, b̂|t=o = b̂0

. (4.8)

Thus (4.8) is a reduced but equivalent formulation of (4.2) in Fourier space.

4.2.2 Estimates in T3

Note that in R3 we have (u · ∇)b =
3∑
j=1

uj∂jb. Therefore from linearity of Fourier

transform we get

F((u · ∇)b) =
3∑
j=1

ûj ∗ (ikj b̂).

Now for k ∈ T̂3, a Pontryagin dual of T3,

(û ∗ b̂)(k) =
∑
k1∈T̂3

û(k − k1)b̂(k1).

1Then it follows that

F((u · ∇)b) = i

3∑
j=1

∑
k1

ûj(k − k1)kj1b̂(k1) = i
∑
k1

k1 · û(k − k1)b̂(k1).

This implies

̂P((u · ∇)b) = i
∑
k1

k1 · û(k − k1)b̂(k1)− i k
|k|2

k ·
∑
k1

k1 · û(k − k1)b̂(k1). (4.9)

Now defining a linear homogeneous operator by

Πk(z) := z − (z · k)
k

|k|2

1This after, by writing
∑
k1
· we mean

∑
k1∈T̂3 ·
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for z in an appropriate domain we get

̂P((u · ∇)b) = iΠk

∑
k1

k1 · û(k − k1)b̂(k1). (4.10)

Now substituting (4.10) in (4.8) yields
ût + ν|k|2û = iΠk

∑
k1
k1 · û(k − k1)û(k1)− iΠk

∑
k1
k1 · b̂(k − k1)b̂(k1) + f̂1

b̂t + η|k|2b̂ = iΠk

∑
k1
k1 · b̂(k − k1)û(k1)− iΠk

∑
k1
k1 · û(k − k1)b̂(k1) + f̂2

û|t=o = û0, b̂|t=o = b̂0

.

(4.11)

Thus we have (4.11) as an equivalent formulation of (4.2) in Fourier space, T̂3.

We now define the following terminologies, which are used repeatedly throughout

the work; notations and definitions are adopted from [17].

Definition 82. Set A is said to be a (future) invariant set with respect to a function

ϕ or family of functions {ϕ(t) : t ∈ [0,∞)}, if

ϕ(0) ∈ A implies ϕ(t) ∈ A for all t ≥ 0.

Remark 83. We denote by

(i) BR(0) a ball in L2(D) of radius R.

(ii) AR1
:= {(u, b) : ∀k ∈ T̂3, |k|(|û(k)|+ |b̂(k)|) ≤ R1} 2

Remark 84. Note that when fi ≡ 0 for i = 1, 2 and ‖u0‖L2(D) + ‖b0‖L2(D) ≤ R

from energy equation (4.4) BR(0) can be taken as a future invariant set for weak

solutions of (4.2).

Our first result in this section is;
2When D = R3, then k ∈ R3 in Fourier space.
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Theorem 85. Let fi ≡ 0, i = 1, 2, and R, R1 be non-negative real numbers such

that

R2 ≤ 1

4
min(ν, η)R1. (4.12)

Then for (u, b), a weak solution of (4.2), we have

(i) AR1 ∩BR(0) is a future invariant set of (u, b),

(ii) If u0, b0 ∈ AR1 ∩BR(0) then

sup
0<t<∞

(∣∣û(k, t)
∣∣+
∣∣∣b̂(k, t)∣∣∣) ≤ R1

|k|
, ∀k ∈ T̂3 (4.13)

Proof of Theorem 85. Suppose (u, b) is a weak solution of (4.2). Let C2
k be a set

defined by,

C2
k := {w ∈ C3|w · k = 0}.

Since vectors u and b are divergence free, and F(div u) = k · û = 0, F(div b) =

k · b̂ = 0 we have û, b̂ ∈ C2
k. Then for û, b̂ ∈ C2

k, (4.11) is equivalent to
ût = −ν|k|2û+ iΠkk ·

∑
k1
û(k − k1)û(k1)− iΠkk ·

∑
k1
b̂(k − k1)b̂(k1) + f̂1

b̂t = −η|k|2b̂+ iΠkk1 ·
∑

k1
b̂(k − k1)û(k1)− iΠkk1 ·

∑
k1
û(k − k1)b̂(k1) + f̂2

û|t=o = û0, b̂|t=o = b̂0

.

(4.14)

But Holder’s and Young’s inequalities imply that∣∣∣∣∣∣Πkk ·
∑
k1

û(k − k1)b̂(k1)

∣∣∣∣∣∣ ≤ |k|
∥∥∥∥∥∥
∑
k1

û(k − k1)b̂(k1)

∥∥∥∥∥∥
∞

≤ |k|‖û‖L2‖b̂‖L2 (4.15)

Now denote the RHS of first two equations of (4.14) by X1(û, b̂) and X2(û, b̂) re-

spectively. Then following the arguments of Biryuk and Craig in [17, p. 429], the

radial component of X1(û, b̂) is given by <
(
û
|û| ·X1(û, b̂)

)
and radial component of
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X2(û, b̂) is given by <
(

b̂

|b̂| ·X2(û, b̂)

)
. 3

Now suppose (u, b) is on the boundary of AR1 for some (k, t), i.e.,

|k|
(
|û(k, t)|+ |b̂(k, t)|

)
= R1. Now computing the dot product û

|û| ·X1(û, b̂),

−ν|k|2û+ iΠkk ·
∑
k1

û(k − k1)û(k1)− iΠkk ·
∑
k1

b̂(k − k1)b̂(k1)

 · û
|û|

= −ν|k|2 |û|
2

|û|
+ i

û

û
·

Πkk ·
∑
k1

û(k − k1)û(k1)− Πkk ·
∑
k1

b̂(k − k1)b̂(k1)

 .

This implies,

<(X1 · ¯̂u)

= −ν|k|2|û|2 + =

¯̂u · (Πk

∑
k1

k1 · û(k − k1)û(k1))− ¯̂u · (Πk

∑
k1

k1 · b̂(k − k1)b̂(k1))


≤ −ν|k|2|û|2 + |û|

∣∣∣∣∣∣Πk

∑
k1

k1 · û(k − k1)û(k1)

∣∣∣∣∣∣+ |û|

∣∣∣∣∣∣Πk

∑
k1

k1 · b̂(k − k1)b̂(k1)

∣∣∣∣∣∣
≤ −ν|k|2|û|2 + |û||k|‖û‖2

L2 + |û||k|‖b̂‖2
L2 .

Similarly, we have

<(X2 · ¯̂b)

= −η|k|2|b̂|2 + =

¯̂
b · (Πk

∑
k1

k1 · b̂(k − k1)û(k1))− ¯̂
b · (Πk

∑
k1

k1 · û(k − k1)b̂(k1))


≤ −η|k|2|b̂|2 + |b̂||k|‖b̂‖L2‖û‖L2 + |b̂||k|‖û‖L2 b̂‖L2

= −η|k|2|b̂|2 + 2|b̂||k|‖b̂‖L2‖û‖L2 .

Then it follows that,

<(X1 · ¯̂u)/|û|+ <(X2 · ¯̂b)/b̂

≤ −ν|k|2|û|+ |k|‖û‖2
L2 + |k|‖b̂‖2

L2 − η|k|2|b̂|+ 2|k|‖b̂‖L2‖û‖L2

3<(·) denotes the real component and =(·) denotes the imaginary component.
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≤ −min(ν, η)|k|2(|û|+ |b̂|) + |k|
(
‖û‖2

L2 + ‖b̂‖2
L2 + 2‖b̂‖L2‖û‖L2

)
≤ −1

2
min(ν, η)|k|R1 + 2|k|

(
‖û‖2

L2 + ‖b̂‖2
L2

)
. (4.16)

When
(
u(·, t), b(·, t)

)
∈ BR(0) and R2 < 1

4
min(ν, η)R1, the RHS of (4.16) is nega-

tive. This implies that the solution (u, b) never leaves the region AR1∩BR(0). Hence,

AR1 ∩ BR(0) is a future invariant set of the weak solution of (4.2). Therefore, we

have that

sup
0<t<∞

|û(k, t)|+ |b̂(k, t)| ≤ R1

|k|

Let (u0, b0) ∈ BR(0) ⊂ L2(D) and f1, f2 ∈ L∞loc([0,∞);H−1(D) ∩ L2(D)). Suppose

that an appropriate frame is chosen and the total pressure Π is suitably normalized

so that
∫
D
u(x, t) · f1(x, t) + b(x, t) · f2(x, t) dx is bounded. This implies that for

any T > 0 we can have a non negative function R(T ) such that

‖u(·, T )‖2
L2 + ‖b(·, T )‖2

L2 + min(ν, η)

∫ T

0

(‖∇u(·, s)‖2
L2 + ‖∇b(·, s)‖2

L2) ds ≤ R2(T ).

(4.17)

Define F 2(T ) :=
∫ T

0
‖f1(·, t)‖2

Ḣ−1 + ‖f2(·, t)‖2
Ḣ−1 dt. Then the function R2(T ) be-

comes an upper bound for the LHS of energy inequality (4.4).

Theorem 86. Suppose fi 6≡ 0 for i = 1, 2 and R(t) is a priori upper bound for

‖u(·, t)‖L2 + ‖b(·, t)‖L2. If R1(t) is a non decreasing function such that for all k, t,

2R2(t) +
|f̂1|+ |f̂2|
|k|

≤ min(ν, η)R1(t) (4.18)

is satisfied, then whenever the initial data u0, b0 belongs to AR1(0)∩BR(0)(0) we have

that for any 0 < t < ∞ the Fourier coefficient of any weak solution generated by
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u0, b0 subjected to external forces f1, f2 satisfies

|û(k, t)|+ |b̂(k, t)| ≤ R1(t)

|k|
. (4.19)

Proof of Theorem 86. For fi 6≡ 0, for i = 1, 2 we have an equivalent equation to

(4.2) in the Fourier space
ût = −ν|k|2û+ iΠk

∑
k1
k1 · û(k − k1)û(k1)− iΠk

∑
k1
k1 · b̂(k − k1)b̂(k1) + f̂1

b̂t = −η|k|2b̂+ iΠk

∑
k1
k1 · b̂(k − k1)û(k1)− iΠk

∑
k1
k1 · û(k − k1)b̂(k1) + f̂2

û|t=o = û0, b̂|t=o = b̂0

(4.20)

By abuse of notation we denote the RHS of (4.20) by X1(u, b)(k) for the first and

X2(u, b)(k) for the second one as in (4.14). Therefore the radial component of

X1(u, b)(k) is the real component of X1(u, b)(k) ·
¯̂u

|û|
and the radial component of

X2(u, b)(k) is the real component of X2(u, b)(k) ·
¯̂
b

|b̂|
. Since

<(X1 · ¯̂u) = −ν|k|2|û|2 + <(f̂1 · û)

+ =

¯̂u · (Πk

∑
k1

k1 · û(k − k1)û(k1))− ¯̂u · (Πk

∑
k1

k1 · b̂(k − k1)b̂(k1))


≤ −ν|k|2|û|2 + |û||k|‖û‖2

L2 + |û||k|‖b̂‖2
L2 + |f̂1||û|,

and similarly

<(X2 · ¯̂b) ≤ −η|k|2|b̂|2 + 2|b̂||k|‖b̂‖L2‖û‖L2 + |f̂2||b̂|.

Thus radial component of the sum X1 +X2 is given by

<(X1 ·
û

|û|
) + <(X2 ·

b̂

|b̂|
) ≤ −ν|k|2|û| − η|k|2|b̂|+ |k|‖û‖2

L2 + |k|‖b̂‖2
L2

+ 2|k|‖b̂‖L2‖û‖L2 + |f̂1|+ |f̂2|

≤ −min(ν, η)|k|2
(
|û|+ |b̂|

)
+ |k|(‖û‖2 + ‖b̂‖2) + 2|k|‖û‖‖b̂‖+ |f̂1|+ |f̂2|
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≤−min(ν, η)|k|2
(
|û|+ |b̂|

)
+ 2|k|

(
‖û‖2 + ‖b̂‖2

)
+ |f̂1|+ |f̂2|

≤ −min(ν, η)|k|2
(
|û|+ |b̂|

)
+ 2|k|

(
‖û‖2 + ‖b̂‖2

)
+ |f̂1|+ |f̂2|

=−min(ν, η)|k|2
(
|û|+ |b̂|

)
+ |k|

(
2(‖û‖2 + ‖b̂‖2) +

|f̂1|+ |f̂2|
|k|

)
.

(4.21)

For (u, b)(k, t) on the boundary of AR1(t) we have |k|
(
|û|+ |b̂|

)
= R1(t) and if

2(‖û‖2 + ‖b̂‖2) + |f̂1|+|f̂2|
|k| < min(ν, η)R1(t) , then the RHS of (4.21) is negative, i.e,

the radial component of the resultant vector of u and b is negative. This implies that

the solution vector (u, b) will never skip set AR1(t)∩BR(t). Hence (4.19) follows.

Theorem 87. Let (u, b) be a weak solution of (4.2), with initial condition (u0, b0)

in AR1, which satisfies (4.17). Then we have

T∫
0

|û(k, t)|2 + |b̂(k, t)|2dt ≤ R2
2(T )

min(ν, η)|k|4
, (4.22)

where

R2(T ) =
1

2

(
R4(T ) +

√
2
(
R2

1(0) +R2
1(T )

)
+R2

4(T )

)
,

R4(T ) =
2√

min(ν, η)
R2(T ) +

√
2

min(ν, η)
F1(k, T ),

F1(k, T ) =

 T∫
0

|f̂1(k, t)|2 + |f̂2(k, t)|2


1
2

.

If sup
k∈Z3

F1(k, T ) := F∞(T ) <∞, the constant R2(T ) will be independent of k.

Proof of Theorem 87. From elementary theory of complex numbers and elementary

calculus we have

|û|2 = û¯̂u and
∂

∂t
|û|2 =

∂û

∂t
¯̂u+ û

∂ ¯̂u

∂t
.
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Now combining this with (4.20) we have,

∂

∂t
|û|2 =

−ν|k|2û+ iΠkk ·
∑
k1

û(k − k1)û(k1)− iΠkk ·
∑
k1

b̂(k − k1)b̂(k1) + f̂1

 ¯̂u

+ û−ν|k|2û+ iΠkk ·
∑
k1

û(k − k1)û(k1)− iΠkk ·
∑
k1

b̂(k − k1)b̂(k1) + f̂1

=− 2ν|k|2|û|2 + 2<

i¯̂uΠkk ·
∑
k1

û(k − k1)û(k1)


− 2<

i¯̂uΠkk ·
∑
k1

b̂(k − k1)b̂(k1)

+ 2<
(

¯̂uf̂1

)
.

Then it follows that

1

2

∂

∂t
|û|2 + ν|k|2|û|2 = −=

¯̂uΠkk ·
∑
k1

û(k − k1)û(k1)


+=

¯̂uΠkk ·
∑
k1

b̂(k − k1)b̂(k1)

+ <
(

¯̂uf̂1

)
. (4.23)

Similarly we have

1

2

∂

∂t
|b̂|2 + η|k|2|b̂|2 = −=

¯̂
bΠkk ·

∑
k1

b̂(k − k1)û(k1)


+=

¯̂
bΠkk ·

∑
k1

û(k − k1)b̂(k1)

+ <
(

¯̂
bf̂2

)
. (4.24)

Finally summing up (4.23) and (4.24) we get

1

2

∂

∂t
(|û|2 + |b̂|2) +

(
ν|k|2|û|2 + η|k|2|b̂|2

)
= −=

¯̂uΠkk ·
∑
k1

û(k − k1)û(k1)


+ =

¯̂uΠkk ·
∑
k1

b̂(k − k1)b̂(k1)

−=
¯̂
bΠkk ·

∑
k1

b̂(k − k1)û(k1)


+ =

¯̂
bΠkk ·

∑
k1

û(k − k1)b̂(k1)

+ <
(

¯̂uf̂1

)
+ <

(
¯̂
bf̂2

)
. (4.25)
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Taking the time integral of (4.25) over the interval [0, T ] and rearranging some of

the terms gives

|k|4
T∫

0

(ν|û|2 + η|b̂|2) dt =
1

2
|k|2[|û0|2 + |b̂0|2]− 1

2
|k|2[|û(T )|2 + |b̂(T )|2]

−=|k|2
T∫

0

¯̂uΠkk ·
∑
k1

û(k − k1)û(k1)

 dt+ =|k|2
T∫

0

¯̂uΠkk ·
∑
k1

b̂(k − k1)b̂(k1)

 dt

−=|k|2
T∫

0

¯̂
bΠkk ·

∑
k1

b̂(k − k1)û(k1)

 dt+ =
T∫

0

¯̂
bΠkk ·

∑
k1

û(k − k1)b̂(k1)


+ <|k|2

T∫
0

(
¯̂uf̂1 +

¯̂
bf̂2

)
dt. (4.26)

Next we deal with terms in the RHS terms (4.26).

1

2

(
|k|2|û0|2 + |k|2|b̂0|2

)
≤ 1

2

(
|k||û0|+ |k||b̂0|

)2

≤ 1

2
R2

1(0) (4.27)

1

2

(
|k|2|û(T )|2 + |k|2|b̂(T )|2

)
≤ 1

2

(
|k||û(T )|+ |k||b̂(T )|

)2

≤ 1

2
R2

1(T ). (4.28)

∣∣∣∣∣∣∣=|k|2
T∫

0

¯̂uΠkk ·
∑
k1

û(k − k1)û(k1)

 dt

∣∣∣∣∣∣∣
≤ |k|2

∣∣∣∣∣∣∣
T∫

0

¯̂uΠk ·
∑
k1

û(k − k1) · k1û(k1)

 dt

∣∣∣∣∣∣∣
≤ |k|2(

T∫
0

|¯̂u|2)1/2(

T∫
0

|Πk ·
∑
k1

û(k − k1) · k1û(k1)|2dt)1/2

≤ |k|2(

T∫
0

|¯̂u|2)1/2(

T∫
0

‖u‖2
L2‖∇u‖2

L2dt)1/2
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≤ |k|2(

T∫
0

|¯̂u|2)1/2 sup
0≤t≤T

‖u(·, t)‖L2(

T∫
0

‖∇u(·, t)‖2
L2dt)1/2 (4.29)

Here we used Holder’s and Young’s inequalities and divergence-free condition of

vector u.

Similarly we have∣∣∣∣∣∣∣=|k|2
T∫

0

¯̂uΠkk ·
∑
k1

b̂(k − k1)b̂(k1)

 dt

∣∣∣∣∣∣∣
≤ |k|2(

T∫
0

|¯̂u|2)1/2 sup
0≤t≤T

‖b(·, t)‖L2(

T∫
0

‖∇b(·, t)‖2
L2dt)1/2. (4.30)

∣∣∣∣∣∣∣=|k|2
T∫

0

¯̂
bΠkk ·

∑
k1

b̂(k − k1)û(k1)

 dt

∣∣∣∣∣∣∣
≤ |k|2(

T∫
0

|¯̂b|2)1/2 sup
0≤t≤T

‖b(·, t)‖L2(

T∫
0

‖∇u(·, t)‖2
L2dt)1/2. (4.31)

∣∣∣∣∣∣∣=|k|2
T∫

0

¯̂
bΠkk ·

∑
k1

û(k − k1)b̂(k1)

 dt

∣∣∣∣∣∣∣
≤ |k|2(

T∫
0

|¯̂b|2)1/2 sup
0≤t≤T

‖u(·, t)‖L2(

T∫
0

‖∇b(·, t)‖2
L2dt)1/2. (4.32)

Finally, for the terms involving non-homogeneous forces;∣∣∣∣∣∣∣|k|2<
T∫

0

f̂1
¯̂u+ f̂2

¯̂
b dt

∣∣∣∣∣∣∣ ≤ |k|2
∣∣∣∣∣∣∣
T∫

0

f̂1
¯̂u dt

∣∣∣∣∣∣∣+ |k|2

∣∣∣∣∣∣∣
T∫

0

f̂2
¯̂
b dt

∣∣∣∣∣∣∣
≤ |k|2(

T∫
0

|f̂1|2dt)1/2(

T∫
0

|û|2dt)1/2 + |k|2(

T∫
0

|f̂2|2dt)1/2(

T∫
0

|b̂|2dt)1/2
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≤ |k|2

(

T∫
0

|f̂1|2dt)1/2 + (

T∫
0

|f̂2|2dt)1/2


(

T∫
0

|û|2dt)1/2 + (

T∫
0

|b̂|2dt)1/2



≤
√

2|k|2

 T∫
0

|f̂1|2dt+

T∫
0

|f̂2|2dt


1
2
 T∫

0

|û|2dt+

T∫
0

|b̂|2dt


1
2

. (4.33)

Now define

I2(k, T ) := min(ν, η)|k|4
T∫

0

|û(k, t)|2 + |b̂(k, t)|2dt.

Combining (4.26) -(4.33) gives

I2(k, T )

≤ 1

2
R2

1(0) +
1

2
R2

1(T ) + |k|2(

T∫
0

|¯̂u|2 dt)1/2 sup
0≤t≤T

‖u(·, t)‖L2(

T∫
0

‖∇u(·, t)‖2
L2dt)1/2

+ |k|2(

T∫
0

|¯̂u|2)1/2 sup
0≤t≤T

‖b(·, t)‖L2(

T∫
0

‖∇b(·, t)‖2
L2dt)1/2

+ |k|2(

T∫
0

|¯̂b|2)1/2 sup
0≤t≤T

‖b(·, t)‖L2(

T∫
0

‖∇u(·, t)‖2
L2dt)1/2

+ |k|2(

T∫
0

|¯̂b|2)1/2 sup
0≤t≤T

‖u(·, t)‖L2(

T∫
0

‖∇b(·, t)‖2
L2dt)1/2

+
√

2|k|2

 T∫
0

|f̂1|2dt+

T∫
0

|f̂2|2dt


1
2
 T∫

0

|û|2dt+

T∫
0

|b̂|2dt


1
2

≤2|k|2

 T∫
0

|û|2 + |b̂|2dt


1
2
 T∫

0

‖∇u(·, t)‖2
L2 + ‖∇b(·, t)‖2

L2dt


1
2

×

(
sup

0≤t≤T
‖u(·, t)‖L2 + sup

0≤t≤T
‖b(·, t)‖L2

)

+
1

2

[
R2

1(0) +R2
1(T )

]
+
√

2|k|2

 T∫
0

|f̂1|2 + |f̂2|2dt


1
2
 T∫

0

|û|2 + |b̂|2dt


1
2
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≤2
I(k, T )R2(T )√

min(ν, η)
+

1

2

[
R2

1(0) +R2
1(T )

]
+
√

2F1(k, T )
I(k, T )√
min(ν, η)

. (4.34)

This implies that

I2(k, T )−

(
2√

min(ν, η)
R2(T ) +

√
2√

min(ν, η)
F1(k, T )

)
I(k, T )− 1

2

(
R2

1(0) +R2
1(T )

)
≤ 0. (4.35)

Since I(k, T ) is positive, then it can not exceed the largest positive root of the

quadratic equation associated to (4.35). Hence,

I(k, T ) ≤1

2

 2√
min(ν, η)

R2(T ) +

√
2

min(ν, η)
F1(k, T )


+

1

2

√√√√√
 2√

min(ν, η)
R2(T ) +

√
2

min(ν, η)
F1(k, T )

2

+ 2
(
R1(0)2 +R1(T )2

)

This concludes the theorem.

4.2.3 Estimates in R3

This section is devoted to finding estimates in Fourier space for solutions of (4.2)

for the case when D = R3. To begin with, we take the Fourier of (4.7) in R3 to get
ût + ν|ξ|2û = F(P((b · ∇)b))−F(P((u · ∇)u)) + f̂1

b̂t + η|ξ|2b̂ = F(P((b · ∇)u))−F(P((u · ∇)b)) + f̂2

û|t=o = û0, b̂|t=o = b̂0

. (4.36)

An approach similar to the one used in the derivation of (4.10), yields,

F(P((b · ∇)b)) = iΠξ

(∫
D

ζ · ûj(ξ − ζ)b̂(ζ) dζ

)
. (4.37)
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Thus
ût = −ν|ξ|2û+ iΠξ(

∫
D
ζ · b̂(ξ − ζ)b̂(ζ)dζ)− iΠξ(

∫
D
ζ · û(ξ − ζ)û(ζ)dζ) + f̂1

b̂t = −η|ξ|2b̂+ iΠξ(
∫
D
ζ · b̂(ξ − ζ)û(ζ)dζ)− iΠξ(

∫
D
ζ · û(ξ − ζ)b̂(ζ)dζ) + f̂2

û|t=o = û0, b̂|t=o = b̂0

(4.38)

Without loss of generality we may assume that ‖u(·, t)‖2
L2 +‖b(·, t)‖2

L2 ≤ R2(t) (and

in the presence of no external forces, i.e., fi ≡ 0 for i = 1, 2, R(t) = R(0) suffices).

In the case when D = R3, it is well known that û(ξ, t) and b̂(ξ, t) are members of a

Hilbert space however their values at a particular point (ξ, t) are not well defined.

The issue can be addressed by taking filtered values of u(x, t) and b(x, t).

Let k(6= 0) ∈ R3, 0 < δ < |k|
2
√

3
. Define χ̂k(ξ) to be a smooth cut off function of the

cube Qk about k of side length 2δ such that χ̂k(ξ) = 1 on a cube of the same center

with side δ and

supp χ̂ = {ξ ∈ R3 :
|k|
2
≤ |ξ| ≤ 3

2
|k|}.

We now define the following three functions;

(
χ̂k(D)u

)
(x, t) := F−1

(
χ̂k(ξ)û(ξ, t)

)
= (χk ∗ u)(x, t), (4.39)

ep(k, t) :=

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|pdξ

) 1
p

, (4.40)

hp(k, t) := sup
0≤s≤t

(∫
[|χ̂k(ξ)f̂1(ξ, t)|p + |χ̂k(ξ)f̂1(ξ, t)|p]/|ξ|pdξ

) 1
p

, (4.41)

To read further on these functions and their properties we refer to [17, p. 430].
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Next we state the two main results of this section, which indeed are equivalences of

Theorems 85 and 86 in D = R3.

Theorem 88. Suppose that a weak solution (u, b) of (4.2) satisfies ‖u(·, t)‖L2 +

‖b(·, t)‖L2 ≤ R(t). And also suppose that there exists a non-decreasing function

R1(t) such that for 2 ≤ p <∞ and t ∈ R+

(2δ)3/pR2(t) + hp(k, t) ≤
ν

6
R1(t). (4.42)

where δ < |k|
2
√

3
. If u, b initially satisfies

sup
2≤p<∞

ep(k, 0) <
R1(0)

|k|
,

then for all positive t

sup
2≤p<∞

ep(k, t) <
R1(t)

|k|

holds.

Theorem 89. Suppose the weak solution of (4.2) satisfies (4.17) and sup
2≤p<∞

ep(k, 0) <

R1(0)

|k|
. Then for all T ∈ R+

T∫
0

sup
2≤p<∞

ep(k, t) dt ≤ R2
2(T )

ν|k|4
, (4.43)

and

R2(T ) :=
1

2
(R5(T ) +

√
4R2

1(0) +R2
5(T )) (4.44)

where

R5(T ) =
2R2(T )

ν
+

2F∞(T )√
ν

F∞(T ) = sup
k∈R {0}

 T∫
0

|χ̂k(ξ)f̂1|2L∞ + |χ̂k(ξ)f̂2|2L∞dt

 (4.45)
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To prove these results we first need to establish estimates on ep. This will be done in

two steps; first by bounding e2(k, t) which is done in Lemma 90 followed by estimate

on ep(k, t) which is done in Lemma 91.

Lemma 90. Suppose that ‖u(·, t)‖L2 + ‖b(·, t)‖L2 ≤ R(t) and there exists a non-

decreasing function R1(t) such that

(2δ)3/2
√

2R2(t) + 2h2(k, t) <
min(ν, η)

6
R1(t) (4.46)

for all t ∈ R+ and δ < |k|
2
√

3
.

If e2(k, 0) < R1(0)
|k| , then for any t ∈ (0,∞) we have

e2(k, t) ≤ R1(t)

|k|
. (4.47)

Proof of Lemma 90. By definition

e2
2(k, t) =

∫
D

χ̂k(ξ)û(ξ, t)χ̂k(ξ)û(ξ, t) + χ̂k(ξ)b̂(ξ, t)χ̂k(ξ)b̂(ξ, t) dξ.

Differentiating this relation with respect to time and using equation (4.38), we get

d

dt
e2

2(k, t)

=

∫
D

[
χ̂k(ξ)

d

dt
û(ξ, t)(χ̂k(ξ)û(ξ, t)) + (χ̂k(ξ)û(ξ, t))χ̂k(ξ)

d

dt
û(ξ, t)

+χ̂k(ξ)
d

dt
b̂(ξ, t)χ̂k(ξ)b̂(ξ, t) + χ̂k(ξ)b̂(ξ, t)χ̂k(ξ)

d

dt
b̂(ξ, t)

]
dξ

=

∫
D

[
χ̂k(ξ)

(
−ν|ξ|2û+ iΠξ(

∫
D

ζ · b̂(ξ − ζ)b̂(ζ) dζ)− iΠξ(

∫
D

ζ · û(ξ − ζ)û(ζ) dζ) + f̂1

)

(χ̂k(ξ)û(ξ, t)) + (χ̂k(ξ)û(ξ, t))

χ̂k(ξ)

(
−ν|ξ|2û+ iΠξ(

∫
D

ζ · b̂(ξ − ζ)b̂(ζ) dζ)− iΠξ(

∫
D

ζ · û(ξ − ζ)û(ζ) dζ) + f̂1

)
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+ χ̂k(ξ)

(
−η|ξ|2b̂+ iΠξ(

∫
D

ζ · b̂(ξ − ζ)û(ζ) dζ)− iΠξ(

∫
D

ζ · û(ξ − ζ)b̂(ζ) dζ) + f̂2

)

χ̂k(ξ)b̂(ξ, t) + χ̂k(ξ)b̂(ξ, t)

χ̂k(ξ)− η|ξ|2b̂+ iΠξ(

∫
D

ζ · b̂(ξ − ζ)û(ζ) dζ)− iΠξ(

∫
D

ζ · û(ξ − ζ)b̂(ζ) dζ) + f̂2

]
dξ.

Applying elementary properties of complex numbers we deduce that

1

2

d

dt
e2

2(k, t) =− ν
∫
D

|ξ|2|χ̂k(ξ)û(ξ, t)|2 dξ − η
∫
D

|ξ|2|χ̂k(ξ)b̂(ξ, t)|2 dξ

+

∫
D

<

(
iΠξ

(∫
D

û(ξ − ζ) · ζû(ζ) dζ

)
χ̂k(ξ)û(ξ, t)

)
dξ

+

∫
D

<

(
iΠξ

(∫
D

b̂(ξ − ζ) · ζû(ζ) dζ

)
χ̂k(ξ)b̂(ξ, t)

)
dξ

−
∫
D

<

(
iΠξ

(∫
D

b̂(ξ − ζ) · ζb̂(ζ) dζ

)
χ̂k(ξ)û(ξ, t)

)
dξ

−
∫
D

<

(
iΠξ

(∫
D

û(ξ − ζ) · ζb̂(ζ) dζ

)
χ̂k(ξ)b̂(ξ, t)

)
dξ

+ <
∫
D

χ̂k(ξ)f̂1(ξ, t)χ̂k(ξ)û(ξ, t) dξ + <
∫
D

χ̂k(ξ)f̂2(ξ, t)χ̂k(ξ)b̂(ξ, t) dξ

:= I1 + I2 + I3 + I4 + I5 + I6 + I7 + I8. (4.48)

Let us deal with terms on the RHS of (4.48) in more detail, we have

I1 + I2 = −ν
∫
D

|ξ|2|χ̂k(ξ)û(ξ, t)|2 dξ − η
∫
D

|ξ|2|χ̂k(ξ)b̂(ξ, t)|2 dξ

≤ −min(ν, η)
|k|2

4

∫
D

(
|χ̂k(ξ)û(ξ, t)|2 + |χ̂k(ξ)b̂(ξ, t)|2

)
dξ (4.49)

In (4.49) we used the fact ξ ∈ supp χ̂k; that is |k|2 ≤ |ξ| ≤
3
2
|k|.

I3 = −=
∫
D

(
Πξ

(∫
D

û(ξ − ζ) · ζû(ζ) dζ

)
χ̂k(ξ)û(ξ, t)

)
dξ,
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which implies

|I3| ≤

∣∣∣∣∣∣
∫
D

(
Πξ

(∫
D

û(ξ − ζ) · ζû(ζ) dζ

)
χ̂k(ξ)û(ξ, t)

)
dξ

∣∣∣∣∣∣
≤‖χ̂kû(·, t)‖L2‖χ̂kΠξ

(
ξ ·
∫
D

û(ξ − ζ)û(ζ) dζ

)
‖L2

≤‖χ̂kû(·, t)‖L2‖χ̂kξ‖L2‖û(·, t)‖2
L2 .

This estimate is due to divergence freeness of the vectors u and b, and relevant

properties of complex numbers. Holder’s and Young’s inequalities are also used.

We know from construction of χ, that

‖χ̂kξ‖L2 ≤ ‖ξ‖L4‖χk‖L4 =

(∫
Qk

|ξ|4 dξ

) 1
4
(∫

Qk

|χ|4 dξ

) 1
4

≤ 3

2
|k|(2δ)

3
4 (2δ)

3
4 =

3

2
|k|(2δ)

3
2 .

Thus we have

|I3| ≤
3

2
|k|(2δ)

3
2‖χ̂kû(·, t)‖L2‖û(·, t)‖2

L2 . (4.50)

Proceeding similarly with I4, I5 and I6 we get

|I4| ≤
3

2
|k|(2δ)

3
2‖χ̂kb̂(·, t)‖L2‖û(·, t)‖L2‖b̂(·, t)‖L2 (4.51)

|I5| ≤
3

2
|k|(2δ)

3
2‖χ̂kû(·, t)‖L2‖b̂(·, t)‖2

L2 (4.52)

|I6| ≤
3

2
|k|(2δ)

3
2‖χ̂kb̂(·, t)‖L2‖û(·, t)‖L2‖b̂(·, t)‖L2 . (4.53)

Next we estimate I7 as follows.

|I7| =
∣∣∣∣< ∫

D

χ̂k(ξ)f̂1(ξ, t)χ̂k(ξ)û(ξ, t)dξ

∣∣∣∣
≤
∣∣∣∣∫
D

χ̂k(ξ)û(ξ, t)χ̂k(ξ)|ξ|f̂1(ξ, t)/|ξ|dξ
∣∣∣∣

≤ ‖|ξ|χ̂kû(·, t)‖L2‖χ̂kf̂1(·, t)|ξ|−1‖L2
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≤ 3

2
|k|‖χ̂kû(·, t)‖L2‖χ̂kf̂1(·, t)|ξ|−1‖L2 ; (4.54)

thanks to Holder’s inequality.

Similarly we get

|I8| ≤
3

2
|k|‖χ̂kb̂(·, t)‖L2‖χ̂kf̂2(·, t)|ξ|−1‖L2 (4.55)

Now combining the estimates (4.49)-(4.55) we obtain

1

2

d

dt
e2

2(k, t) ≤ −min(ν, η)
|k|2

4

∫
D

(
|χ̂k(ξ)û(ξ, t)|2 + |χ̂k(ξ)b̂(ξ, t)|2

)
dξ

+
3

2
|k|(2δ)

3
2‖χ̂kû(·, t)‖L2

(
‖û(·, t)‖2

L2 + ‖b̂(·, t)‖2
L2

)
+ 3|k|(2δ)

3
2‖χ̂kb̂(·, t)‖L2‖û(·, t)‖L2‖b̂(·, t)‖L2

+
3

2
|k|
[
‖χ̂kû(·, t)‖L2‖χ̂kf̂1(·, t)|ξ|−1‖L2 + ‖χ̂kb̂(·, t)‖L2‖χ̂kf̂2(·, t)|ξ|−1‖L2

]
≤−min(ν, η)

|k|2

4
e2

2(k, t) +
3

2
|k|(2δ)3/2

(
‖χ̂kû‖+ ‖χ̂kb̂‖

)(
‖û‖2 + ‖b̂‖2

)
+

3

2
|k|
(
‖χ̂kû‖+ ‖χ̂kb̂‖

)(
‖χ̂kf̂1/|ξ|‖+ ‖χ̂kf̂2/|ξ|‖

)
≤−min(ν, η)

|k|2

4
e2

2(k, t) +
3

2
|k|(2δ)3/2

√
2e2(k, t)

(
‖û‖2 + ‖b̂‖2

)
+

3

2
|k|
√

2e2(k, t)
(
‖χ̂kf̂1/|ξ|‖+ ‖χ̂kf̂2/|ξ|‖

)
≤−min(ν, η)

|k|2

4
e2

2(k, t) +
3

2
|k|e2(k, t)

(
(2δ)3/2

√
2R2(t) + 2h2(k, t)

)
(4.56)

Here we have used Serine’s inequality to get an upper bound for ‖χ̂kû‖+‖χ̂kb̂‖ and

‖χ̂kf̂1/|ξ|‖+ ‖χ̂kf̂2/|ξ|‖; i.e.,

‖χ̂kû‖+ ‖χ̂kb̂‖ ≤
√

2e2(k, t)

‖χ̂kf̂1/|ξ|‖+ ‖χ̂kf̂2/|ξ|‖ ≤
√

2h2.

Now define the set BR1 by

BR1 =
{
e : e ≤ R1/|k|

}
=
{
e(k, t) : e(k, t) ≤ R1(t)/|k|

}
.
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When e(k, t) = e2(k, t) is on the boundary of BR1 , i.e., when e2(k, t) = R1(t)
|k| , then

we have

1

2

d

dt
e2

2(k, t) <
−min(ν, η)

4
R2

1(t) +
3

2
R1(t)

min(ν, η)

6
R1(t) ≤ 0.

This implies that

e2(k, t)
d

dt
e2(k, t) < 0

But since e2(k, t) ≥ 0, it follows that

d

dt
e2(k, t) < 0

This means that BR1 is an attracting4 set for e2(k, t).

Therefore, if e2(k, 0) < R1(0)
|k| , then e2(k, t) < R1(t)

|k| for all t ∈ (0,∞).

This completes the proof of Lemma 90.

Lemma 91. Suppose that for a given k ∈ R3 and 2 ≤ p < ∞ there is a nonde-

creasing function R1(t) that satisfies the condition

2
1
p (2δ)3/pR2(t) + 2hp(k, t) <

ν

6
R1(t)

for 0 < δ < |k|/2
√

3.

If a solution to (4.2) initially satisfies

ep(k, 0) < R1(0)/|k|,

then for all 0 < t <∞

ep(k, t) <
R1(t)

|k|
. (4.57)

4We refer to [53] on attracting sets.
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Proof of Lemma 91. The proof of this lemma is done in the same way as that of

lemma 90. Thus taking the time derivative of epp(k, t)

d

dt
epp(k, t) =∂t

∫ ∣∣χ̂k(ξ)û(ξ, t)
∣∣p +

∣∣∣χ̂k(ξ)b̂(ξ, t)∣∣∣p dξ

=<

{∫ (
p|χ̂k(ξ)û(ξ, t)|p−2

(
(χ̂k(ξ)∂tû(ξ, t))(χ̂k(ξ)û(ξ, t))

)

+p|χ̂k(ξ)b̂(ξ, t)|p−2

(
(χ̂k(ξ)∂tb̂(ξ, t))(χ̂k(ξ)b̂(ξ, t))

))
dξ


=− ν

∫
p|ξ|2|χ̂k(ξ)û(ξ, t)|p dξ − η

∫
p|ξ|2|χ̂k(ξ)b̂(ξ, t)|p dξ

+ <
∫
ip|χ̂k(ξ)û(ξ, t)|p−2χ̂k(ξ)û(ξ, t)χ̂k(ξ)Πξ

∫
û(ξ − ζ) · ζû(ζ) dζ dξ

+ <
∫
ip|χ̂k(ξ)û(ξ, t)|p−2χ̂k(ξ)û(ξ, t)χ̂k(ξ)Πξ

∫
b̂(ξ − ζ) · ζb̂(ζ) dζ dξ

+ <
∫
ip|χ̂k(ξ)b̂(ξ, t)|p−2χ̂k(ξ)b̂(ξ, t)χ̂k(ξ)Πξ

∫
b̂(ξ − ζ) · ζû(ζ) dζ dξ

+ <
∫
ip|χ̂k(ξ)b̂(ξ, t)|p−2χ̂k(ξ)b̂(ξ, t)χ̂k(ξ)Πξ

∫
û(ξ − ζ) · ζb̂(ζ) dζ dξ

+ <
∫
p|χ̂k(ξ)û(ξ, t)|p−2χ̂k(ξ)û(ξ, t)χ̂k(ξ)f̂1(ξ, t) dξ

+ <
∫
p|χ̂k(ξ)b̂(ξ, t)|p−2χ̂k(ξ)b̂(ξ, t)χ̂k(ξ)f̂2(ξ, t) dξ

= : I1 + I2 + I3 + I4 + I5 + I6 + I7 + I8 (4.58)

In the derivation of (4.58) we have used the following fact;

d

dt
|χ̂k(ξ)b̂(ξ, t)| =

d

dt

√
χ̂k(ξ)b̂(ξ, t)χ̂k(ξ)b̂(ξ, t)

=
1

2
|χ̂k(ξ)b̂(ξ, t)|−1

[
(χ̂k(ξ)∂tb̂(ξ, t))(χ̂k(ξ)b̂(ξ, t))

+ (χ̂k(ξ)∂tb̂(ξ, t))(χ̂k(ξ)b̂(ξ, t))

]
.

We now estimate the RHS of (4.58), i.e., the I ′js for j = 1, . . . , 8 as follows;

I1 + I2 = −ν
∫
p|ξ|2|χ̂k(ξ)û(ξ, t)|p dξ − η

∫
p|ξ|2|χ̂k(ξ)b̂(ξ, t)|p dξ

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



Fourier estimates for the solution field (u, b) 106

≤ −νp|k|
2

4

∫
|χ̂k(ξ)û(ξ, t)|p dξ +

−ηp|k|2

4

∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

≤ −min(ν, η)

4
p|k|2epp(k, t). (4.59)

Here we have used the fact that for ξ ∈ suppχ, |k|
2
≤ |ξ| ≤ 3

2
|k|. Thanks to Hölder’s

and Young’s inequalities, we have

|I3| =
∣∣∣∣= ∫ p|χ̂k(ξ)û(ξ, t)|p−2χ̂k(ξ)û(ξ, t)χ̂k(ξ)Πξξ ·

∫
û(ξ − ζ)û(ζ) dζ dξ

∣∣∣∣
≤
∣∣∣∣∫ p|χ̂k(ξ)û(ξ, t)|p−2χ̂k(ξ)û(ξ, t)χ̂k(ξ)Πξξ ·

∫
û(ξ − ζ)û(ζ) dζ dξ

∣∣∣∣
≤p(

∫ (
|χ̂k(ξ)û(ξ, t)|p−1

) p
p−1 dξ)

p−1
p (

∫
|χ̂k(ξ)Πξξ ·

∫
û(ξ − ζ)û(ζ)dζ|p dξ)

1
p

≤p(
∫ (
|χ̂k(ξ)û(ξ, t)|p−1

) p
p−1 dξ)

p−1
p (

∫
|ξχ̂k(ξ)|p dξ)1/p‖

∫
û(ξ − ζ)û(ζ) dζ‖L∞

≤p(
∫ (
|χ̂k(ξ)û(ξ, t)|p−1

) p
p−1 dξ)

p−1
p (

∫
|ξ|p|χ̂k(ξ)|p dξ)1/p(

∫
|û(ξ, t)|p dξ)1/p

(

∫
|û(ξ, t)|

p
p−1 dξ)

p−1
p (4.60)

Following a similar approach, we get

|I4| ≤p(
∫ (
|χ̂k(ξ)û(ξ, t)|p−1

) p
p−1 dξ)

p−1
p (

∫
|ξ|p|χ̂k(ξ)|p dξ)1/p(

∫
|b̂(ξ, t)|p dξ)1/p

(

∫
|b̂(ξ, t)|

p
p−1 dξ)

p−1
p (4.61)

|I5| ≤p(
∫

(|χ̂k(ξ)b̂(ξ, t)|p−1)
p
p−1 dξ)

p−1
p (

∫
|ξ|p|χ̂k(ξ)|p dξ)1/p(

∫
|b̂(ξ, t)|p dξ)1/p

(

∫
|û(ξ, t)|

p
p−1 dξ)

p−1
p (4.62)

|I6| ≤p(
∫

(|χ̂k(ξ)b̂(ξ, t)|p−1)
p
p−1 dξ)

p−1
p (

∫
|ξ|p|χ̂k(ξ)|p dξ)1/p(

∫
|û(ξ, t)|p dξ)1/p

(

∫
|b̂(ξ, t)|

p
p−1 dξ)

p−1
p (4.63)
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To estimate I7 and I8 we follow a different approach as follows;

|I7| =
∣∣∣∣< ∫ p|χ̂k(ξ)û(ξ, t)|p−2χ̂k(ξ)û(ξ, t)χ̂k(ξ)f̂1(ξ, t) dξ

∣∣∣∣
≤
∣∣∣∣∫ p|χ̂k(ξ)û(ξ, t)|p−2χ̂k(ξ)û(ξ, t)χ̂k(ξ)f̂1(ξ, t) dξ

∣∣∣∣
≤ p

(∫
|χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p

(∫
|ξ|p|χ̂k(ξ)f̂1(ξ, t)|p

|ξ|p
dξ

) 1
p

≤ 3p

2
|k|
(∫
|χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p

(∫
|χ̂k(ξ)f̂1(ξ, t)|p

|ξ|p
dξ

)1/p

. (4.64)

Similarly,

|I8| ≤
3p

2
|k|
(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p

(∫
|χ̂k(ξ)f̂2(ξ, t)|p

|ξ|p
dξ

)1/p

(4.65)

Now plugging the estimates (4.59)-(4.65) in (4.58) and rearranging the terms we

get,

d

dt
epp(k, t) ≤ −

min(ν, η)

4
p|k|2epp(k, t) +

(∫
|ξ|p|χ̂k(ξ)|p dξ

)1/p

(∫ |χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p

‖û‖2
L2 +

(∫
|χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p

‖b̂‖2
L2

+

(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p

‖û‖L2‖b̂‖L2 +

(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p

‖û‖L2‖b̂‖L2


+

3p

2
|k|
(∫
|χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p

(∫
|χ̂k(ξ)f̂1(ξ, t)|p

|ξ|p

)1/p

+
3p

2
|k|
(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p

(∫
|χ̂k(ξ)f̂2(ξ, t)|p

|ξ|p
dξ

)1/p

We know from the definition of χ̂k that
(∫
|ξ|p|χ̂k(ξ)|p dξ

)1/p is bounded from above

as

(∫
|ξ|p|χ̂k(ξ)|p dξ

)1/p

≤ 3|k|
2

(2δ)3/p. (4.66)
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Furthermore, we have

3|k|p
2

(∫
|χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p

(∫
|χ̂k(ξ)f̂1(ξ, t)|p

|ξ|p

)1/p

+

3|k|p
2

(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p

(∫
|χ̂k(ξ)f̂2(ξ, t)|p

|ξ|p
dξ

)1/p

≤3|k|p
2

(∫ |χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p

+

(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p


(∫ |χ̂k(ξ)f̂1(ξ, t)|p

|ξ|p

)1/p

+

(∫
|χ̂k(ξ)f̂2(ξ, t)|p

|ξ|p

)1/p

dξ


≤3|k|p

2
2

1
p

(∫
|χ̂k(ξ)û(ξ, t)|p dξ +

∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p

2
p−1
p

(∫
|χ̂k(ξ)f̂1(ξ, t)|p

|ξ|p
+

∫
|χ̂k(ξ)f̂2(ξ, t)|p

|ξ|p
dξ

)1/p

≤2
3|k|p

2
ep−1
p (k, t)hp(k, t), (4.67)

and(∫ |χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p

‖û‖2
L2 +

(∫
|χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p

‖b̂‖2
L2

+

(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p

‖û‖L2‖b̂‖L2 +

(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p

‖û‖L2‖b̂‖L2


=

(∫
|χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p (
‖û‖2 + ‖b̂‖2

)
+ 2

(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p

‖û‖‖b̂‖

≤

(∫ |χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p

+

(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p

(‖û‖2 + ‖b̂‖2
)

≤ p
√

2ep−1
p (k, t)R2(t). (4.68)

Now combining (4.66), (4.67) and (4.68) we get

d

dt
epp(k, t) ≤ −

min(ν, η)

4
p|k|2epp(k, t) +

3|k|
2

(2δ)3/p2
1
p ep−1
p (k, t)R2(t)

+ 2
3|k|p

2
ep−1
p (k, t)hp(k, t)
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= −min(ν, η)

4
p|k|2epp(k, t) +

3|k|
2
ep−1
p (k, t)

(
2

1
p (2δ)3/pR2(t) + 2php(k, t)

)
≤ −min(ν, η)

4
p|k|2epp(k, t) +

3|k|
2
pep−1

p (k, t)
(

2
1
p (2δ)3/pR2(t) + 2hp(k, t)

)
.

Now again consider the set

BR1 =

{
e(k, t) : 0 ≤ e(k, t) ≤ R1(t)

|k|

}
.

Setting e(k, t) = ep(k, t) on the boundary, that is when ep(k, t) = R1(t)
|k| , therefore

|k|ep(k, t) = R1(t), we have

d

dt
epp(k, t) ≤ −

ν

4
p|k|2R

p
1(t)

|k|p
+ p

3|k|
2

Rp−1
1 (t)

|k|p−1

(
2

1
p (2δ)3/pR2(t) + 2hp(k, t)

)
< −min(ν, η)

4
p|k|2R

p
1(t)

|k|p
+ p

3|k|
2

Rp−1
1 (t)

|k|p−1

min(ν, η)

6
R1(t) = 0

Here we have used the condition that 2
1
p (2δ)3/pR2(t) + 2hp(k, t) <

ν
6
R1(t). This

implies BR1 is an attracting set for ep(k, t). Therefore, if ep(k, 0) < R1(0)
|k| , then

ep(k, t) <
R1(t)
|k| for all t ∈ R+.

Lemmas 90 and 91 give us all the necessary tools to prove Theorem 88 and Theorem

89.

Proof of Theorem 88. Lemma 91 implies that ep(k, t) is bonded uniformly in p.

Then taking the supremum over all 2 ≤ p < ∞ concludes the proof of 88. Indeed

the proof of Theorem 88 is very direct.

Proof of Theorem 89. Recalling the definition of ep(k, t) from (4.40), we have

e2
p(k, t) =

(∫
|χ̂k(ξ)û(ξ, t|p + |χ̂k(ξ)b̂(ξ, t|p dξ

) 2
p

.

This implies

∂

∂t
e2
p(k, t) =

2

p

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

∂

∂t
epp(k, t). (4.69)
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Now plugging (4.58) in (4.69) gives,

∂

∂t
e2
p(k, t) =

2

p

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1


×
[
−ν
∫
p|ξ|2|χ̂k(ξ)û(ξ, t)|p dξ − η

∫
p|ξ|2|χ̂k(ξ)b̂(ξ, t)|p dξ

+ <
∫
ip|χ̂k(ξ)û(ξ, t)|p−2χ̂k(ξ)û(ξ, t)χ̂k(ξ)Πξ

∫
û(ξ − ζ) · ζû(ζ) dζ dξ

+ <
∫
ip|χ̂k(ξ)û(ξ, t)|p−2χ̂k(ξ)û(ξ, t)χ̂k(ξ)Πξ

∫
b̂(ξ − ζ) · ζb̂(ζ) dζ dξ

+ <
∫
ip|χ̂k(ξ)b̂(ξ, t)|p−2χ̂k(ξ)b̂(ξ, t)χ̂k(ξ)Πξ

∫
b̂(ξ − ζ) · ζû(ζ) dζ dξ

+ <
∫
ip|χ̂k(ξ)b̂(ξ, t)|p−2χ̂k(ξ)b̂(ξ, t)χ̂k(ξ)Πξ

∫
û(ξ − ζ) · ζb̂(ζ) dζ dξ

+ <
∫
p|χ̂k(ξ)û(ξ, t)|p−2χ̂k(ξ)û(ξ, t)χ̂k(ξ)f̂1(ξ, t) dξ

+<
∫
p|χ̂k(ξ)b̂(ξ, t)|p−2χ̂k(ξ)b̂(ξ, t)χ̂k(ξ)f̂2(ξ, t) dξ

]
(4.70)

For the sake of calculation simplicity, we split the RHS of (4.70) into the following

integrals5.

I1 := −2ν

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

(∫
|ξ|2|χ̂k(ξ)û(ξ, t)|p + |ξ|2|χ̂k(ξ)b̂(ξ, t)|p dξ

)

I2 :=2

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

<
∫ (

i|χ̂k(ξ)û(ξ, t)|p−2χ̂k(ξ)û(ξ, t)χ̂k(ξ)Πξ

∫
û(ξ − ζ) · ζû(ζ) dζ

)
dξ

I3 :=2

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

<
∫ (

i|χ̂k(ξ)û(ξ, t)|p−2χ̂k(ξ)û(ξ, t)χ̂k(ξ)Πξ

∫
b̂(ξ − ζ) · ζb̂(ζ) dζ

)
dξ

5We use notations I1, I2, · · · , I7 similar to the one in the proof of Lemma 91 .
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I4 :=2

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

<
∫ (

i|χ̂k(ξ)b̂(ξ, t)|p−2χ̂k(ξ)b̂(ξ, t)χ̂k(ξ)Πξ

∫
b̂(ξ − ζ) · ζû(ζ) dζ

)
dξ

I5 :=2

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

<
∫ (

i|χ̂k(ξ)b̂(ξ, t)|p−2χ̂k(ξ)b̂(ξ, t)χ̂k(ξ)Πξ

∫
û(ξ − ζ) · ζb̂(ζ) dζ

)
dξ

I6 :=2

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

<
∫ (
|χ̂k(ξ)û(ξ, t)|p−2χ̂k(ξ)û(ξ, t)χ̂k(ξ)f̂1(ξ, t)

)
dξ

I7 :=2

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

<
∫ (
|χ̂k(ξ)b̂(ξ, t)|p−2χ̂k(ξ)b̂(ξ, t)χ̂k(ξ)f̂2(ξ, t)

)
dξ.

We now proceed to estimating each of these integrals;

I1 =− 2ν

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

(∫
|ξ|2|χ̂k(ξ)û(ξ, t)|p + |ξ|2|χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p

=− 2ν

( ∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ∫

|ξ|2(|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p) dξ

) 2
p
−1

(∫
|ξ|2(|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p) dξ

)
(4.71)

|I2| =

∣∣∣∣∣∣2
(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1
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∫ (
i|χ̂k(ξ)û(ξ, t)|p−2χ̂k(ξ)û(ξ, t)χ̂k(ξ)Πξ

∫
û(ξ − ζ) · ζû(ζ) dζ

)
dξ

∣∣∣∣∣
≤2

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1(∫

|χ̂k(ξ)û(ξ, t)|p dξ

) p−2
p

(∫
|χ̂k(ξ)û(ξ, t)|p dξ

) 1
p
(∫
|χ̂k(ξ)|p dξ

) 1
p

‖Πξ

∫
û(ξ − ζ) · ζû(ζ) dζ‖L∞ .

(4.72)

Here we repeatedly used Holder’s inequality. Similar calculations give

|I3| ≤2

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1(∫

|χ̂k(ξ)û(ξ, t)|p dξ

) p−2
p

(∫
|χ̂k(ξ)û(ξ, t)|p dξ

) 1
p

(∫
|χ̂k(ξ)|p dξ

) 1
p

‖Πξ

∫
b̂(ξ − ζ) · ζb̂(ζ) dζ‖L∞

(4.73)

|I4| ≤2

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1(∫

|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−2
p

(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) 1
p
(∫
|χ̂k(ξ)|p dξ

) 1
p

‖Πξ

∫
b̂(ξ − ζ) · ζû(ζ) dζ‖L∞

(4.74)

|I5| ≤ 2

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1(∫

|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−2
p

(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) 1
p
(∫
|χ̂k(ξ)|p dξ

) 1
p

‖Πξ

∫
û(ξ − ζ) · ζb̂(ζ) dζ‖L∞

(4.75)

For integrals involving the inhomogeneous forces,

|I6| ≤2

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

∣∣∣∣∫ |χ̂k(ξ)û(ξ, t)|p−2χ̂k(ξ)û(ξ, t)χ̂k(ξ)f̂1(ξ, t) dξ

∣∣∣∣
≤2

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1(∫

|χ̂k(ξ)û(ξ, t)|p dξ

) p−2
p
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(∫
|χ̂k(ξ)û(ξ, t)|p dξ

) 1
p
(∫
|χ̂k(ξ)f̂1(ξ, t)|p dξ

) 1
p

(4.76)

Similarly,

|I7| ≤2

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1(∫

|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−2
p

(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) 1
p
(∫
|χ̂k(ξ)f̂2(ξ, t)|p dξ

) 1
p

. (4.77)

Now taking the time integral of (4.70) over the interval [0, T ] we get

e2
p(k, T )− e2

p(k, 0) =

T∫
0

7∑
j=1

Ij dt.

Then it follows from (4.71) that,

2 min(ν, η)

T∫
0

(∫
|ξ|2(|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p) dξ∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

)1− 2
p

(∫
|ξ|2(|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p) dξ

)2/p

dt

≤ e2
p(k, 0)−e2

p(k, T ) +
7∑
j=2

T∫
0

|Ij| dt. (4.78)

Once again making use of the Young’s inequality gives,

‖Πξ

∫
û(ξ − ζ) · ζb̂(ζ)dζ‖L∞ ≤ ‖û(·, t)‖L2‖ξb̂(·, t)‖L2 .

Therefore,

T∫
0

|I2| dt

≤2

T∫
0

(∫ |χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1(∫

|χ̂k(ξ)û(ξ, t)|p dξ

) p−2
p
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(∫
|χ̂k(ξ)û(ξ, t)|p dξ

) 1
p

(∫
|χ̂k(ξ)|p dξ

) 1
p

‖Πξ

∫
û(ξ − ζ) · ζû(ζ) dζ‖L∞

 dt

≤2

T∫
0

(∫ |χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1(∫

|χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p

(∫
|χ̂k(ξ)|p dξ

) 1
p

‖û(·, t)‖L2‖ξû(·, t)‖L2

 dt (4.79)

T∫
0

|I3| dt ≤ 2

T∫
0

(∫ |χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

(∫
|χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p
(∫
|χ̂k(ξ)|p dξ

) 1
p

‖b̂(·, t)‖L2‖ξb̂(·, t)‖L2

 dt (4.80)

T∫
0

|I4| ≤ 2

T∫
0

(∫ |χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p
(∫
|χ̂k(ξ)|p dξ

) 1
p

‖û(·, t)‖L2‖ξb̂(·, t)‖L2

 dt (4.81)

T∫
0

|I5| dt ≤ 2

T∫
0

(∫ |χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p
(∫
|χ̂k(ξ)|p dξ

) 1
p

‖b̂(·, t)‖L2‖ξû(·, t)‖L2

 dt (4.82)

T∫
0

|I6| dt ≤2

T∫
0

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

(∫
|χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p
(∫
|χ̂k(ξ)f̂1(ξ, t)|p dξ

) 1
p

dt (4.83)
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T∫
0

|I7| dt ≤2

T∫
0

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p
(∫
|χ̂k(ξ)f̂2(ξ, t)|p dξ

) 1
p

dt (4.84)

Now putting estimates (4.79)-(4.82) together we have,

T∫
0

|I2| dt+

T∫
0

|I3| dt+

T∫
0

|I4| dt+

T∫
0

|I5| dt

≤2

(∫
|χ̂k(ξ)|p dξ

) 1
p

∫
T

0

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

(∫ |χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p (
‖û(·, t)‖L2‖ξû(·, t)‖L2 + ‖b̂(·, t)‖L2‖ξb̂(·, t)‖L2

)

+

(∫
|χ̂k(ξ)b̂(ξ, t)|p

) p−1
p (
‖û(·, t)‖L2‖ξb̂(·, t)‖L2 + ‖b̂(·, t)‖L2‖ξû(·, t)‖L2

) dt

≤2

(∫
|χ̂k(ξ)|p dξ

) 1
p

∫
T

0

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

(∫ |χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p

(
‖ξû(·, t)‖L2 + ‖ξb̂(·, t)‖L2

)(
‖û(·, t)‖L2 + ‖b̂(·, t)‖L2

)]
dt

≤2(2δ)
3
p

T∫
0

(∫
|χ̂kû|p + |χ̂kb̂|p dξ

) 1
p (
‖û‖+ ‖b̂‖

)(
‖ξû‖+ ‖ξb̂‖

)
dt

≤2(2δ)
3
p

 T∫
0

(∫
|χ̂kû|p + |χ̂kb̂|p dξ

) 2
p


1
2

sup
0≤t≤T

(
‖û‖+ ‖b̂‖

) T∫
0

(
‖ξû‖+ ‖ξb̂‖

)2

dt


1
2

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



Fourier estimates for the solution field (u, b) 116

≤2(2δ)
3
p sup

0≤t≤T

(
‖û‖+ ‖b̂‖

) T∫
0

(∫
|χ̂kû|p + |χ̂kb̂|p dξ

) 2
p


1
2

 T∫
0

(
‖∇u‖+ ‖∇b‖

)2
dt


1
2

≤2(2δ)
3
pR2(T )

 T∫
0

(∫
|χ̂kû|p + |χ̂kb̂|p dξ

) 2
p


1
2

(4.85)

and, from (4.83) and (4.84) we have,

T∫
0

|I6| dt+

T∫
0

|I7| dt

≤ 2

T∫
0

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1
(∫ |χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p

(

∫
|χ̂k(ξ)f̂1(ξ, t)|p dξ)

1
p + (

∫
|χ̂k(ξ)b̂(ξ, t)|p dξ)

p−1
p (

∫
|χ̂k(ξ)f̂2(ξ, t)|p dξ)

1
p

]
dt

≤ 2

T∫
0


(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

(∫ |χ̂k(ξ)û(ξ, t)|p dξ

) p−1
p

+

(∫
|χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p


(∫ |χ̂k(ξ)f̂2(ξ, t)|p dξ

) 1
p

+

(∫
|χ̂k(ξ)f̂2(ξ, t)|p dξ

) 1
p

 dt

≤ 2

T∫
0

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p
−1

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) p−1
p

(∫
|χ̂k(ξ)f̂2(ξ, t)|p + |χ̂k(ξ)f̂2(ξ, t)|p dξ

) 1
p

dt
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≤ 2

 T∫
0

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p

dt


1
2

 T∫
0

(∫
|χ̂k(ξ)f̂1(ξ, t)|p + |χ̂k(ξ)f̂2(ξ, t)|p dξ

) 2
p

dt


1
2

. (4.86)

Therefore putting (4.78), (4.85) and (4.86) together and using the fact that |ξ| ≥ |k|
2

in the support of χ̂k gives,

1

2
ν|k|2

T∫
0

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p

dt

≤2

 T∫
0

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p

dt


1
2 [

2(2δ)
3
pR2(t)+

 T∫
0

(∫
|χ̂k(ξ)f̂1(ξ, t)|p + |χ̂k(ξ)f̂2(ξ, t)|p dξ

) 2
p

dt


1
2

+ e2
p(k, 0)− e2

p(k, T )

(4.87)

Now multiplying (4.87) by |k|2

ν|k|4
T∫

0

(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p

dt

≤4

 T∫
0

|k|4
(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p

dt


1
2

(2δ)
3
pR2(t) +

 T∫
0

(∫
|χ̂k(ξ)f̂1(ξ, t)|p + |χ̂k(ξ)f̂2(ξ, t)|p dξ

) 2
p

dt


1
2


+ |k|2

[
e2
p(k, 0)− e2

p(k, T )
]
.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



Fourier estimates for the solution field (u, b) 118

Now define

I2
p (k, T ) =

T∫
0

|k|4
(∫
|χ̂k(ξ)û(ξ, t)|p + |χ̂k(ξ)b̂(ξ, t)|p dξ

) 2
p

dt

Fp(T ) =

 T∫
0

(∫
|χ̂k(ξ)f̂1(ξ, t)|p + |χ̂k(ξ)f̂2(ξ, t)|p dξ

) 2
p

dt


1
2

.

This together with the assumption ep(k, 0) ≤ R1(0)
|k| imply that

I2
p (k, T ) ≤ R2

1(0)− |k|2e2
p(k, T ) + 4Ip(k, T )

[
(2δ)

3
pR2(T ) + Fp(T )

]
=⇒ I2

p (k, T ) ≤ R2
1(0) + 4Ip(k, T )

[
(2δ)

3
pR2(T ) + Fp(T )

]
=⇒ I2

p (k, T )− 4
[
(2δ)

3
pR2(T ) + Fp(T )

]
Ip(k, T )−R2

1(0) ≤ 0 (4.88)

Solving the associated quadratic equation gives

4
[
(2δ)

3
pR2(T ) + Fp(T )

]
±

√(
4
[
(2δ)

3
pR2(T ) + Fp(T )

])2

+ 4R2
1(0)

2

=
1

2

4
[
(2δ)

3
pR2(T ) + Fp(T )

]
±

√(
4
[
(2δ)

3
pR2(T ) + Fp(T )

])2

+ 4R2
1(0)

 .

Elementary mathematics tells us that Ip(k, t) cannot exceed the largest positive

root of the associated quadratic equation, i.e

1

2

4
[
(2δ)

3
pR2(T ) + Fp(T )

]
+

√(
4
[
(2δ)

3
pR2(T ) + Fp(T )

])2

+ 4R2
1(0)


Now set,

R5,p(T ) := (2δ)
3
pR2(T ) + Fp(T ).

Now letting p −→∞ completes the proof of Theorem 89.
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4.3 Estimates on the spectral Energy function and

Inertial Ranges

In his largely celebrated works of 1883 and 1894, O. Reynolds described (quantita-

tively) fluid flows as laminar and turbulent depending on their Reynolds number,

Re, see [141, 142]. Accordingly, a flow is laminar if Re < 1900 and turbulent if

Re > 2000. Turbulent flows can further be classified as large scale turbulent flows

and small scale turbulent flows. The motion of large scale turbulence is determined

by the geometry of the flow (that is the boundary condition) while small scale tur-

bulence flow is largely influenced by the rate of energy they receive from large scales

and viscosity of the fluid. Indeed, large scale turbulent flows get transformed to

small scale turbulent by losing their energy. Richardson summarized this cascade of

energy with his famous rhyme, “ Big whorls have little whorls, which feed on their

velocity; And little whorls have lesser whorls, and so on to viscosity ”, see [144].

Nevertheless, the very important question in turbulence theory is the rate of energy

transfer from bigger scale to lesser scales. In this regard the works of Kolmogorov

and his students, Obukhov and Millionshchikov, [91, 92, 93, 94, 95, 124, 131] are

of tremendous importance. Particularly the 1941 works of Kolmogorov permitted

prediction of a number of laws for turbulent flows of sufficiently large Reynolds

numbers, see [130] and references in there.

As discussed on page 7, the most interesting result of Kolmogorov’s and Obukhov’s

work is their estimate on the energy decay rate of the turbulent flow. They argued

that in the inertial range the spectral energy decays according to

E(k, ·) ∼ C0ε
2
3k−

5
3 (4.89)

where C0 is a universal constant called Kolmogorov constant, ε is the energy dissipa-

tion rate and k belongs to regime of wave numbers [k1, k2] of the inertial range. This

argument is based on dimensional analysis and very sound similarity hypothesis of

Kolmogorov, see [94]. This result is universally accepted as long as hydrodynamic

turbulence is concerned. However, for the case of MHD turbulence, we see few

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



Estimates on the spectral Energy function and Inertial Ranges 120

arguments which do not favor Kolmogorov, for instance the KID phenomenon (see

the discussion on page 8).

Despite the odds to KID phenomenon, several works actually support Kolmogorov’s

theory for MHD turbulence, see [18, 164, 165]. And therefore it is completely

plausible to establish this fact through a rigorous mathematical proof.

In this section, we aim to establish a range of wave numbers such that Kolmogorov’s

phenomenon holds for Magnetohydrodynamics turbulence. We use the approach of

Biryuk and Craig in [17] where they used Fourier analysis methods to establish

Kolmogorov’s phenomenon for Navier Stokes equations.

To begin with we define the spectral energy function for (4.2) by the spherical

integral

E(k, t) =

∫
|ξ|=k

(|û(ξ, t)|2 + |b̂(ξ, t)|2) dS(ξ) (4.90)

when D = R3; where 0 ≤ k < ∞ is the radial coordinate in Fourier transform

variable. When D = T3, we define the spectral energy function over the dual T̂3 as

a sum over Fourier space annuli of given thickness, say a by

E(k, t) =
1

a

∑
k≤|ξ|<k+a

(|û(ξ, t)|2 + |b̂(ξ, t)|2). (4.91)

We now give the first two results on bounds of E(k, t); in the first result we show

E(k, t) is bounded uniformly if the external forces, fi ≡ 0, for every i = 1, 2 and

point-wise otherwise; and in the second result we give the time average bound over

a finite interval of time [0, T ].

Theorem 92. If for all i, fi ≡ 0 and the initial data u0, b0 ∈ AR1 ∩ BR(0), where

R and R1 satisfy (4.12). Then, the estimate

E(k, t) ≤ 4πR2
1, (4.92)

holds for all k and all t. Furthermore, when fi 6≡ 0 for some i = 1, 2, there is a
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finite but possibly growing upper bound given by

E(k, t) ≤ 4πR2
1(t). (4.93)

Proof of Theorem 92. We prove this in two cases,

Case 1: When D = T3. From (4.91) we have that

E(k, t) =
1

a

∑
k≤|ξ|<k+a

(|û(ξ, t)|2 + |b̂(ξ, t)|2)

≤ 1

a

∑
k≤|ξ|<k+a

[|û(ξ, t)|+ |b̂(ξ, t)|]2

≤ 1

a

∑
k≤|ξ|<k+a

R2
1

k2
(4.94)

Now we appeal to the result of Chamizo [31, p. 9] to estimate (4.94)6. Ac-

cordingly it follows that

E(k, t) ≤ 1

a

R2
1

k2
4πk2a = 4πR2

1

Case 2: When D = R3. The proof for this case is quite similar to the first case.

From definition (4.90) and the fact that û, b̂ ∈ AR1(t) we have

E(k, t) =

∫
|ξ|=k

(|û(ξ, t)|2 + |b̂(ξ, t)|2)dS(ξ)

≤
∫
|ξ|=k

R2
1

k2
dS(ξ)

= 4πR2
1.

Here we used the fact that the surface area of a sphere with radius k is equal

to 4πk2.

6According to this result we see that the number of lattice points in a d-sphere of radius r is
given by 4

3πr
3 + O(r3/2). Hence the number of lattice points in the annulus k ≤ |ξ| < k + a can

roughly be approximated by 4πk2a.
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Note that, conditionally on existence and non existence of external forces on the

system, the given upper bound may or may not depend on time. In the later case

the bound is a uniform bound as R1 is independent of time. With this we completes

the proof.

Theorem 93. Suppose the initial data u0, b0 is in AR1∩BR(0), where R1, R satisfy

(4.12) and the forces fi ∈ L∞loc([0,∞];H−1(D)∩L2(D)) for i = 1, 2 is bounded as it

appears in (4.42), (4.45). Then for every T , the energy spectral function satisfies

1

T

T∫
0

E(k, t)dt ≤ 4πR2
2(T )

min(ν, η)Tk2
. (4.95)

Proof of Theorem 93. As we have seen in theorem 92, the proofs when D = T3 and

D = R3 are analogous. We therefore limit ourselves to the case when D = R3.

1

T

T∫
0

E(k, t)dt =
1

T

T∫
0

∫
|ξ|=k

(|û(ξ, t)|2 + |b̂(ξ, t)|2)dS(ξ)dt

=
1

T

T∫
0

∫
|ξ|=k

(|χ̂k(ξ)û(ξ, t)|2 + |χ̂k(ξ)b̂(ξ, t)|2)dS(ξ)dt

≤
∫
|ξ|=k

1

T

R2
2(T )

min(ν, η)k4
dS(ξ)

=

∫
|ξ|=k

R2
2(T )

min(ν, η)Tk4
dS(ξ) ≤ 4πk2 R2

2(T )

min(ν, η)Tk4

=
4πR2

2(T )

min(ν, η)Tk2
;

where we have used (4.44).

Next we establish Kolmogorov’s inertial range to (4.2). Based on theorems 92 and

93, we define a set S of all wave numbers k such that both conditions (4.92) and

(4.95) are satisfied by

S :=

{
(k,E) : E ≤ E(k, ·) ≤ 4πR2

1, E ≤ E(k, ·) ≤ 4πR2
2

min(ν, η)Tk2

}
(4.96)
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Considering Kolmogorov’s spectral law as an ideal case and stating as

EK(k) := C0ε
2/3k−5/3, (4.97)

we give estimates on the parameters and the inertial range. The parameters are

those variable which determine the turbulent flow in the lower scale or inertial range.

A further analysis on the maximum time of observation for the phenomenon in the

inertial range is also done.

Theorem 94. Assuming the conditions in Theorem 92 and Theorem 93 we have

the following are true about the Kolmogorov’s inertial range for (4.2):

(i) Kolmogorov’s parameters must satisfy

(
min(ν, η)

)5/6
C0ε

2/3 ≤ 4π

(
R2(T )√

T

)5/3

R
1
3
1 (T ). (4.98)

(ii) An absolute lower bound for the inertial range is given by

k̄1 =
C

3/5
0 ε2/5

(4πR2
1)3/5

. (4.99)

(iii) An absolute upper bound for the inertial range is given by

k̄2 =

(
4π

C0 min(ν, η)

)3
1

ε2
R6

2(T )

T 3
. (4.100)

Proof of Theorem 94. Let A := {(k,E) : EK(k) = E}
⋂
S; i.e., A is part of the

graph of EK(k) that lies in region S. Due to Theorem 92 we know that the spectral

energy of our system bounded from above by the 4πR2
1 in the absence of external

force and 4πR2
1(T ) in the presence of external force. Further more from Theorem

93 the time average is bounded by 4πR2
2(T )

min (ν,η)Tk2 . Therefore Kolmogorov’s spectral

function must satisfy both cases simultaneously. Hence A 6= ∅.

Note that for A 6= ∅ the point where graphs of EK(k) and 4πR2
2

min(ν,η)Tk2 must intersect
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Figure 4.1: Set S and spectral function

below the line E = 4πR2
1. But this point of intersection is when

C0ε
2/3k−5/3 =

4πR2
2

min(ν, η)Tk2
.

That is when

k =

(
4πR2

2(T )

min(ν, η)TC0ε2/3

)3

On the other hand, the graph of EK(k) intersects the line E = 4πR2
1 when,

C0ε
2/3k−5/3 = 4πR2

1.

Therefore, EK(k) enters region S at k =
(

4πR2
1

C0ε2/3

)−3/5

and leaves at k =
(

4πR2
2(T )

min(ν,η)TC0ε2/3

)3

.

Now set,

k̄1 =

(
4πR2

1

C0ε2/3

)−3/5

, k̄2 =

(
4πR2

2(T )

min(ν, η)TC0ε2/3

)3

.

Thus the portion of the graph of EK(k) remains in region S as long as k is between

k̄1 and k̄2. Moreover, the fact that EK(k) is decreasing tells us that k̄1 ≤ k̄2.
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Therefore, we have

(
4πR2

1

C0ε2/3

)−3/5

≤

(
4πR2

2(T )

min(ν, η)TC0ε2/3

)3

.

Hence,

C0 min(ν, η)5/6ε2/3 ≤ 4π

(
R2(T )√

T

)5/3

R
1
3
1 (T ).

Hence our system exhibits Kolmogorov’s phenomenon on the range of wave num-

bers [k̄1, k̄2] the parameters such as viscosity and dissipation satisfy (4.98). This

completes the proof.

The theorem above tells us that the upper bound of the inertial range is decreasing

in time. This is because for f1, f2 ∈ L∞loc([0,∞);H−1(D) ∩ L2(D)) the growth of

R2(T ) is at most linear in time. But when fi ≡ 0 for i = 1, 2 R1 and R2 are

constants. In the later case at time T = T0 such that,

T0 :=
(4π)6/5R2

2(T )R
2/5
1 (T )

ε4/5C
6/5
0 min(ν, η)

(4.101)

we get k̄1 = k̄2 and This means that for any time T ≥ T0, the spectral range is

empty, in other words the intersection of sets A and S is empty. Consequently,

time T0 appears to be the maximal time to have a Kolmogorov’s phenomenon in

the system.

If the dissipation rate is time dependent then (4.101) gives

ε(T0) =
(4π)3/2R

1/2
1 R

5/2
2

T
5/4
0 min(ν, η)5/4C

3/2
0

. (4.102)

The time T0 being the maximal time, (4.102) must be the minimum dissipation rate

to maintain a spectral behavior.

We conclude our work by quantifying a spectral behavior of a flow based on the

solution of (4.2) accordingly with definition 81. Borrowing from the works of Biryuk
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and Craig in [17] for Navier-Stokes equations, we define spectral behavior for our

system as follows.

Definition 95. A solution (u, b, p) to (4.2) is said to have the spectral behavior of

Ek(k), uniformly over the range [k1, k2] and for the time interval [0, T ], if its energy

spectral function E(k, t) satisfies

sup
t∈[0,T ]
k∈[k1,k2]

(1 + k5/3)|E(k, t)− EK(k)| < C1ε
2/3, (4.103)

where C1 � C0.
7

Theorem 96. Let (u, b) be a solution of (4.2) with initial data u0(x), b0(x) in

AR1∩BR(0). If (u, b) exhibits a spectral behavior of EK uniformly over [k1, k2]×[0, T ]

in the sense of definition 95, then either

(i). k̄1 ≤ k1 ≤ k2 ≤ k̄2,

or

(ii). if k1 < k̄1 or k̄2 < k2, then there is a small neighborhood of k̄j, for each

j = 1, 2, to which kj belongs.

Proof of Theorem 96. From Theorems 92 and 93 we know that when the initial

data u0(x), b0(x) in AR1 ∩ BR(0) the spectral energy is bounded. And Theorem

(94) tells us that gives us over the range [k̄1, k̄2] the spectral energy has a uniform

spectral behavior.

To show the case ii, we again consider two separate cases; first we analyze the

situation at the left of k̄1 and then at the right of k̄2.

Case 1: k1 < k̄1. From (94) we know that when k1 < k̄1, EK(k) ≥ 4πR2
1 but

7C1 � C0 is to mean that C1 is a very small constant in comparison to C0.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

© University of Pretoria 



Estimates on the spectral Energy function and Inertial Ranges 127

E(k, t) ≤ 4πR2
1 for all k ∈ [k1, k̄1]. Therefore8,

C0ε
2/3k

−5/3
1 − 4πR2

1 ≤ Ek(k1)− E(k1, t) < o(1)C0ε
2/3

But 4πR2
1 is a constant and hence from (4.99) we get

C0ε
2/3k

−5/3
1 − C0ε

2/3k̄
−5/3
1 = C0ε

2/3(k
−5/3
1 − k̄−5/3

1 )

From elementary calculus

k
−5/3
1 − k̄−5/3

1 =

∫ k̄1

k1

5

3
k−8/3dk ≥ (k̄1 − k1)

5

3
k̄
−8/3
1 .

This implies

5

3
C0ε

2/3(k̄1 − k1)k̄
−8/3
1 ≤ C0ε

2/3(k
−5/3
1 − k̄−5/3

1 ) ≤ o(1)C0ε
2/3.

Therefore,

k̄1 − k1 ≤ o(1)
3

5
k̄

8/3
1 . (4.104)

Thus, k1 is at a finite and very close distance from k̄1. Moreover, multiplying

(4.104) by the reciprocal of k̄1 gives 1− k1

k̄1
≤ o(1)3

5
k̄

5/3
1 , that is 1−o(1)3

5
k̄

5/3
1 ≤

k1

k̄1
≤ 1.

This in turn implies that

4πR2
1 = C0ε

2/3k̄
−5/3
1 = C0ε

2/3k
−5/3
1

(
k1

k̄1

)5/3

.

Thus our estimate holds for k1 with a negligibly small change in on the con-

stant C0. Hence (4.103) holds with a very small change in the constant.
8 o(1) is the little-O notation which is to indicate the constant denoted is very small relative

to 1.
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Case 2 : k2 > k̄2. It is clear from (4.103) that

1

T

T∫
0

k5/3|Ek(k)− E(k, t)|dt ≤ o(1)C0ε
2/3

But from (4.97) we have that

C0ε
2/3k−5/3 − 4πR2

2(T )

min(ν, η)Tk2
≤ |Ek(k)− E(k, t)| for k ≥ k̄2.

Thus

k5/3(C0ε
2/3k−5/3 − 4πR2

2(T )

min(ν, η)Tk2
) ≤ o(1)C0ε

2/3,

and

C0ε
2/3 − 4πR2

2(T )

min(ν, η)Tk1/3
) ≤ o(1)C0ε

2/3

for all k in [k1, k2]. Now Solving for k gives

k1/3 ≤ 4πR2
2

min(ν, η)C0ε2/3T (1− o(1))
.

Now making use of (4.100) we get

k1/3 ≤ (k̄2)1/3 1

1− o(1)
.

Hence, 1− o(1) ≤
(
k̄2

k

)1/3

≤ 1. If we set k = k̄2, then we have that

1− o(1) ≤

(
k̄2

k2

)1/3

≤ 1.

Therefore k2 satisfies (4.100) with a very small change on the constant.

Thus, for each j = 1, 2 there is a small neighborhood B(k̄j, δ) of k̄j such that

kj ∈ B(k̄j, δ). This completes the proof of Theorem 96.
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Chapter 5

Conclusion and Future Perspectives

5.1 Conclusion

In this thesis we have studied two models of MHD flows, where the first model is

the stochastic MHD model given by (3.1) and the second case is the deterministic

MHD model given by (4.2) in two parts.

In the first case we provided a detailed investigation of the stochastic MHD equation

(3.1) and the following results were established:

• New estimates for the solution of stochastic heat equation (3.12) in Besov like

evolution and probabilistic spaces.

• New pathwise estimate in evolution spaces of Sobolev type were given for

the system of equations (3.12), the pathwise estimate holds with positive

probability less than one. The positive probability can be made as close to 1

as one desires but not 1.

• Existence and uniqueness of global and local strong solutions (in probabilistic

sense) for the system (3.1) were established. The global result holds when

certain smallness conditions are imposed on the initial data.

The method we used and results obtained in the part, where stochastic MHD

equation was considered are pioneering, in the sense that, we are the first to use
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Littlewood-Paley theory and Besov spaces for the purpose of investigating stochastic

MHD equations.

In the second case the deterministic model (4.2) was investigated; a rigorous math-

ematical proof was used to establish Kolmogorov’s spectral theory for the MHD

flows when the initial data is reasonably smooth. We have also established condi-

tions that allow the MHD flow to exhibit Kolmogorov’s phenomenon. The following

are some of the results given in the thesis.

• The spectral energy function E(k, t) is always bounded in the inertial range,

• There is an interval of wave numbers such that E(k, t) decays proportional to

k−5/3.

• There is a minimum rate of energy dissipation for an MHD turbulent flow to

exhibit Kolmogorov’s phenomenon,

• Given an estimate on the energy dissipation rate, there is a time limit to

exhibit Kolmogorov’s phenomenon.

These results are novel, in the sense that, this is the first work which totally used

mathematical theories to establish Kolmogorov theory for MHD flows. Indeed, the

work adopted the approach of [17] for Navier-Stokes equations: notations and ter-

minologies are taken unchanged for their credit but their definitions were modified

to fit into the MHD theory.

5.2 Future work perspectives

Since we are using a new methodology, we have considered a fairly simple model

of stochastic MHD equations, where the external force is driven by an infinite

dimensional Brownian motion. Our next task is to use our method for the case

where external forces depend not only on the Brownian motion, but also the velocity

and magnetic fields as well, for instance, the model considered in [147]. Additional
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problem is to consider the stochastic MHD system with variable density; where the

deterministic version was done by Abidi and Hmidi in [2]. We will also be using this

same technique to study Navier-Stokes equations with variety of conditions on the

data and nature of the fluid. We will also consider studying regularity problem using

Kolmogorov theory for MHD systems, for instance, for the case of Navier-Stokes

one may look at [42].
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