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ABSTRACT 

This paper evaluates the performance of different nozzle 

geometries which are all used in industrial blowing 

applications. Five different geometries were selected: a 

converging nozzle, a stepped nozzle, a straight pipe, a 

converging-diverging nozzle and an energy-efficient nozzle. 

The flow field of the various nozzles was calculated using CFD 

simulations. The compressible RANS equations were solved 

using the SST k-omega turbulence model. Different properties, 

like the total impact force, the impact pressure and the 

entrainment rate were obtained from the simulations to 

compare the nozzles with each other. For each of these 

properties, the most efficient nozzle was the one for which the 

mass flow rate of compressed air was the lowest. All nozzles 

showed comparable mass flow rates for the same impact force 

and the difference was in the order of 5% better than a straight 

pipe geometry. Only the energy saving nozzle used around 10% 

less mass flow and is the best solution to reduce compressed air 

consumption without losing performance. 

 

INTRODUCTION 

Compressed air is a common energy medium. In Europe 

10% of all industrial electric energy consumption is used to 

make compressed-air, which is equivalent to 80 TWh each year 

[1]. However, compressed air acts as a hidden cost in many 

companies. The production of compressed air itself is not a 

very efficient process. Avoiding any unnecessary losses of air 

can lead to large reductions in electricity consumption. There 

has already been some initiative to quantify the energy losses in 

Europe [2] [3] and the USA [4]. It is important that companies 

understand the huge cost of using compressed-air. Since 

blowing applications are one of the main domains were 

compressed-air is used [5], any reduction in the mass flow 

needed for operation can lead to significant energy savings. 

There has already been research on the general behaviour of 

jets with the focus on the use as rocket propulsion [6], [7]. The 

geometry of the converging-diverging jets was adjusted to 

maximize the thrust. Also numerical simulations were used to 

maximise this thrust and evaluation of different turbulence 

models showed that the k-ω SST model in combination with 

the density based solver gives the best results for predicting the 

flow field of supersonic jets [8]. 

Since most of the studies on nozzles are focussing on jet 

propulsion, we try to fill a gap in the literature by putting our 

focus on nozzles for industrial use in a compressed air system. 

Five geometries were selected, a converging nozzle (Figure 2), 

a stepped nozzle (Figure 1), a straight pipe, a converging-

diverging nozzle (Figure 3) and an energy-efficient nozzle 

(Figure 4). The energy efficient nozzle is a combination of a 

stepped nozzle and a diverging part connected at the back. This 

geometry permits the surrounding air to be entrained.  

NOMENCLATURE 

 
D [m] Outlet diameter nozzle 

x [m] Axial distance measured from outlet nozzle 

r [m] Radial distance measured from centreline nozzle 

V [m/s] Velocity of the air 

ρ [kg/m³] Density of the air 

��  [kg/s] Mass flow rate 

F [N] Force generated by the nozzle 

fs [N/(Nm³/h)] Specific force generated by the nozzle. This is F 

divided by QN 

p [Pa] Static pressure 

Q [m³/s] Volumetric flow rate 

QN [Nm³/h] Volumetric flow rate at normal conditions 

R [J/(kgK)] Gas constant 

φ [-] Entrainment rate 

 

Subscripts 

g  Gauge 

surr  Surroundings 

N  Normal conditions 

out  Outlet nozzle 

in  Inlet nozzle 

x  Vector component in axial direction 

r  Vector component in radial direction 

 

All nozzles have been simulated with the same outlet 

diameter and nozzle length at 5 barg inlet pressure. A grid study 

was performed to ensure that the CFD results were sufficiently 

grid independent. Various properties of the jet were calculated 

from the simulations, such as the impact force and volumetric 
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flow rate at normal conditions. Comparison of these properties 

allows comparing of the performance of these different nozzles 

with each other. 

 

 

Figure 1 Stepped nozzle 
 

Figure 2 Converging nozzle 

 

Figure 3 Converging-diverging nozzle 

 

Figure 4 Energy saving nozzle 

NUMERICAL METHODS AND BOUNDARY 

CONDITIONS 

Since the nozzles are axisymmetric, a 2D computational 

domain was chosen. The axisymmetric variant of the equations 

of motion in cylindrical coordinates in a (xr)-plane are solved. 

Figure 5 shows the computational domain and boundary 

conditions. More details can be found in Table 1. The 2D 

axisymmetric RANS equations were solved using a density 

based solver. This solver is very robust for capturing 

shockwaves [8]. As a turbulence model, the k-ω SST model 

was chosen. This model is considered in literature to be the best 

model for simulating compressible jet flows [8], [9]. As a 

working fluid air is chosen which is treated as an ideal gas. 

 

Figure 5 Computational domain and boundary conditions 

 
A structured 2D mesh was used which is locally refined 

during the calculations. These refining steps are necessary to 

correctly capture the shock waves without needing an excessive 

amount of extra grid cells. A grid study was performed to 

ensure that the results are sufficiently grid independent and 

Table 2 shows the sizes of the different meshes used. 

 

Table 1 Boundary conditions 

 Boundary 

condition 

Input values 

Inlet nozzle Inlet pressure 5 barg 

Inlet 

surroundings 

Inlet pressure 0 barg 

Top 

surroundings 

Outlet pressure 0 barg 

Nozzle Wall Adiabatic 

Axis Axis  

 

Table 2 Grid study 

Coarse mesh 60.000 cells 

Middle mesh 100.000 cells 

Fine mesh 185.000 cells 

 

The difference in velocity fields between the fine and 

coarse mesh is less than 0.5%. The mass flow rate and impact 

force at the outlet of the nozzle are calculated as well for the 

three meshes. Table 3 shows the results for the jet mass flow. 

The differences between the coarse and fine meshes are within 

0.4%. With respect to the impact force, the difference between 

the coarse and middle mesh is smaller than 1.4% and the 

difference between the fine and the middle mesh is below 0.5%. 

These results show that solution of the middle mesh is already 

sufficient grid independent and to not lengthen the 

computations too much, this mesh was preferred over the fine 

one of 185.000 cells.  

 

Table 3 Comparison of grid study results for mass flow rate 

 Mass flow 

(x 10
-3

 kg/s) 

Percent deviation 

from middle 

mesh (%) 

Middle mesh 1.7350  

Coarse mesh 1.7296 0.30 

Fine mesh 1.7356 0.03 

 

RESULTS AND DISCUSSION 

The numerical setup, turbulence model and boundary 

conditions used were validated using the experimental data 

published by Eggers [10]. Comparison of the results shows that 

the numerical calculations can capture the shocks quite accurate 

and predict the velocity profiles in the radial direction and the 

decay of centerline velocity very well for downstream 

directions up to x/D = 15 (Figure 6, Figure 7). Further 

downstream, the velocity decay is slightly over predicted as the 

turbulence model has a higher momentum decay than the 

experimental jet. 
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Figure 6 Validation Eggers 

 

Figure 7 Radial velocity profiles at selected axial locations 

 

In order to compare the nozzles with each other, global 

properties of the jet, such as force, mass flow rate and 

impinging pressure are calculated from the simulated flow 

fields. The mass flow rate induced by the pressure difference 

between the nozzle and surroundings can be calculated as 

 

∫= 2

0
2

D

xnozzle rdrVm ρπɺ  ,     (1) 

 

where D is the nozzle diameter, 
xV the axial velocity and ρ

the density of the fluid. Since the flow is axisymmetric, 

integration is done only in the radial direction r . In order to be 

conform to the standards of industry, this mass flow rate is 

converted to a normal volumetric flow rate as 

 

N

N

D

xN
p

RT
rdrVQ 








= ∫ 2

0
23600 ρπɺ ,   (2) 

where R  is the universal gas constant and 
NT and 

NP are the 

temperature and pressure at normal conditions respectively. The 

impact pressure of the jet is defined as  

 

( )
surrximpact ppVp −+= 2ρ ,    (3) 

where p is the static pressure. From this impact pressure, the 

impact force of the jet can be calculated as  

 

( )
( )

2

0

2

R x

impact x surrF V p p rdrπ ρ = + − ∫ ,  (4)  

where the integration in de radial direction starts from the 

centerline up to a radius ( )R x where the velocity is 5% of the 

centerline velocity. By this definition, the entrained flow is also 

considered to contribute to the impact force. The converging 

diverging nozzle was adjusted to maximize the impact force at 

an input pressure of 5 barg. This could be done by changing the 

ratio between the area of the throat and the output. The exit 

pressure is than equal to the surrounding pressure [7]. 

 

Figure 8 Velocity field of the jet (speed is given in m/s) 

Figure 8 shows the velocity field of the stepped nozzle, and 

Figure 9 gives a closer look near the nozzle outlet. The nozzle 

shown in these figures is under expanded, i.e. the exhaust 

pressure is higher than the ambient pressure. Immediately at the 

exhaust, the jet flow is expanding as a result of the pressure 

difference with the surroundings. This effect results in shock 

diamonds, which can be found between 0 to 20 diameters from 

the exhaust. The jet flow compresses and expands alternately in 

that region. Further downstream, beyond 20 jet diameters, these 

shock diamonds become weaker and eventually they disappear. 

This is the region of interest for industrial applications as the 

nozzles used for blowing are mostly far away from their target.

 

Figure 9 Velocity field nozzle detail (speed is given in m/s) 
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The impact pressure field of the stepped nozzle is shown in 

Figure 9. Near the nozzle, the variation in impinging contact 

pressure due to the shock waves is clearly visible. Comparison 

of Figures 7 and 9 shows that the major contribution to the 

impact force comes from the static pressure difference and not 

as much from the momentum  
2

x
Vρ , as regions with high 

velocity have a smaller impact pressure compared to regions 

with a low velocity. The impact pressure at the central axis of 

the jet after the region with shock diamonds is shown in Figure 

10. This impact pressure decreases downstream due to the 

velocity decay of the jet as it spreads further downstream. After 

60 nozzle diameters, the impact pressure is very similar for all 

nozzles as in this region the different jets evolve towards the 

self-similar state. 

 

Figure 9 Impinging contact pressure (pressure in MPa) 

 

 

Figure 10 Impact pressure on the central axis at 5 barg 

The input normal volumetric flow rates at 5 barg are shown 

in Table 4. There is a large variation amongst the different 

nozzles. The energy saving nozzle has a lower volumetric flow 

rate than the stepped nozzle for more or less the same impact 

force. Inside the nozzle, it will entrain extra air from the 

surroundings, because of the low pressure. For all nozzles, the 

convergent nozzle generates the largest impact force but the 

volumetric flow rate is the largest as well. Based on Table 4, if 

a compressed air network is available at 5 bar, the convergent 

nozzle should be chosen for maximum impact force, while a 

straight pipe should be chosen for minimal use of compressed 

air. As Table 4 shows, there is a large variation in flow rates and 

impact forces of the different nozzles, i.e. the nozzle with the 

lowest flow rate has also the lowest impact force and vice 

versa. Therefore it is important that we include the inlet 

volumetric flow rate when we are comparing the different 

impact forces. The most energy efficient nozzle is the one  

 

Table 4 Impact force and volumetric flow rate 

Type of nozzle QN at 5 barg 

(Nm³/h) 

Fimpact at 5 barg 

(N) 

Energy saving 5.73 1.03 

Stepped 5.78 0.99 

Pipe 4.89 0.80 

Convergent 6.39 1.13 

Convergent- divergent 4.68 0.82 

 

 

with a large impact force for a small input volumetric flow rate, 

since the volumetric flow rate is directly proportional to the 

cost. The cost of one normal cubic meter of compressed air is 

between € 0.02 and € 0.03 on average in Europe [1]. This cost 

is an average and depends also on the compressed-air 

installation and energy prices. A specific impact force to 

include the volumetric flow rate is defined as 

 

N

impact

s
Q

F
f = .      (5) 

 

 

Figure 11 shows the different specific forces for each nozzle 

in comparison with an ordinary straight pipe. It can be seen that 

the energy efficient nozzle has the best ratio between impact 

force and volumetric flow rate. The surrounding air which is 

entrained increases the impact force while the input volumetric 

flow rate stays the same. An ordinary pipe has the worst ratio of 

the five nozzles. The specific impact forces of the stepped, 

converging and converging-diverging nozzles are within two 

percent of each other, while the force volume ratio of the 

energy saving nozzle is five percent larger than the stepped 

nozzle. From Figure 11 it can be concluded that the use of a 

straight pipe is not very efficient for blowing applications. 

However due to its simple geometry it is the most widely used 

nozzle. If these nozzles were replaced by energy efficient 

nozzles, up to 10% in the use of compressed air would be 

saved. 

Next to impact force for blowing application, entrainment 

can also be an important parameter in the use of compressed 

air. The ratio between the entrained air from the surroundings 

and the total mass flow rate of the jet is shown in Figure 12. 

The entrainment rate is defined as  
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Figure 11 Specific impact force of the different nozzles at 5 

barg 

total

nozzle

m

m

ɺ

ɺ
−= 1ϕ ,     (6) 

where the total mass flow rate is the sum of the mass flow rate 

through the nozzle and the mass flow rate of the entrained air. 

As expected the energy saving nozzle has indeed the largest 

entrainment rate. Near the nozzle, already around 50% of the 

total mass flow comes from entrained air. This difference 

decreases further downstream as the entrainment rate for the 

different nozzles is similar as the jets evolve towards the self-

similar state. 

 

 

Figure 12 Entrainment rates of the different nozzles. 

CONCLUSION  

In this study a comparison of 5 different nozzles used in 

industrial blowing applications is made. In order to compare the 

different nozzles with each other, general properties of the jets, 

like the total impact force, the impact pressure and the 

entrainment rate were obtained from the simulations. It was 

shown that the stepped, converging and converging-diverging 

nozzles use around 5% less compressed air for the same impact 

force compared to a straight pipe. A special designed energy 

efficient nozzle uses even 10% less air. This nozzle utilizes 

entrained air form the surrounding to decrease the mass flow 

used and is therefore also suited for industrial applications were 

entrainment is important. 
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ABSTRACT 

Swirling multicoaxial jets consisting of one central jet and 
two coaxial annular jets increase the combustion efficiency in 
gas turbine combustors. The present work is carried out to un-
derstand the effect of preheating the fuel jet in the multicoaxial 
jet arrangement. This has been done using CFD code FLUENT. 
Before carrying out computations, the CFD code was validated 
against the experimental data. It was found that the SST k-ω 
model gives the best agreement with experimental results. 
Computations have been carried out by heating either the cen-
tral jet or annular jet-1. The predicted results are plotted in the 
form of axial velocity profiles at different axial locations of the 
test section, contours of axial velocity, turbulent intensity, tem-
perature profiles, central line axial velocity and static pressure. 
It is concluded that the effect of heating in individual jets with 
the optimum swirl combination enhances the mixing process. 
Further heating of annular jet-1 is found to be more effective in 
enhancing the mixing and ensuring a comparatively bigger 
central recirculation zone in the radial direction.  
 
Keywords: Multicoaxial Jets, Heated Jet, Swirling flows, CFD, 
GT Combustor, CRZ and Mixing of Jets 

INTRODUCTION 

Coaxial jets having additional co-annular jets are termed as 
multicoaxial jets. Mixing of these jets in an expanded confine-
ment is a very complex phenomena and challenging area of 
research. It finds many applications in the area of aerospace and 
other engineering devices. One of its very important applica-
tions is the mixing of the fuel with air in the gas turbine com-
bustors. A gas turbine combustor working under fuel rich mode 
produces a very stable and undisturbed flame. However, when 
the fuel and air ratio decreases, the flame starts losing its stabil-
ity and then the proper mixing of these jets is desirable to make 
the flow stable for the stability of flame (Akselvoll & Moin, 
1996). One of the successful techniques of flame stabilization is 
to produce a central recirculation zone (CRZ) at the exit of the 
jets. Acharya (1954) was the first who studied the effect of 
temperature difference in the jets on the turbulent mixing of 
confined coaxial jets. He found that the mixing of jets is signif-
icantly influenced by temperature ratios. Tsuji et al. (2003) 
studied flame characteristics by preheating the fuel, air or both 
by recycling the heat from combustor products. They found that 
the heating of jets is an effective technology not only for low 
calorific fuel combustion but also for fuel conservation. A very 
recent study on the effect of blockage of heated coaxial jets has 
been reported by Patel et al. (2013, 2014) which shows the 

adequacy of k-ω model for the analysis of swirling heated 
coaxial jets. It also demonstrates the positive effect of heat 
addition with blockage on the formation of central recirculation 
zone (CRZ).  

NOMENCLATURE 
 

ui [m/s] Velocity in ith direction 

Sm   Mass added to continuous phase 

P  [Pa] Static pressure 

ρgi   Gravitational body force 

Fi  External body force 

H  [Joule] Enthalpy 

k'  [W/(m·K)] Isotropic thermal conductivity 

Dω  Cross-diffusion modification term 

Gk  Generation of turbulent kinetic energy due to the mean 

velocity gradient 

Gω  Generation of ω 

Sk   User defined source terms 

Sω  User defined source terms 

Yk  Dissipation of k  

Yω  Dissipation of ω 

T [°C] Temperature 

x [m] Variable axial distance along the length of the flow 

domain 

d [m] Diameter of the jet 

r [m] Variable radial distance 

R [m] Radius of jet 

AJ  Annular Jet 

CJ  Central Jet 

CRZ  Central Recirculation Zone 

 

Special characters 

ρ [kg/m3] Density 

τij  [N/m2] Deviatoric stress tensor 

Γk  Effective diffusivity of k  

Γω  Effective diffusivity of ω 

Δ  Difference between two quantities 

 

Subscripts 

o  Outer jet 

i  Inner jet 

 

MATHEMATICAL FORMULATION AND CFD ANALYSIS 

The governing equations (continuity, momentum and ener-
gy equation) for steady and incompressible turbulent flow are 
given as: 
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The last term in the second equation is the Reynolds 

stresses. For closure solution, term ' '
i ju u  in momentum equ

tion has to be modeled. Boussinesq hypothesis is
the Reynolds stresses with the mean velocity gradient. 
mercial CFD code FLUENT has been used for the present 
study. SST k-ω turbulent model is selected for the studies. The 
SST k-ω model is based on transport equations for turbulence 
kinetic energy (k) and the specific dissipation rate (
specific dissipation rate (ω) is the ratio of ε to k
equations for the turbulence kinetic energy k and specific diss
pation rate ω are given as (Fluent, 2006):  

( )i k k k k

i j j

k
ku G Y S

x x x


   
         



 

( )i

i j j

u G Y D S
x x x

    




   
          

 
A second order discretization scheme is used for all gover

ing equations. The pressure and velocity Coupling 
established by using the SIMPLE scheme (Patankar, 1980). 
Convergence of solution is established by ensuring that all the 
residual terms are less than 10-6. 

DETAILS OF GEOMETRY AND FLOW DOMAIN

In the present study, a flame stabilization
proposed to generate adequate mixing of the jets
of simplicity, all the jets of multicoaxial jets have been treated 
as air jets and chemical reaction has not been considered in the 
flow analysis. The flow domain has been modeled based on the 
geometry of test-section used by Patel (2014, Figure
experimental studies. "GAMBIT" is used in the present study 
for the modeling and generation of mesh. A sufficiently fine 
mesh is provided in the area of shear layer and at the axis of the 
confinement, where the formation of CRZ is taking place. Grid 
independency tests have been done for all of the cases and 
approximately 0.56 million meshes have been used for the 
present study. 
 

 

 

 
  

Figure 1 Geometry of multicoaxial jets

 

                                                                         (1) 

' '       i j i i i ju u g F u u

              (2) 

                                    (3) 

The last term in the second equation is the Reynolds 
in momentum equa-

is used to relate 
the Reynolds stresses with the mean velocity gradient. Com-
mercial CFD code FLUENT has been used for the present 

is selected for the studies. The 
model is based on transport equations for turbulence 

) and the specific dissipation rate (ω). where, 
k. The transport 

and specific dissi-

ku G Y S

            (4)    

 

u G Y D S         

                (5) 

used for all govern-
Coupling have been 

established by using the SIMPLE scheme (Patankar, 1980). 
Convergence of solution is established by ensuring that all the 

AND FLOW DOMAIN 

present study, a flame stabilization method is 
mixing of the jets. For the sake 

coaxial jets have been treated 
as air jets and chemical reaction has not been considered in the 

The flow domain has been modeled based on the 
ection used by Patel (2014, Figure 1) in his 

is used in the present study 
for the modeling and generation of mesh. A sufficiently fine 
mesh is provided in the area of shear layer and at the axis of the 
confinement, where the formation of CRZ is taking place. Grid 

ncy tests have been done for all of the cases and 
approximately 0.56 million meshes have been used for the 

multicoaxial jets 

Figure 2 Boundary conditions

The possible fuel jet (central jet
heated upto 150°C above the atmosphere
in counter flow arrangement have 
The expansion ratio of the confinement has been kept
and the average inlet velocity of the central jet
and annular jet-2 have been specified
28 m/s, respectively. All the velocities are
jets in the form of ‘user defined velocity profile
experimental measurements taken at the exit of these jets
(Patel, 2014). The exit of the flow domain is defined as ‘
sure outlet’ boundary condition and the walls in the flow d
main are assigned as ‘no-slip’ boundary condition
Before carrying out different runs, the
dated against the experimental data 
different turbulence models. Based on the comparison, it 
seen that SST k-ω model gives the best matching. After ident
fication of the turbulence model, 
using CFD code ‘FLUENT’ by varying the 
jet (central or annular jet-1) ranging from 30°
the atmospheric temperature.  

RESULTS AND DISCUSSION 

Effect of heat addition on the flow characteristics of swir
ing multicoaxial jets have been predicted
FLUENT. For this, the experimentally measured velocity pr
files are modified for keeping mass flow rate constant and fed 
at the inlets of the test section. The corresponding temperature 
and optimum swirl (Patel, 2014) have also been defined at the 
inlet of the test section. The predicted results are plotted in the 
form of axial velocity profiles at different axial locations of the 
test section, contours of axial velocity, turbulent intensity and 
temperature, central line axial velocity and wall static pressure.

Flow Characteristics for Heated Central Jet

To establish the effect of heated
(CJ) inlet temperature is varied above atmospheric temperature 
in the interval of 30°C. Five flow cases, i.e. ΔT=30°, ΔT=60°, 
ΔT=90°, ΔT=120° and ΔT=150°C
present study. The predicted results are plotted in the form of 
axial velocity profiles at different
section (Figure 3 and Figure 4). 

The axial velocity plot at x/d0=0.125 shows the increase in 
velocity of central jet with increase in temperature. This incr
ment is due to decrease in density of fluid in central jet because 
velocity needs to be increased to ensure 
ratio in jets. It is seen that at x/d0=0.25
annular jet-1 collectively as the temperature of central jet i
creases and hence tries to fill the dip between these jets faster. 

 

Boundary conditions 

central jet or annular jet-1) has been 
above the atmosphere temperature. 45° swirl 

 been provided in all the jets. 
of the confinement has been kept as 1.4 

of the central jet, annular jet-1 
specified as 13.5 m/s, 14.5 m/s and 
velocities are fed at the inlet of the 

jets in the form of ‘user defined velocity profiles’ based on 
taken at the exit of these jets 

The exit of the flow domain is defined as ‘Pres-
’ boundary condition and the walls in the flow do-

slip’ boundary condition (Figure 2). 
ing out different runs, the CFD code has been vali-

dated against the experimental data given by Patel (2014) using 
different turbulence models. Based on the comparison, it was 

model gives the best matching. After identi-
fication of the turbulence model, several runs have been made 
using CFD code ‘FLUENT’ by varying the temperature of the 

ranging from 30°C to 150°C above 

 

Effect of heat addition on the flow characteristics of swirl-
ing multicoaxial jets have been predicted using CFD code 

For this, the experimentally measured velocity pro-
keeping mass flow rate constant and fed 

at the inlets of the test section. The corresponding temperature 
) have also been defined at the 

inlet of the test section. The predicted results are plotted in the 
form of axial velocity profiles at different axial locations of the 
test section, contours of axial velocity, turbulent intensity and 

rature, central line axial velocity and wall static pressure. 

Central Jet:  

heated central jet, the central jet 
(CJ) inlet temperature is varied above atmospheric temperature 

30°C. Five flow cases, i.e. ΔT=30°, ΔT=60°, 
C, have been analyzed for the 

present study. The predicted results are plotted in the form of 
different axial locations of the test 

=0.125 shows the increase in 
velocity of central jet with increase in temperature. This incre-
ment is due to decrease in density of fluid in central jet because 
velocity needs to be increased to ensure constant mass flow 

=0.25, the central jet drags the 
1 collectively as the temperature of central jet in-

creases and hence tries to fill the dip between these jets faster. 
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This is due to high centrifugal force and thermal diffusion of 
the central jet.  

 

 

 
Figure 3 Comparison of axial velocity at two axial locations 

of test section for various temperatures in central jet  
 
 

 
(a) ΔT=30°C 

 

 
(b) ΔT=90°C 

 

 
(c) ΔT=150°C 

 

Figure 4 Iso-contours of normalized axial velocity at different 
ΔT in central jet  

Because of this enhanced shearing action, a slightly higher 
turbulent intensity is observed near these shear layers for higher 
temperature case (Figure 5), but these shear layers are not sig-
nificantly strong enough to increase mixing considerably in the 
near flow field. Therefore, the axial velocity after location 
x/d0=0.5 is almost similar (Figure 4) and turbulent intensity in 
most of the area of test section is observed to be identical for all 
the cases (Figure 5). However, in Figure 3, the axial velocity 
contour level -0.2 seems to be farther upstream as the tempera-
ture increases. This may be due to increase in tangential veloci-
ty that produces higher centrifugal force for highly heated fluid 
in central jet.  

 
 

 
(a) ΔT=30°C 

 

 
(b) ΔT=90°C 

 

 
(c) ΔT=150°C 

 
Figure 5 Iso-contours of turbulent intensity at different ΔT 

in central jet  

 
 

Figure 6 shows the temperature contours for various tem-
peratures in central jet. Observation shows that the increase in 
central jet temperature heats only small areas ahead to the cen-
tral jet, whereas, the temperature of other areas of the test sec-
tion only changes slightly. The observation of central line axial 
velocity plot (Figure 7) illustrates slight decrease in velocity, 
from location x/d0=0 to x/d0=0.7, with increase in central jet 
temperature. However, after location x/d0=0.7, no significant 
effect is observed in the centerline axial velocity.  

Figure 8 demonstrates the wall static pressure plot along the 
length of the test section confinement wall. Like centerline 
axial velocity plot, no significant effect of increase in tempera-
ture of central jet is observed at the wall static pressure along 
the test section wall.  
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(a) ΔT=30°C 

 

 

(b) ΔT=90°C 

 

 
 

(c) ΔT=150°C 

 
Figure 6 Iso-contours of normalized temperature at different 

ΔT in central jet  

 
 

 

Figure 7 Comparison of centre line axial velocity along the 
length of test section for various temperatures in central jet 

 

 

Figure 8 Comparison of wall static pressure along the length of 
test section for various temperatures in central jet 

 

Flow Characteristics for Heated Annular Jet-1:   

To study the effect of heated annular jet-1 on the flow cha-
racteristics of swirling multicoaxial jets exhausting in an ex-
panded confinement, temperature of annular jet-1 is varied in 
the same way as was done for central jet and same five cases of 
temperature have been used for the investigations. Figure 9 
illustrates the axial velocity plot at different axial locations of 
the test section. The axial velocity profiles at x/d0=0.125 indi-
cate that the axial velocity of annular jet shows higher magni-
tude with increase in temperature (Figure 9). The reason of this 
increment is same as already discussed for central jet cases. It is 
observed that, as the temperature of annular jet-1 increases, it 
drags both the adjacent jets (CJ and AJ-2) collectively and tries 
to fill the dip between jets faster. It is also observed that the 
negative velocity in the profiles (x/d0=0.5 and 1) decreases as 
temperature of AJ-1 increases. This is due to increase in tan-
gential velocity and centrifugal force in annular jet-1 with in-
crease in temperature. 

Figure 10 illustrates the axial velocity contour plots at vari-
ous temperatures in annular jet-1. The observation shows that 
the negative velocity magnitude has increased considerably in 
the near flow field because of the faster shearing between the 
jets at higher temperature. This increase in negative velocity 
develops higher recirculation in the centre of the test section 
that causes intensive mixing of the jets. This intensive mixing 
of the jets is one of the most important requirements of real 
combustor for fuel and air mixing. It is also seen from Figure 
10 that the contour level 0.4 shifts towards inlet with increase 
in annular jet-1 temperature, and after x/d0≈5, the contour level 
0.5 can be observed everywhere in the test section (ΔT =150°, 
Figure 10b).  It shows the flow uniformity in downstream of the 
test section and also exhibits higher mixing in the near flow 
field.   
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Figure 9 Comparison of axial velocity at two axial locations of 
test section for various temperatures in annular jet-1 

  

 
(a) ΔT=30°C 

 

 
(b) ΔT=90°C 

 

 
(c) ΔT=150°C 

Figure 10 Iso-contours of normalized axial velocity at 
different ΔT in Annular Jet-1 

 
 

   
(a) ΔT=30°C 

 

 
(b) ΔT=90°C 

 

 
(c) ΔT=150°C 

 
Figure 11 Iso-contours of turbulent intensity at different ΔT 

in Annular Jet-1 

 
The observation of turbulent intensity at different tempera-

tures (Figure 11) demonstrates the increase of turbulent intensi-
ty in the near flow field with increase in temperature. This in-
crement in turbulent intensity could be due to the thermal diffu-
sion of the annular jet-1. At ΔT = 30°C, the maximum turbulent 
intensity is observed up to 24%, whereas, at ΔT = 150°C, this 
value increases up to 26%. Iso-contours of temperature at dif-
ferent ΔT are plotted in Figure 12. It shows that the increase in 
annular jet-1 temperature heats both sides of the jet and in-
creases the temperature of neighboring jets. In this way, the 
entire area of the near flow field except wall region gets heated 
properly. This is very significant for flame stabilization and 
achieving uniform temperature in real combustors. The central 
line axial velocity and wall static pressure are plotted in Figure 
13.  

The magnitude of negative velocity from x/d0=0 to x/d0=2.2 
in central line axial velocity plot increases with the increase in 
temperature (Figure 13). All the flow cases show same centre 
line axial velocity at x/d0=2.25 and moreover overall profile 
shows slightly higher velocity throughout the test section for 
higher value of ΔT. The wall static pressure plot along the 
length of the test section (Figure 14) shows relatively reduced 
magnitude with increase in annular jet-1 temperature and this is 
more considerable after x/d0=1. This may be due to increase in 
velocity magnitude in CRZ.  
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(a) ΔT=30°C 

 

 
(b) ΔT=90°C 

 

 
(c) 150°C 

 

Figure 12 Iso-contours of normalized temperature at differ-
ent ΔT in Annular Jet-1 

 

 
Figure 13 Comparison of centre line axial velocity along the 

length of test section for various temperatures in Annular Jet-1 

 

CONCLUSIONS  

Investigations on the effect of heated fuel jets on the swirl-
ing multicoaxial jets have been done for the prediction of mix-
ing of the fuel-air jets. The present study proves the capability 

of SST k-ω model for prediction of heated swirling multicoaxial 
jets. After studying both the flow cases of temperature variation 
in central jet and annular jet-1, it is concluded that the increas-
ing temperature in annular jet-1 increases turbulence in the near 
flow field and hence enhances the mixing between the jets. 
Therefore, it is established that the annular jet-1 is the appropri-
ate jet for heating in a real combustor and should be the fuel jet.  

 

 
 

Figure 14 Comparison of wall static pressure along the length 
of test section for various temperatures in Annular Jet-1 

 

REFERENCES 

[1] Acharya, Y.V.G., Momentum Transfer and heat Diffusion in the 
Mixing of Coaxial Turbulent Jets Surrounded by a Pipe, 1954, Ex-
celsior, India.  

[2] Akselvoll, K., and Moin, P., Large Eddy Simulation of Turbulent 
Confined Coaxial Jets, Journal of Fluid Mechanics, 1996, Vol. 
315, pp. 387-411. 

[3] Tsuji, H., Gupta, A. K., Hasegawa, T., Katsuki, M., Kishimoto, K., 
and Morita, M., High Temperature Air Combustion. From Energy 
Conservation to Pollution Reduction, 2003, CRC Press. 

[4] FLUENT 6.3, User Guide Fluent Inc., 2006, Lebanon, NH 03766, 
USA.  

[5] Patankar, S. V., Numerical Heat Transfer and Fluid Flow, 1980, 
Taylor and Francis Publication. 

[6] Patel, V.K., Singh, S.N. and Seshadri, V., Effect of Blockage and 
Location on Mixing of Swirling Coaxial Jets in a Non-expanding 
Circular Confinement, International Journal of Turbo & Jet En-
gine, 2013, Vol. 30, Issue 2, pp. 153-172.  

[7] Patel, V. K., Singh, S. N. and Seshadri, V., Effect of Blockage and 
its Location on the Flow Characteristics of Heated Swirling Coaxi-
al Jets in a Non-expanding Confinement, 5th International and 41st 
National Conference on Fluid Mechanics & Fluid Power, 12-14 
December, 2014, IIT Kanpur, Ref. No. 234. 

[8] Patel, V. K., Studies on the Flow Characteristics of Heated 
Coaxial and Multicoaxial Jets, 2014, Ph.D. Thesis, IIT Delhi, 
New Delhi, India. 

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

0 1 2 3 4 5u
cl
/U

av
i

x/d0

ΔT = 30°

ΔT = 60°

ΔT = 90°

ΔT = 120°

ΔT = 150°

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

0 1 2 3 4

p
w
/q

x/d0

ΔT = 30°

ΔT = 60°

ΔT = 90°

ΔT = 120°

ΔT = 150°

11th International Conference on Heat Transfer, Fluid Mechanics and Thermodynamics

308



    

 

FLUID-STRUCTURE INTERACTION OF A FREE-TO-ROLL SLENDER BODY OF 

REVOLUTION AT HIGH ANGLES OF ATTACK 
 

Degani  D.* and Gottlieb O. 

*Author for correspondence 

Department of Mechanical Engineering,  

Technion-Israel Institute of Technology,  

Haifa 32000, Israel 

E-mail: degani@technion.ac.il 

 

 
ABSTRACT 

The current work investigates numerically the effect of 

unsteady rolling moments which are generated when a slender 

body of revolution is placed in a wind tunnel at a high angle of 

attack and is allowed to rotate around its longitudinal axis of 

symmetry.   The resistance to the roll moment is represented by 

a linear torsion spring and equivalent linear damping 

representing friction in the bearings. The body is subjected to a 

three-dimensional, compressible, laminar flow. The full Navier-

Stokes equations are solved using the second-order implicit 

finite difference Beam-Warming scheme, adapted to a 

curvilinear coordinate system, whereas the coupled structural 

second order equation of motion for roll is solved by a fourth-

order Runge-Kutta method. The body consists of a 3.5-diam 

tangent ogive forebody with a 7.0-diam long cylindrical 

afterbody extending aft of the nose-body junction to x/D = 

10.5. We describe in detail the investigation of three angles of 

attack, 20° , 40° and 65° , at Reynolds number of 30,000 

(based on body diameter) and Mach number of 0.2.     For each 

angle of attack the free-to-roll configuration portrays a distinct 

and different behavior pattern, including periodic and 

quasiperiodic oscillations. Depending on structure 

characteristics and flow conditions even a small rolling moment 

coefficient at the relatively low angle of attack of 20°  may lead 

to large amplitude resonant roll oscillations. 

 

NOMENCLATURE 

a∞                      =   speed of sound 

M xC                 =    rolling-moment coefficient 

M y
C                =    pitching-moment coefficient 

M zC                 =    yawing-moment coefficient 

D            =   cylinder diameter 

Dφ                      =    linear damping 

 dφ                      =   dimensionless damping 

ˆˆ ˆ, ,E F G            =    inviscid flux vectors 

ˆˆ ˆ, ,
v v v

E F G         =   viscous flux vectors 

g                        =   gravity 

h                        =   disturbance height 

xxI ,
yy

I              =   moments of inertia 

Kφ                     =   torsion stiffness coefficient 

kφ                        =   dimensionless stiffness 

M ∞                     =   free stream Mach number 

Q
⌢

                       =   vector of dependent flow variables 

( , , )
j

q θ ψ φ=  =   generalized coordinates  

Re                  =   Reynolds number 

T                         =    rescaled dimensionless time 

t                          =    time 

, ,x y z                =    coordinate system 

, ,X Y Z             =    inertial coordinate system 

α                        =   angle of attack 

γ                         =   dimensionless inertia  

 , ,θ ψ φ              =   Euler angles 

λ                        =   dimensionless gravity 

µ                        =   mass ratio 

φξ                        =   damping ratio 

, ,ξ η ζ               =   computational coordinate system 

ρ                        =   density 

τ                         =   dimensionless time 

Φ                        =   disturbance circumferential roll angle 

φω                       =   natural frequency 

 

 

 

INTRODUCTION 

The onset of vortex asymmetry on the forebody of an aircraft 

maneuvering at large angles of attack can generate unwanted 

yawing moments, which can lead to departure from controlled 

flight. This phenomenon is typified by the vortex asymmetry 

observed in the flow around slender bodies of revolution at 

large incidence.  Even though the geometry of the latter is 

simple, the flow around it is intricate and even early wind 

tunnel experiments have indicated that measurements were not 

repeatable. This can be partly answered by the explanation that 

the body is not really symmetric and at high angle of attacks 

this is enough to trigger a change. The flow field can be so 
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unstable that even upcoming turbulence [1] or a small upstream 

disturbance
 
[2] can change the flow abruptly. Over the years it 

has been shown that these side forces can be altered by 

changing the body roll angle [3] or by  placing small 

irregularities near the body tip [4]-[7]. Other researchers have 

investigated the influence of tip vortices on the behavior of the 

flow over wings of the case of slender forebody-wing 

combinations [8]-[9]. Ericsson [10] speculated that the 

forebody vortices at a high angle of attack can induce wing 

rock or even body rock [11] in the case of a slender body 

(based on the experiments of Keener et al. [12]).   Yoshinaga et 

al [13] demonstrated experimentally that the asymmetric 

vortices emanating from a cone-cylinder body at a high angle 

of attack can initiate and sustain free coning motion of the 

body.  Recently, Wang et al [14] repeated wing-rock 

experiments of a free-to-roll slender forebody-delta wing 

configuration and also speculated that wing rock is induced by 

tip vortices of the pointed forebody.  Nevertheless, none of 

these publications present a verified mechanism how this 

interaction really works. However, the influence of the rolling 

moments acting on the forebody due to the viscous forces 

induced by the unsteady asymmetric vortices has not been 

noticed or investigated to-date. These moments, relatively very 

small, can force rotation of the forebody and therefore have a 

significant effect on vehicle flight control. Moreover, in the 

case of a nonlinear interaction between the flow and the 

structure these rolling moments can play a significant role.  

 

The current work investigates numerically the effect of rolling 

moments which are generated when a slender body of 

revolution is placed in a wind tunnel at a high angle of attack 

and is allowed only to rotate around its longitudinal axis of 

symmetry.   The resistance to roll is modeled by a linear torsion 

spring and linear equivalent damping due to friction in the 

bearings. Thus, the structure is represented by a linear second-

order ordinary differential equation.   The body is subjected to a 

three-dimensional, compressible, laminar flow. The full Navier-

Stokes equations are solved using the second-order implicit 

finite difference Beam-Warming scheme, adapted to a 

curvilinear coordinate system, whereas the coupled structural 

equation is solved by a fourth-order Runge-Kutta method. 

 

We describe in detail the investigation of three angles of attack: 

20° , 40° and 65° at Reynolds number of 30,000 (based on 

body diameter) and Mach number of 0.2.     The body consists 

of a 3.5-diam tangent ogive forebody with a 7.0-diam long 

cylindrical afterbody extending aft of the nose-body junction to 

x/D = 10.5. For all cases a small perturbation is placed near the 

tip of the body at a circumferential angle of 90� .  

PROBLEM FORMULATION 

Flowfield: Governing equations and numerical algorithm 

The conservation equations of mass, momentum, and energy 

can be represented in a flux-vector form as: 

( )

ˆ ˆˆ ˆ

1 ˆˆ ˆ                (1)
Re

v v v

Q E F G

E F G

τ ξ η ζ

ξ η ζ

∂ + ∂ + ∂ + ∂ =

∂ + ∂ + ∂

                                           

where τ  is the dimensionless time and the  independent spatial 

variables ξ , η and ς  are chosen to map a curvilinear body-

conforming grid into a uniform computational space. In Eq. (1), 

Q
⌢

 is the vector of dependent flow variables; ˆˆ ˆ ( )E E Q= ,

ˆˆ ˆ ( ),F F Q= and ˆ ˆ ˆ( )G G Q= are the inviscid flux vectors; and 

the terms ˆ
vE , ˆ

vF  and ˆ
vG   are fluxes containing derivatives of 

the viscous terms. A dimensionless form of the equations is 

used throughout this work[15].
    

The implicit Beam-Warming 

finite difference algorithm[16] which is second-order accurate 

both in time and space, is adapted to solve Eq. (1) in a three-

dimensional curvilinear coordinate system [17], where all 

viscous terms are retained [18]. 

 

Computations were performed for subsonic flows over an 

ogive-cylinder body of diameter D, which consists of 3.5-

diameter tangent ogive forebody with a 7.0-diameter cylindrical 

afterbody (see Fig. 1). The grid consisted of 120 equispaced 

circumferential planes extending completely around the body. 

In each circumferential plane, the grid contained 50 radial 

points between the body surface and the computational outer 

boundary and 60 axial points between the nose and the rear of 

the body. An adiabatic no-slip boundary condition was applied 

at the body surface, and undisturbed freestream conditions were 

maintained at the computational outer boundary. An implicit 

periodic continuation condition was imposed at the 

circumferential edges of the grid, and at the downstream 

boundary, a simple zero-axial-gradient extrapolation condition 

was applied. 

 

Structure: Governing equation and numerical algorithm 

The ogive-cylinder body is considered rigid and is only allowed 

to rotate about its longitudinal axis of symmetry. The resistance 

to the roll is represented by a linear torsion spring and linear 

equivalent damping due to friction in the roll bearings.  

 

 
Figure 1. Body and coordinate systems. 
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We make use of a Lagrangian formulation [19] where the 

generalized coordinates are the Euler angles defined in Fig.1 

for pitch, yaw, and roll respectively: ( , , )
j

q θ ψ φ= . We limit 

the body to move only in roll direction φ  and obtain the 

following equation for ττφ  (see [20]) 

( )1
       (2)

M x
C k dττ φ φ τφ µ φ φ

γ
= − −                                                                    

where /a t Dτ ∞=  is the dimensionless time and, M xC is the 

roll aerodynamic moment coefficient  in the moving body 

reference frame (x,y,z). 

 

The dimensionless parameter groups in the equation of motion 

include stiffness (k), damping (d), mass ratio ( µ ) and inertia

( )γ : 

5 2

2 2 1
, , , (3)

2

xx

yy yy yy yy

K D ID M
k d

a D I a D I I I

φ φ
φ φ

ρ
µ γ∞ ∞

− −
∞ ∞

= = = =               

where Kφ and Dφ   are the torsion stiffness and damping 

coefficients in the φ direction and xxI , yy
I  are the respective 

moments of inertia of the body.  

 

Linearization of the equation of motion enables computation of 

the dynamical system natural frequency ( /kφ φω γ= ) and 

the corresponding linear damping ratio ( / 2dφ φ φξ γω= ). 

                                                                                         

The roll equation of motion (2) can be rescaled again by

/ /T τ µ γ=   to yield: 

(4)TT M x TCφ κφ δφ= − −                                                                    

 

which is clearly governed by two parameters: the ratio between 

the torsion stiffness and mass ( / )kφκ µ=  and the linear 

damping ratio ( / 2φξ δ κ= ). 

The structural equation is solved using the explicit fourth-order 

Runge-Kutta method. 

 

Flow–Structure coupling algorithm: Since the structural 

motion and the flow field are unknown, at each time step the 

flow solver and the structure calculations are loosely coupled 

(e.g., Refs. [21] - [22]).  The coupling procedure includes the 

following: 

1) The variables at new time level n + 1 of the flow and 

structural equations are initially set to be the known values at 

time level n. Using the flow field solution the aerodynamic 

forces and moments acting on the solid body are calculated. 

2) The new Euler angles of the body are determined by solving 

the structural equations. 

3) The grid is regenerated and the grid velocity (time metrics) 

at each node point is calculated according to the updated 

structural position. 

4) The flow field is calculated by solving the Navier-Stokes 

equations for the updated grid and structural position. 

5) Using the flow field solution the aerodynamic forces and 

moments acting on the solid body are calculated. 

6) The maximum residuals for both solutions of the flow and 

the structural equations are checked. If the maximum residuals 

are greater than the prescribed convergence criteria, sub-

iteration procedure is initiated, step (2) is repeated and the next 

pseudo-time level becomes m + 1 (keeping only the new time 

metrics for the m+1 sub-iteration); otherwise, the flow field and 

movement of the body are obtained and step (2) is repeated to 

start the next new physical time step.  

 

 
RESULTS 

All the computations presented here were carried out for the 

following flow parameters:  free stream Mach number 

0.2M ∞ = , and Reynolds number Re 30,000D = . A small 

disturbance was placed near the tip and its height in all cases 

was set to h/D=0.004 and its roll angle position to 90Φ = ° , 

i.e., perpendicular to windward plane of symmetry (for the 

moving body this was the initial angle). We describe the 

investigation of three angles of attack: 20 , 40α α= ° = °  and 

65α = ° which represent three typical regimes for the flow 

around pointed slender bodies of revolution.  

 

20α °=  

 

For the fixed configuration, i.e., the body is not allowed to 

rotate, the flow converged to a steady state with moment 

coefficient values for the rolling moment 0.0001M xC = , 

pitching moment 8.0
M y

C = −  and yawing moment

1.65M zC = − .  If the disturbance is removed the flow 

becomes symmetric again and returns to its original 

undisturbed shape (convection instability). A typical snapshot 

of density contours cross plane at the ogive-forebody and the 

cylinder afterbody junction is shown in Fig. 2.  

 

 

 
 

Figure 2.  Density contours in cross section at x/D=3.5 for a 

fixed body; 20α °= . 
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When the body is allowed to roll, the structural parameters 

were chosen by trial and error to allow large rolling amplitudes: 

5 8 41.0 10 , 1.0 10 , 2 10 , 0.0176.k dφ φ µ γ− − −= × = × = × =

The corresponding natural frequency and damping ratio for 

these conditions are ~ 0.024φω  and ~ 0.000075φξ , 

respectively. For these values even the small initial rolling 

moment was sufficient to create a significant change in the 

flow-structure interaction that can be seen from the time 

histories of the moment coefficients and the roll angle of the 

body in Fig. 3. In contrast to the multi-frequency behavior of 

the moments acting on the body, the roll φ  is almost harmonic 

oscillating with a period equal to the inverse of its resonance 

frequency ( / 2 ~ 0.0038)f φω π= . However, note that the 

moment periodicity (i.e. its lowest frequency) is identical to 

that of the roll. It is evident that under the current set of 

parameter the body does not follow the roll moment that drives 

its motion. However, an increase in the damping ratio will be  

 

 
Figure 3.  Time histories of moment coefficients and roll  at 

angle of attack of  20α °= . 

 

shown to regularize the multi-frequency moments resulting 

with a standard out-of-phase response for the roll and its 

generating moment. 

 

40α °=  

 

For the fixed configuration, i.e., the body is not allowed to 

rotate, the flow at this high angle of attack does not converge to 

a steady state as shown in Fig. 4, and rather oscillates 

harmonically with low amplitudes and the same frequency for 

all moments and with average values of moment coefficients of 

rolling moment 0.00052
M x

C = , pitching moment

35.9
M y

C = −  and yawing moment 4.1
M z

C = − . The 

oscillations are due to vortex shedding from the cylindrical 

afterbody.  The shedding stops if a shorter 3.0-diam cylindrical 

afterbody is used.  If the disturbance is removed the flow 

becomes symmetric again and oscillations ceased (convection 

instability).  A snapshot of the density contours cross plane at 

the ogive-forebody and the cylinder afterbody junction is 

shown in Fig. 5, and demonstrates a large asymmetry of the 

flow. When the body is allowed to roll, the structural 

parameters were kept as in the previous case for 20α °= .  

 

 

 
Figure 4.  Time histories of moment coefficients for a fixed 

body at angle of attack of  40α °= . 
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Figure 5.  Density contours in cross section at x/D=3.5 for a 

fixed body; 40α °= . 

 

The time histories of the moment coefficients appear as large-

amplitude mutli-frequency ultrasubharmonics with large 

amplitudes (Fig. 6) with the average values near those of the  

 

 

 
 

Figure 6.  Time histories of moment coefficients and roll at 

angle of attack of  40α °= . 

fixed body. The roll angle amplitudes are very large 

( ( ) 4)A φ = ± , but as in the case of 20α °= , the roll φ  is 

almost harmonic with a frequency close to the that of the 

structural resonance ( / 2 ~ 0.0038f φω π= ) which is 

identical to the lowest frequency of the moments.   

 

 

65α °=  

 

Case I: 
5 81.0 10 , 1.0 10k dφ φ

− −= × = ×  

For the fixed configuration the flow at this very high angle of 

attack does not converge to a steady state and resembles the 

non-stationary behavior of the flow around a long inclined 

cylinder, as shown in Fig. 7, with average values of moment 

coefficients of rolling moment 0.0002M xC = , pitching 

moment 51.8
M y

C = −  and yawing moment 3.0M zC = − .  If 

the disturbance is removed, in contrast to the previous cases of 

the lower angles of attack, the flow does not return to its 

original undisturbed shape and oscillates with amplitudes of the 

same order of magnitude as those of the disturbed case or even 

larger but with the mean of M xC  and M zC about zero 

(absolute instability).  

 

 
 

Figure 7.  Time histories of moment coefficients for a fixed 

body at angle of attack of  65α °= . 

11th International Conference on Heat Transfer, Fluid Mechanics and Thermodynamics

313



    

A snapshot of the density contours cross plane at the ogive-

forebody and the cylinder afterbody junction is shown in Fig. 8, 

appears like classical vortex shedding. When the body is 

allowed to roll, with the same structural parameters as in the 

previous cases for 20α °= and 40α °= , the time histories of 

the moment coefficients appear also as large-amplitude mutli-

frequency ultrasubharmonics (Fig. 9) but are significantly 

different than the corresponding moments of the fixed body 

(Fig. 7). The average values are closed to those of the fixed 

body, but amplitudes are much larger especially for the rolling 

and the yawing moments. The roll angle amplitudes are even 

larger than those of the case of 40α °=  ( ( ) 5A φ = ± ), but as 

in the previous cases of 20α °= and 40α °= , the roll φ  is 

harmonic with the structural resonance frequency 

( / 2 ~ 0.0038)f φω π=  which is identical to the lowest 

frequency of the moments.  

  
 

 

 
 

Figure 8.  Density contours in cross section at x/D=3.5 for a 

fixed body; 65α °= . 

 

 
Figure 9.  Time histories of moment coefficients and roll at 

angle of attack of  65α °= . 

 

 

 

Case II: 
2 21.0 10 , 1.0 10k dφ φ

− −= × = ×  

Increasing the spring stiffness and damping parameters of the 

structure reduce the roll amplitude significantly

( ( ) 0.03)A φ = ±  even for an angle-of-attack of 65α °= and 

the same with the amplitude of yawing-moment and pitching-

moment coefficients while the amplitude of the rolling-moment 

coefficient is an order of magnitude larger (Fig. 10). But the 

most significant change is the fact that the roll angle φ  

becomes distinctly quasiperiodic and follows the rolling 

moment (with a time lag), in contrast to the results of Case I. 
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Figure 10.  Time histories of moment coefficients and roll 

with structure parameters
2 21.0 10 , 1.0 10k dφ φ

− −= × = ×

at angle of attack of  65α °= . 

 

 

When the disturbance is removed and the computation is 

continued with the above solution as initial conditions, the 

yawing moment becomes symmetric and with a much small 

amplitude.  However, the roll angle becomes smaller but it 

keeps the same form and frequencies (Fig. 11). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11.  Time histories of moment coefficients and roll 

with structure parameters 
2 21.0 10 , 1.0 10k dφ φ

− −= × = ×

when disturbance is removed. Angle of attack 65α °= . 

 

 

CLOSING REMARKS 

We conduct a numerical investigation of the flow around an 

inclined tangent ogive-cylindrical body, placed in a wind tunnel 

at a high angle of attack and allowed to rotate around its 

longitudinal axis of symmetry. The body is subjected to three-

dimensional, compressible, laminar flow at Reynolds number 

of 30,000 based on the body diameter and a Mach number of 

0.2. A second-order implicit finite difference scheme is 

employed for the flow equations, adapted to three-dimensional 

curvilinear coordinate system, whereas the coupled structural 

equation is solved by an explicit fourth-order Runge-Kutta 

method.  

 

We describe the investigation of three angles of attack

20α = ° , 40α = °  and 65α = °  both for fixed and free-to-

roll configurations.  For each angle of attack the free-to-roll 
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configuration portrays a distinct and different behavior pattern. 

Depending on structure characteristics and flow conditions 

even a small rolling moment coefficient may lead to large 

amplitude roll oscillations. 

 

A direct implication of this investigation is that roll moments 

due to viscous effects of vortex asymmetry and unsteadiness 

can have significant effects when pointed slender bodies of 

revolution are subjected to flows with varying angles of attack.  

This should be taken into account when stability or 

maneuverability of such bodies is considered.   
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The thermal and dynamical properties of steady state, near-critical �uid �ows in capillaries are
explored by the numerical analysis of the Navier-Stokes equations written for a Newtonian, heat
conducting and viscous van der Waals �uid. We focus on how the di�erent critical transport coe�-
cients anomalies dominate the �uid �ow in a capillary duct of constant section. This con�guration
is of great interest for cooling technologies, cryogen-tightness in launchers technologies. The pertur-
bation of the basic, isothermal �ow associated to the radial heat conduction is studied numerically
and con�rms the existence of three zones where di�erent mechanisms prevail. The �rst zone ex-
tends from the capillary inlet to the critical cross section. In a narrow layer surrounding the critical
cross section, the e�ects of the diverging �uid properties becomes prominent and manifest thermo-
mechanical coupling mechanisms on the �ow. The heat transfer brought in by the longitudinal,
forced convection compensates the diverging temperature drop. In the third zone, the temperature
increases again to reach the wall temperature. By implementing simpli�ed or more realistic models
of the thermal conductivity singular behavior, our numerical results are consistent with the previous
asymptotic analysis for hydrogen case and con�rm the signi�cant temperature drop in the critical
cross section for carbon dioxide case.

Latin Greek

a, b van der Waals parameters of the �uid µ, ηb dynamic (shear) and bulk viscosity

cp, cV speci�c heat at constant pressure and volume κT isothermal compressibility

F non dimensional functions ρ density

kB Boltzmann constant χ∗
T scaled isothermal susceptibility

L,R length and internal radius of the tube Subscripts

M molar mass of the �uid as asymptotic

p pressure c critical parameter

Pr Prandtl number co crossover

Q mass �ow e density excess

ReR Reynolds number based on the tube radius IG Ideal-gas parameter

T temperature IN inlet

V volume OUT outlet

r = RIG
M

Ideal-gas constant of the �uid MF mean-�eld

RIG Ideal gas molar constant p, ρ, V constant pressure, density, volume

u, v longitudinal and radial velocity components vdW van der Waals

z, r longitudinal and radial coordinates z, r �rst-order derivative with respect to z, r

Greek zz, rr second-order derivative with respect to z, r

β, γ, ν universal critical exponents 0 �rst-order solution

βp isobaric expansion coe�cient 00 zero-density limit

ε = R
L

aspect ratio Decorated

λ thermal conductivity coe�cient ¯ regular or particular scaled quantity

∆λ critical enhancement of λ

Table I: Nomenclature

I. INTRODUCTION

Due to short-ranged attractive forces between the
particles, high pressure and high density �uids ex-

hibit a critical point in their phase diagram where
the thermodynamics and transport properties show
power law anomalies [1, 2]. At critical density, the
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isothermal compressibility, the isothermal expansion
coe�cient, the heat capacities at constant pressure or
constant volume, and the heat conductivity, tend to
in�nity when the temperature approaches the criti-
cal conditions while the power laws are such that the
heat di�usion coe�cient tends to zero. However, in
such near critical conditions, �uids are continuous me-
dia that can be described by the Navier-Stokes equa-
tions provided the transport coe�cients account for
the above-mentioned anomalous behaviors [3]. Be-
yond fundamental statistical physics questions, one-
phase (supercritical), near critical �uids thus also ad-
dress macroscopic hydrodynamics problems that have
been extensively studied [4]. In the present work,
we address pressure-driven forced convection of trans-
critical �uids in capillaries, which belong to a new
signi�cant class of thermomechanical coupling prob-
lems. Indeed, this work comes after the initial ap-
proach given in Ref. [5] from the asymptotic analysis
of this type of �ow. Such a preliminary work has
reaveled interesting second-order contributions of the
thermal e�ects through the capillary wall, with notice-
able consequences for engineering small scale investi-
gations of leakage, in�ltration path, etc. We basically
keep the same con�guration, but we analyze numeri-
cally the structure of the �uid �ows that go through
the critical point in the capillaries with large depar-
tures from the critical conditions. We solve the van
der Waals �uid equations of motion. We identify the
di�erent regions where the di�erent critical anoma-
lies prevail. We focus our result presentation on the
thermal e�ects. We compare with the previously ob-
tained asymptotic solutions for hydrogen to con�rm
the validity of the numerical code, and compute the
solution for carbon dioxide in the challenging perspec-
tive of designing an experiment for validation.

II. THE MODEL AND THE GOVERNING
EQUATIONS

A. The model

We consider a steady state, van der Waals �uid �ow
in a cylindrical microchannel that joins two (in�nite
in thermal conductivity and in size) reservoirs, both
being then maintained at constant temperature T =
Tc and at constant, di�erent inlet pIN and outlet pOUT
pressures (Fig. 1), with pIN > pc and pOUT < pc,
respectively (i.e., at constant, di�erent inlet ρIN > ρc
and outlet ρOUT < ρc densities, consequently). The
channel wall is maintained at T = Tc. The channel
sizes are 2R = 20µm in diameter and L = 30 cm in
length, leading to a small value of the aspect ratio
ε = R

L = 3.33× 10−5 � 1.
In practical situations, the channel can be tortuous

and the wall temperature may di�er from the critical
temperature because of the �nite heat conductivity of

Figure 1: The model: a 2-D, cylindrically symmetric, cap-
illary tube of 2R = 20µm in diameter and L = 30 cm
in length joins two reservoirs at di�erent pressures, higher
and lower than the critical pressure, respectively. The cap-
illary wall, of small aspect ratio ε = R

L
= 3.33×10−5 � 1,

is maintained at the critical temperature.

the wall. However, as the inlet and outlet pressures
are higher and lower than the critical pressure, respec-
tively, the critical pressure is reached in a section of
the channel where T ∼ Tc. We can anticipate on the
analysis by noting that in our ideal cylindrical tube
of constant wall temperature T = Tc over the �nite
length L � R, the �uid temperature is initially ho-
mogeneous and equal to Tc. The �uid reaches thus
the critical state conditions in some location within
the capillary. This particular con�guration has been
chosen to highlight the critical anomalies e�ects. The
�uid is considered to be steady laminar, Newtonian,
compressible, viscous and heat conducting [4, 6, 7]. In
the steady state, the local thermodynamic �uid prop-
erties and the velocity are given by the well-known,
mass, momentum and enthalpy balance equations (see
Ref. [4] for their detailed notations and derivations)
where the times derivatives are set to zero. The �ow
�eld, where u and v are the longitudinal and radial
velocity components, is supposed to be cylindrically
axisymmetric in the longitudinal z-axis and the radial
r-axis of the coordinates, so that the derivatives with
respect to the azimuthal angle θ have been dropped
in the governing equations. Moreover, as the critical
density is large, the �uid is a continuous media and
the no slip condition is considered for the velocity on
the capillary walls. The pressure is homogeneous in
the inlet and outlet planes. For symmetry reasons
the velocity components, their gradients as well as
the temperature gradient are zero along the z axis.
For simplicity on the present analysis, we �nally note
that only the non-dimensional forms of the governing
equations will be written when needed later on.
These equations are closed by the van der Waals

equation of state

p =
ρrT

1− bρ
− aρ2 (1)

where a =
3pc,vdW
ρc2

and b = 1
3ρc

are the van der Waals

parameters of the �uid, selecting the experimental val-
ues of Tc and ρc as entry data to characterize the

�uid. r = RIG
M =

8pc,vdw
3ρcTc

(not to be confused with the

radial r-coordinate) is the ideal gas constant of the
�uid that de�nes the van der Waals critical pressure
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pc,vdw. Indeed, the value of pc,vdw di�ers from ex-
perimental value of pc due to the di�erence between
the �uid critical compressibility factor Zc = pc

ρcrTc
and the van der Waals critical compressibility factor
Zc,vdw = 3

8 =
pc,vdw
ρcrTc

. The van der Waals equation of

state, so-called the mean-�eld approximation of the
�uid equation of state (i.e., when the true contribu-
tion of the critical �uctuations is approximated), while
non-exact to describe the singular behavior of Ising-
like critical systems very close to the critical point,
often proved to give satisfactory phenomenological ap-
proach of the thermomechanical coupling phenomena
in real �uids [4�6]. The isobaric expansion coe�cient

βp the inverse isothermal compressibility (κT )
−1
, and

the speci�c heat at constant pressure cp, only depend
on Eq. 1, and can be written as follows:

βp = − 1
ρ

(
∂ρ
∂T

)
p

= ρr
p−a(1−2bρ)ρ2

(κT )
−1

= ρ
(
∂p
∂ρ

)
T

= ρrT
(1−bρ)2 − 2aρ2

cp = cV IG − rT
1−bρβp

cp = cV IG + ρr2T
(1−bρ)2κT

(2)

where cV IG is the heat capacity at constant volume
for the ideal gas (here, cV IG = 5

2r for hydrogen and
carbon dioxide cases). It should be mentioned that

βp ∼ κT ∼ (ρ− ρc)−2
along the critical isotherm.

The model must be complemented by a statistical
mechanics input for the dynamical (shear) viscosity µ
and the heat conductivity λ coe�cients [8], which also
belong to the above mean �eld approximation. For
the viscosity case, µ shows a small power law expo-
nent near the critical point [8] and can be considered
as an ideal-gas-like (or mean �eld) constant property
in our modelling [4]. Therefore µ = µIG, where µIG
is the shear viscosity for the ideal-gas at a selected
convenient temperature, and the viscous e�ects can
be accounted for using the Navier-Stokes assumption
2
3µ+ ηb = 0. For the heat conductivity case, we con-
sider two di�erent expressions. The �rst one, referred
to as λ-model 1, similar to the one used in [5], is a sim-
pli�ed expression that shows an asymptotic behavior

of λ that is depending on (T − Tc)−
1
2 and (ρ− ρc)−

1
2

when approaching the critical point along the critical
isochore and the critical isotherm, respectively. For
such power law dependences, λ-model 1 can be writ-
ten as follows.

λ = λIG

[
Λ1
T − Tc
pc,vdW
3
8ρcr

+ Λ2
ρ− ρc
ρc

]− 1
2

(3)

where λIG is the thermal conductivity for the ideal-
gas and Λ1and Λ2 are non-dimensional constants of
order one. In this equation the asymptotic tempera-
ture behavior on the critical isochore agree with the
one expected from the mean-�eld approximation while
it is only a simple, but arbitrary, functional density

behavior along the critical isotherm. Its simple form
using Λ1 = Λ2 = 1 made an asymptotic analysis pos-
sible [5] but is therefore physically invalid, even if, as
will be shown, the results are not so far from that
given by our present more realistic numerical analysis
reported below. Indeed, the corresponding analytical
asymptotic solution that was obtained in [5] will be
here checked by comparison with the numerical solu-
tion obtained below using our numerical method with
the same λ-model 1 for the thermal conductivity.
The second expression, referred to as λ-model 2,

is a more complete expression for λ including three
distinct contribution terms, as analyzed in [8]:

λ (T, ρ,∆T,∆ρ) = λ00 (T ) + λe (ρ) + ∆λ (|∆T | , |∆ρ|)
(4)

λ00 (T ) is the thermal conductivity in the limit of
zero-density, therefore only temperature dependent.
λe (ρ) is commonly referred to in the engineering liter-
ature as the density-excess of the thermal conductivity
and then assumed only density-dependent. Generally,
λ00 (T ) + λe (ρ) = λ (T, ρ) is referred to as the reg-
ular thermal conductivity, which can be used to cal-
culate the thermal conductivity far from the critical
point. Obviously, ∆λ (|∆T | , |∆ρ|) is the critical en-
hancement of the thermal conductivity that accounts
for the singular behavior of λ in the critical region.
Unfortunately, such a complete expression is not in
a convenient functional form to make an asymptotic
analysis possible and, moreover, the �uid parame-
ters involved in Eq. 4 are little known for hydrogen.
Therefore, we have used this λ-model 2 only for the
numerical modelling of CO2, for which these three dis-
tinct contribution terms can be written as follows,

λ00

(
T̄
)

=

(
T̄
)− 1

2

k = 3∑
k = 0

ak
(
T̄
)−k (5)

with a0 = 32.3537, a1 = 77.1034, a2 = 618.115, a3 =
−613.848, expressed in W−1mK.

λe (ρ̄) =

k = 3∑
k = 1

bk (ρ̄)
k

(6)

with b1 = 0.33789 × 10−2, b2 = 0.27725 × 10−3, b3 =
0.47396×10−4, expressed in Wm−1K−1. In the above
Eqs. 5 and 6, we note that are introduced the practical
non-dimensional variables T̄ = T

Tr,CO2
and ρ̄ = ρ

ρr,CO2
,

where Tr,CO2 = 100K and ρr,CO2 = 100 kgm−3.
∆λ can be obtained from the Stokes-Einstein di�u-

sion coe�cient, introducing then a non-dimensional
crossover function Fco(|∆T | , |∆ρ|), which accounts
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for the singular behavior on |∆T | =
∣∣∣ TTc − 1

∣∣∣ and
|∆ρ| =

∣∣∣ ρρc − 1
∣∣∣ when approaching the critical point,

and which provides the expected decrease to zero
value of ∆λ far from the critical point. In addi-
tion, the calculation of the di�usion coe�cient needs

to introduce also Tc
pc

(
∂p
∂T

)
ρ

=
8 ρ
ρc

3− ρ
ρc

(obtained from

Eq. 1) and to use the mean-�eld relation ξ =

ξ0MF

(
χ∗
TvdW

Γvdw

) 1
2

between the correlation length ξ and

the non-dimensional isothermal susceptibility χ∗
T =(

ρ
ρc

)2

pcvdWκT , where κT = 1
ρ

(
∂ρ
∂p

)
T
is the isother-

mal compressibility (see Eq. 2). We note that the
mean-�eld amplitudes ξ0MF and ΓvdW comes from the

mean-�eld singular behaviors ξ = ξ0MF (∆T )
− 1

2 and

χ∗
T = ΓvdW (∆T )

−1
in the homogeneous domain along

the critical isochore (∆ρ = 0). χ∗
T only depends on

Eq. 1, and can be written as follows:

χ∗
T =

ρ
ρc

(
3− ρ

ρc

)2

24 T
Tc
− 6 ρ

ρc

(
3− ρ

ρc

)2 (7)

As a result, ∆λ writes such as [8]

∆λ =
kBpcvdW
µMFξ0MF

Λ

6π
(ΓvdW)

1
2 FvdWFco (8)

where the prefactor ratio
kBpc,vdW
µMFξ0MF

only involves di-

mensioned quantities, in particular the regular (i.e.,
constant) shear viscosity µMF of a van der Waals �uid
at the critical point [4]. The ratio Λ

6π appears in the
di�usion coe�cient calculated from the renormaliza-
tion group theory. In Eq. 8, the non-dimensional
functions FvdW and Fco write as follows

FvdW =
(
T
Tc

ρc
ρ

)2 [ 8 ρ
ρc

3− ρ
ρc

]2 [ ρ
ρc

(3− ρ
ρc

)
2

24 T
Tc

−6 ρ
ρc

(3− ρ
ρc

)
2

] 1
2

(a)

Fco =
(
ρ
ρc

)n
exp

[
−Aλ (|∆T |)2 −Bλ (|∆ρ|)4

]
(b)

(9)
with FvdW only depending on the van der Waals Eq.
1. All the needed values of the constants and �uid
parameters involved in Eqs. 8 and 9 are given in Table
II, with n = 0 in the above crossover function. Unlike
in most of the fundamental researches cited here, we
note that the dependence in density is considered to
account for large (non perturbative) departures from
the critical density.

B. The non dimensional equations

We choose L, R as the length scales in the longi-
tudinal z-direction and in the radial r−direction, re-
spectively, and ρc, pc,vdW, as density and pressure

H2 CO2

kB
(
JK−1

)
1.38 × 10−23

r
(
Jkg−1K−1

)
4.12 × 103 0.189 × 103

a
(
m3kg−1K

)
51.146 138.18

b
(
10−5m3kg−1

)
110.71 71.255

cpIG
(
Jkg−1K−1

)
1.442 × 104 0.662 × 103

γIG =
cV pIG
cpIG

1.4

pIN/pc 1.5 1.05
pOUT/pc 0.8 0.95

Tc (K)) 32.938 304.14

ρc
(
kgm−3

)
31.36 467.8

pc,vdW (MPa) 1.546 10.08

µIG (Pas) 8.9 × 10−6 14.7 × 10−6

λIG
(
Wm−1K−1

)
0.176 0.016

PrIG 1.59 × 10−2 0.732

εReR 0.0168 0.474

Λ 1.02

ΓvdW
1
6

µvdW (Pas) 32.7 × 10−6

ξ0MF (m) 1.5 × 10−10

Aλ 39, 8

Bλ 5, 45

Table II: Fluid parameters

scales, respectively. The scale for the temperature
corresponds to the temperature Tr,IG of an ideal-gas
set at ρc and pc,vdW, e.g., Tr,IG =

pc,vdW
ρcr

. One

should note immediatly that the critical temperature
in scaled variable is thus Tc

Tr,IG
= 8

3 , while the scale

for the isobaric expansion coe�cient is 1
Tr,IG

= ρcr
pc,vdW

.

As the �ow along the longitudinal axis of the capil-
lary tube is driven by pIN − pOUT, the longitudinal
and radial velocity scales are the Poiseuille velocity

U = pcR
2

4µIGL
in the z-direction and the product εU

in the r-direction, respectively, where we recall that
the aspect-ratio ε = R

L � 1 is a small parameter
due to our capillary geometry. Obviously, the nat-
ural scales for the speci�c heats, the viscosity and the
thermal conductivity are cpIG (with here cpIG = 7

2 ,

i.e., γIG =
cpIG
cV IG

= 1.4), µIG, and λIG, respectively. By
carrying the above de�nition of the scaling into the
Navier Stokes equations, the basic non-dimensional
governing equations write in similar reduced forms to
the ones of Ref. [5], recovering the speci�c heat ratio
γIG, the Prandtl number PrIG =

µIGcpIG
λIG

, the Reynolds

number ReR = ρcUR
µIG

and the product εReR = ρcUR
2

µIGL
,

where the latter one gives the relative magnitude of
the inertia and viscous stresses for the longitudinal
and radial motions, respectively. For the hydrogen
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case, µIG and λIG are calculated from the kinetic gas
theory at T = 300K, while their estimations for car-
bon dioxide case are discussed below. We note our
subscript notation exchange from 0 in Ref. [5] to IG in
present work, which avoids a confuse meaning in the
ideal-gas origin of our reference scales when writing
the �rst-order solution (see below Eqs. 10 with sub-
script 0) of the Navier-Stokes equations. Accordingly,
the non dimensional forms of the thermodynamic and
the transport (λ-model 1) properties are

p = 3ρT
3−ρ − 3ρ2

βp = ρ
p−ρ2(3−2ρ)

cp = 1
γIG

[
1− 3(γIG−1)

3−ρ βp

]
µ = 1

λ =
[
Λ1

(
T − 8

3

)
+ Λ2 (ρ− 1)

]− 1
2

where we note that the use of similar notation for
the non-dimensional quantities is not confusing due to
their association to the numerical values of the con-
stants and amplitudes involved in the equations.
Now using the Taylor expansions close to the critical

point of the properties involved in Eqs. 7, 8, and 9 for
the λ-model 2 case, the non-dimensional asymptotical
forms (χ∗

T )
−1
as

and ∆λas of the (χ∗
T )

−1
and ∆λ mean-

�eld behaviors are

(χ∗
T )

−1
as

= 1
ρ

[
ΓvdW

(
T − 8

3

)
− 9

2 (ρ− 1)
2

+ .
]

∆λas = ΛMF

[
9T

8(3−ρ)

]2 [
ρΓvdW

(T− 8
3 )− 3

4 (ρ−1)2+.

] 1
2

Fco

Fco = exp
[
−Aλ

(
T − 8

3

)2 −Bλ (ρ− 1)
4
]

with ΛMF = Λ
6π

kBpcvdW(ΓvdW)
1
2

λIGµMFξ0MF

∆λas shows the correct mean-�eld behavior of λ that

is depending on (T − Tc)−
1
2 and (ρ− ρc)−1

when ap-
proaching the critical point along the critical isochore
and the critical isotherm, respectively.
The boundary conditions and symmetry properties

that apply to the non dimensional variables are

u (1, z) = v (1, z) = 0 T (1, z)) = 8
3 p (r, 0) = pIN

p (r, 1) = pOUT ur (0, z) = 0 Tr (0, z) = 0

III. THE ISOTHERMAL APPROXIMATION

We �rst recall the main characteristics of the
isothermal approximation obtained in Ref. [5] where
the following set of the Navier-Stokes �rst-order so-
lutions (labelled with the subscript 0) are for the
temperature, the density gradient, the density change
along the longitudinal axis, the �ow rate, the pressure
�eld, the longitudinal and the radial velocity compo-

nents, successively

T0 (r, z) = 8
3

dρ0
dz = − 2Q0(3−ρ0)2

3ρ0(4−ρ0)(ρ0−1)2

z (ρ0) = 1
Q0

[
ρ30
2 −

18
3−ρ0 − 6 ln (3− ρ0) + C0

]
Q0 =

ρ3
OUT

−ρ3
IN

2 + 18(ρIN−ρOUT)
(3−ρOUT)(3−ρIN) + 6 ln

[
(3−ρIN)

(3−ρOUT)

]
p0 (z) = 3

3−ρ0

[
(ρ0 − 3)

3
(ρ0 + 3) + 8

]
+ C1

u0 (r, z) = − 4Q0

ρ0

(
1− r2

)
v0 (r, z) = 0

(10)
The additional inlet constants C0 and C1 involved in
the above solutions are

C0 = −ρ
3
IN

2 + 18
3−ρIN − 6 ln (3− ρIN)

C1 = 3
3−ρIN

[
(ρIN − 3)

3
(ρIN + 3) + 8

]
In such an isothermal approximation, the near-critical
nature of the �uid only plays through the equation of
state and through the singular behavior of the isobaric
expansion coe�cient. Like in ideal-gas �ows at the en-
try small scale of the capillary tube, the temperature
is homogeneous (and equal to the critical tempera-
ture), the viscous friction is dominant and the basic
dynamical structure is that of a Poiseuille �ow along
the longitudinal axis with zero-value of the radial ve-
locity component. However, unlike ideal gas �ows, the
density gradient becomes in�nite for the critical value
of the density (ρ0 = 1), which is reached in a so-called
critical cross section de�ned by zc = z (ρ0 = 1), (see
left part of Fig. 2 where are reported non-dimensional
density ρ0 as a function of non-dimensional longitudi-
nal z-coordinate for r = 0). In this critical cross sec-
tion the pressure gradient keeps a �nite value but the
acceleration tends to in�nity, which reveals the pres-
ence of a singular thermomechanical coupling mech-
anism crossing zc. It is important to note that the
�uid properties must be continuous throughout the
�ow �eld. It should be reminded that the total en-
thalpy of the �uid increases dramatically to keep its
temperature constant in the strong �uid expansion at
zc. This is done by the heat transfer through the walls
that was previously studied asymptotically in [5] from
the second-order development of the variables, only
using λ-model 1 for hydrogen case.

IV. THE HEAT TRANSFER

As for the above isothermal approximation, we �rst
brie�y report on the phenomenology of the heat trans-
fer analysis performed in [5]. In this preliminary ap-
proach based on the λ-model 1 for the hydrogen case,

the heat conduction diverges as |ρ0 − 1|−
1
2 , which is

physically incorrect (see above), but allows obtaining
a second-order asymptotic description from the equa-
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Figure 2: left : Rescaled density in the capillary tube, plotted as a function of the rescaled longitudinal z-coordinate, for
hydrogen in the isothermal approximation and λ-model 1 for thermal conductivity. p (z = 0) = pIN = 1.5 and p (z = 1) =
pOUT = 0.8. The density is continuous but its gradient is in�nite at the critical cross section zc = z0 (ρ0 = 1). right :
Numerically computed density while keeping the temperature constant T0 (r, z) = 8

3
(numerical isothermal approximation

with similar condition to the left part case, see text).

Figure 3: Rescaled temperature perturbation
T− 8

3

(εReR)
2
3

in the center of the capillary (r = 0) due to heat transfer in

the narrow layer surrounding the critical cross section at zc, plotted as a function of the rescaled variable z−zc
(εReR)

2
3
for

the non-isothermal approximation in hydrogen case with similar conditions to Fig. 2. left : As calculated from the
second-order analytical solution in [5]. right : As computed from our numerical method.

tions that provides access to the basic thermal phe-
nomena. Indeed, the introduction of such a simpli-
�ed heat transfer in the asymptotic analysis highlights
three regions. In the �rst region, that extends from
the inlet section to the close vicinity of the critical
cross section, the heat transfer is driven by a compe-
tition between the heat conduction and the heat sink
due to the work of the pressure forces in the �uid �ow
expansion. The heat sink due to the expansion di-
verges such as ∼ βp ∼ (ρ0 − 1)

−2
. The competition is

in favor of the expansion so that the temperature per-
turbation goes to negative, in�nite value, at zc. The
second region is a narrow layer perpendicular to the
main stream, surrounding the critical cross section,
driven by forced convection. In this layer the forced

convection brings heat from the upstream, hotter �uid
and thus smooths out the singular temperature be-
havior. The singularity at zc is replaced by a sharp
drop in temperature over the narrow layer surround-
ing the critical cross section. The corresponding result
is reported on the left part of Fig.3 that displays the

rescaled temperature perturbation
T0− 8

3

(εReR)
2
3
as a func-

tion of the rescaled internal variable z−zc
(εReR)

2
3
in such a

narrow layer. We note that this dimensionless temper-
ature drop and the corresponding dimensionless thick-

ness of the layer scale as ε (ReR)
2
3 . In the third region,

that extends from the critical section to the outlet sec-
tion, the �uid goes farther away from the critical point
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Figure 4: Numerically computed values of the rescaled

temperature perturbation
T− 8

3

(εReR)
2
3
in the critical cross sec-

tion at z = zc, plotted as a function of the rescaled radius
variable r

R
for the non-isothermal approximation in hydro-

gen case with similar conditions to Fig. 2. The apparent
temperature di�erence at r

R
= 1 is not physical but only

due to the �nite size mesh (see text).

since density keeps decreasing. Going away from the
critical point makes the expansion process less and
less e�ective to decrease the temperature, which in-
creases again to ultimately reach the wall tempera-
ture in the outlet section. We note that the dynamic
phenomena that occur in the critical cross section are
not addressed in this preliminary work and we limit
ourselves to the thermal e�ects only calculated nu-
merically in the present work, �rst for λ-model 1 to
validate the numerical method in hydrogen case, and
second for λ-model 2 to estimate the order of magni-
tude of the amplitude of the non-isothermal e�ects for
a more realistic heat conductivity for carbon dioxide
case.

V. THE NUMERICAL METHOD

The numerical algorithm implemented in the
PHOENICS software performs the discretization of
the transport equations in a 2D, axisymmetric po-
lar grid and uses a classical �nite volume technique
[9, 10]. This algorithm leads to a �nite set of alge-
braic equations that are solved iteratively in a segre-
gated manner. Such a task was accomplished using
the BICGSTAB algebraic solver for temperature and
velocities, and a preconditioned conjugate gradient for
pressure. The density is estimated from the van der
Waals equation of state in an iterative manner. The
coupling between the momentum equation, the mass
conservation equation, the energy equation and the
equation of state is made using the SIMPLEST from
the SIMPLE family algorithms. Moreover, the hybrid

scheme and or the CHARM second order scheme have
been used to handle the discretization of the advec-
tion/convection term of the equations. The di�erent
steps of the resolution for each iteration increment
(sweep) are summarized as follow:
1. Solve the density �eld and the thermodynamic

pressure using a known temperature
2. Solve the momentum equations applying SIM-

PLEST algorithm
3. Solve the energy equation with the previously

computed thermodynamic pressure at step 1
4. Repeat from step 1 for achieving convergence

on a criteria calculated for each dependent �ow vari-
able. For this process, we need 4000 sweeps for the
isothermal case to reach a steady state solution. Then
using such isothermal case as initial, guess another
7000 sweeps to achieve steady state solution for non-
isothermal case. The slowness of the convergence (due
to the diverging properties around the critical point)
to obtain the �nal temperature �eld T (r, z) also im-
pacts the resolution of the momentum and mass con-
servation equations. For the results presented in this
paper, the number of points is 1000 in the axial direc-
tion and 12 in the radial direction.

VI. VALIDATION OF THE NUMERICAL
CODE

A. The isothermal approximation for λ-model 1
(hydrogen)

In this section we consider λ-model 1 that has been
used in the asymptotic analysis of Ref. [5], i.e., using

λ ∼ (ρ0 − 1)
− 1

2 along the critical isotherm. The tem-
perature is �rst kept arti�cially to the critical temper-
ature T0 (r, z) = 8

3 during the calculation to compare
with the isothermal analytical solution. The result
shown on right part of Fig. 2 is in excellent agree-
ment with the analytical one plotted on the left part.

B. Non isothermal numerical solution for
λ-model 1 (hydrogen)

The excellent agreement between the second-order
analytical results of Ref. [5] and our computed results
for the temperature drop within the above-mentioned
layer surrounding the critical cross section is shown
on the left and right part of Fig.3 that displays the
rescaled temperature perturbation as a function of the
rescaled space variable. In addition, only considering
the critical cross-section at z = zc, the numerically
computed evolution of the rescaled temperature per-
turbation as a function of the rescaled radius variable
r
R is shown in Fig. 4, which con�rms the temper-
ature relaxation to the thermostated temperature of
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Figure 5: Numerically computed temperature of carbon
dioxide (expressed in K) in the center of the capillary tube
as a function of the z-abscissa (expressed in m) to show the
expected dimensional temperature drop (here of ∼ −6K)
due to the thermal transfer e�ects, with the objective to
perform an experiment control of the corresponding ther-
momechanical coupling mechanisms present in the narrow
layer surrounding the critical cross section at zc w 0.257m.

the wall when r
R → 1 . We note that the appar-

ent temperature di�erence at the wall limit (r ' R)
is not a physical result but only due to mesh �nite
size, while the numerically computed variables take
the mean value at the volume center of the primary
cell, which is in contact with the wall boundary. Al-
though further re�nements in the mesh size for the
stability of the solution are still pending, we can pro-
ceed to the similar numerical calculation for the car-
bon dioxide case that accounts for a more realistic
behavior of the thermal conductivity.

C. Non isothermal numerical solution for real
heat conductivity (λ-model 2, carbon dioxide)

The calculations are performed for CO2, consider-
ing Eq. 8 with the �uid parameters given in Table
II or in the text, i.e., using ∆λ ∼ (ρ0 − 1)

−1
along

the critical isotherm. µIG and λIG are calculated only
from the term corresponding to the zero-density limit
contribution to µ and λ, respectively, at T = Tc (see
[8]). Moreover, we note the relative reduction of the
inlet pressure to pIN = 1.05 pc and the outlet discharge

pressure to pOUT = 0.95 pc, from comparison to the
previous hydrogen case. The computed temperature
within the longitudinal axis of the capillary tube is
given in Fig. 5. We note the non-symmetry of the
temperature pro�le that comes from the regular part
λ (T, ρ) of the thermal conductivity, which exhibits
a monotonic increase with increasing density (along
the critical isotherm). This noticeable realistic feature
(which is not possible to reveal by using the symmetri-
cal simpli�ed λ-model 1) provides con�dence in using
our numerical method for designing the future experi-
ment that will be performed to validate the robustness
of this thermomechanical coupling mechanism in con-
�ned transcritical �uid �ows in capillaries.

VII. CONCLUSIVE REMARKS

Using a realistic description of the singular behavior
of the thermal conductivity close to the critical point
of carbon dioxide, we have numerically con�rmed the
main features of the thermomechanical coupling mech-
anisms of a van der Waals �uid �ow passing through
the critical state on its way along a capillary tube.
Particular attention was focused on the e�ect of ther-
mal transfers through the wall as previously observed
from an analytical asymptotic analysis [5]. Our re-
sults show a signi�cant decreasing amplitude of the
carbon dioxide temperature pro�le crossing the criti-
cal cross section. These results, related to a real �uid
easily used in con�ned channels [11, 12], open a pos-
sible alternative route for the experimental validation
of these modelling approaches. Indeed, a local tem-
perature drop below the critical temperature can then
drive a phase separation process in the capillary �ow,
provided the local density reaches the unstable two-
phase region under the liquid-gas coexistence curve.
The numerical investigations of the density behavior
near the critical cross section are in progress to check
this con�ned two-phase conjecture.
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ABSTRACT 

In this work, flow analysis, drag forces and drag 

coefficients of various bus models are investigated. Reduced 

drag forces result in lower fuel consumptions. The geometrical 

shape of the bus is very important for efficient streamlining and 

reduced drag. For a given volumetric inner space, the goal 

would then be to search for optimum shapes. For those shapes, 

inspiration is taken from nature. Due to its highly efficient 

hydrodynamics body, beluga whale shape is taken as an 

example and similar forms are designed for buses. The body is 

drawn using UNIGRAPHICS program. The drawings are then 

inserted into ANSYS CFD program for meshing. Drag forces 

and drag coefficients corresponding to the various designs are 

determined using Fluent (solver) and CFX (result) program. 

Substantial reduction in drag coefficients is possible for these 

new geometries which are inspired from whales. 
 

INTRODUCTION 
Biomimetic is a branch of science where technological 

improvements are achieved by mimicking designs from nature. 

Structures and design of creatures are sources of inspiration for 

scientists. A further jump in the current advanced level of 

technology can be possible by taking examples from nature and 

applying the concepts for solving our problems [1].  

Imitating forms from nature leaded to improvements in 

design concepts recently. Structure of humpback whale fins 

were investigated and the bumps known as tubercules could 

reduce drag and increase lift. Similar bumps could lead to 

more-stable airplane designs, submarines with greater agility, 

and turbine blades that can capture more energy from the wind 

and water [2]. A robot fish were designed and fabricated that 

mimics motion of a fish with oscillation of its tail fin [3]. 

Nowadays, the scientists work hard to improve the 

performance of vehicle by modifying the shape and weight of 

the vehicle. A recent research about fuel reduction for vehicles 

showed that aerodynamic improvement is one of the most 

important technologies when it comes to fuel saving [4]. A new 

concept car named bionic car has been designed by Mercedes-

Benz engineers mimicking the form of a boxfish. The drag 

coefficient of the car reached a very low value of 0.19 [5, 6]. 

Usually, in such car models the drag coefficients are within the 

range of 0.30-0.35.  

By modifying the truck geometry, solving the Navier-Stokes 

equation with k-ε turbulence model, it is shown that estimated 

fuel savings is nearly 35% [7]. Mohamed et al. [8] studied the 

possibility of drag reduction of buses and found that reduction 

in aerodynamic drag up to 14% can be reached, which 

corresponds to 8.4% reduction in fuel consumption by slight 

modification of the outer shape. In another bus model, a 

comparison with the worst design is made and the drag 

coefficient is reduced from 0.8782 to 0.3872 by using a curved 

surface in front. [9]. Airbus designed a cargo plane A300-

600ST which was inspired by the form of beluga whales and 

commonly known as Airbus Beluga [10]. Due to their high 

volumetric shape and perfect streamlined bodies, beluga whales 

are taken as examples to construct one of the worlds’ greatest 

aeroplanes.  

In this study, the perfect shapes of beluga whales are 

mimicked to reduce drag forces and coefficients of buses. 

Different new models were constructed all inspired by the 

beluga geometry. Solid models of the new buses are drawn 

using Unigaphics program. The models are placed in a control 

volume in Ansys CFD program. Drag forces and drag 

coefficients are calculated for these new designs.  

NOMENCLATURE 
 

A [m2] Frontal cross-sectional area of object 

Cd [-] Drag coefficient based on A 

Cf [-] Skin friction 

D [m] Characteristic diameter 

Fd  [N] Drag force (total) 

h  [m] Height  
L [m] Length  
N [m] Width  

P [Pa] Pressure 
V [m/s] Velocity of object 

y [m] First boundary layer thickness in CFX mesh 

 
Special characters  

ρ [kg/m3] Flow density 

µ [kg/ms]       Dynamic viscosity 

U*              [m/s]           Friction velocity 

τω [Pa] Wall shear stress 

 

Subscripts 

CFD  Computational fluid dynamics 

Re  Reynold number 
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2D                              Two dimensional 

3D  Three dimensional 

MATERIALS 
 

New designs of buses are presented to reduce drag and 

hence fuel consumption. Beluga whales are taken in the 

development of the solid models. The whales are chosen 

because they have a high volumetric space similar to buses and 

an excellent streamlined body with low drag values. Belugas 

grow up to 5.5 m in length and weighs up to 1600 kg. It has a 

swimming speed of 3-9 km/h, although they can maintain 

speeds as high as 22 km/h lasting up to 15 min [11]. 

 In this study, drag forces and drag coefficients of the new 

designs are contrasted with the commercial Neoplan Skyliner 

bus model which has one of the lowest drag coefficient value. 

The model and the dimensions are given in Figure 1 [12]. The 

company MAN Truck & Bus AG, announces the drag 

coefficient of the bus as 0.41. This is one of the lowest values 

among different commercial bus models.   

 Solid model of the Skyliner is drawn using Unigraphics 

program as shown in Figure 2.  The total length of the bus is 14 

m, the width is 2.55 m, and the height is 4 m. 

 

 

Figure 1 Neoplan Skyliner Bus 

 

Figure 2 Neoplan Skyliner model drawn by Unigraphics 

 The solid model of the beluga whale is formed using the 

same drawing program. First, splines of the solid model are 

drawn in 2D using Autocad program. The 3D shape is then 

formed by Unigraphics program as shown in Figure 3. The 

dimensions of beluga whales are taken as 1.066 m height, 0.944 

m width and 5.493 m length. The volume of the solid whale is 

2.33 m3. 

  

 
Figure 3 Beluga whale 3D model drawn by Unigraphics  

 

Six different variants of the beluga bus models are 

developed and specific names are assigned. The names are 

Beluga 1.1, Beluga 1.2, Beluga 1.3, Beluga 2.1, Beluga 2.2, and 

Beluga 2.3. The shapes of each model are given in Figure 4. 

The first number refers to the shape of the frontal part of the 

bus and the second number refers to the rest of the body 

including the middle and rear part of the bus. In accordance, 

Beluga 1.x models all have the same frontal shape, whereas 

Beluga x.1 all have the same body shape.  

The bus with original volume is named as Skyliner.N and 

the bus with a slightly reduced volume which has equivalent 

volume with the new designs is called Skyliner.V.  

Slight reductions in width and height is observed in Beluga 

1.1 model when viewed from above and sides. The frontal cross 

sectional area is designed to be wider than the rear cross 

sectional area.  

In Beluga 1.2 model, the design of frontal part is same with 

that of 1.1 model but the body differs. From front to rear, the 

height and width increase slightly first and then decrease 

towards the rear part. Excluding the frontal design, Beluga 1.3 

has an identical body shape with the Skyliner body.   

In Beluga 2.x models, the frontal design has been changed 

and the frontal shape looks sharper. Beluga 2.1 and 1.1 have the 

same body shapes except the frontal design and so on.  

The original Neoplan Skyliner which is named as Skyliner 

N has a volume of 122.8 m3. Instead of generating Beluga 

models with 122.8 m3 volumetric space which will not be 

suitable in dimensions according to 128th article of Highway 

Regulations, a reduced model of 100 m3 volumetric space is 

selected for both the new designs and Skyliner models. The 

corresponding Skyliner model with 100 m3 is called Skyliner.V.  
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F = 0.5ρC AU

 

Figure 4 Beluga Buses 

NUMERICAL METHODS 
 

The models are replaced in a control volume with 

dimensions 12 m, 22.5 m and 98 m in Ansys Workbench 

program. The model is placed in the control volume with twice 

the bus length from the inlet, four times the bus length from the 

outlet and 8 times the bus width from sides. Blockage ratio is 

defined to be the ratio of cross-sectional area of the prototype to 

the cross-sectional area of the control volume. For reliable 

results this ratio is kept under 7.5% in this study.  

 

Mesh Converter 
The model is replaced within two rectangular prism shaped 

boxes as shown in Figure 5. A finer mesh size is taken in the 

inner box. As an indication of the quality of the meshing, 

maximum skewness is kept under 0.95 in Ansys mesh.  

 

Figure 5 Meshing of Skyliner.N Model 

 

Six different number of total meshes are used to test the 

mesh-independency as given in Figure 6. The fourth test 

(7,671,773 number of meshes) is observed to be ideal for 

convergence of the results. Max. skewness ratio is found to be 

0.837. 

 

Figure 6 Mesh converter at 60 km/h 

 

Boundary Conditions 
The boundary conditions of the domain are: 60 km/h 

velocity at the inlet surface, zero pressure-gradient at the outlet, 

no slip condition at the road and bus, free slip condition at the 

sides. The road is taken to be both stationary and moving. The 

surfaces of the control volume are defined to have no shear 

stress whereas the surface of the bus is defined to have no slip 

condition. 

The temperature, density of air and dynamic viscosity 

values used in the analysis are taken as 20oC, 1.205 kg/m3 and 

1.8206 x 10-5 kg/ms, respectively. 

The drag force is  

 

                                                                (1) 

 

where ρ is the fluid density, Cd is the drag coefficient, A is the 

cross sectional area vertical to the air flow direction of the bus 

and V is the fluid velocity. The cross-sectional areas of Skyliner 

N., Skyliner V., Beluga 1.1, Beluga 1.2, Beluga 1.3, Beluga 

2.1, Beluga 2.2 and Beluga 2.3 are taken as 4.692 m2, 4.089 m2, 

4.309 m2, 4.208 m2, 4.145 m2, 4.371 m2, 4.274 m2 and 4.202 m2 

respectively.  

The Reynolds number is  
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where L is the length of the model and µ is the dynamic 

viscosity.  In the flow analysis, another important issue is the 

boundary layer thickness. During the CFD pre-processing 

stage, we need to know a suitable size for the first layer of grid 

cells (inflation layer) so that y+ is in the desired range. The 

actual low-field will not be known until we have computed the 

solution (and indeed it is sometimes unavoidable to have to go 

back and remesh your model on account of the computed y+ 

values). To reduce the risk of needing to remesh, we may want 

to try and predict the cell size by performing a hand calculation 

at the start. 

 Boundary layer analysis should be included in the analysis. 

The parameters are 

                                                          (3) 

                                                             (4) 

 

 

                                                                       (5) 

 

 

                                                                         (6) 

 

where Cf is the skin friction, τω is the wall shear stress, U* is the 

friction velocity. In the aerodynamic analysis, the reference 

displacement should be y+ ≤1 [13]. In this paper, y+=1 is used 

and the turbulence model is selected as k-ω SST model which 

is recommended for external flow. First boundary layer 

thickness y is found by taking y+=1 and shown in Figure 7. 

 

 

Figure 7 Boundary layer thickness 

 
RESULTS 

 
The CFD results of the Neoplan Skyliner and various beluga 

models are given in this section. The first boundary layer 

thicknesses, Reynolds numbers, drag coefficients and total drag 

forces are given in Table 1 for inlet fluid velocities of 60 km/h, 

y+=1 and k-ω SST turbulence model. 

 

 

 

 

Table 1 Drag forces and coefficients of the models  

 Stationary 

Road 

Moving Road 

Models y (m) Re Cd Fd (N) Cd Fd (N) 

Skyliner

.V 
4.02E-05 1.44E+07 0.382 261.6 0.401 274.1 

Beluga 

1.1 
4.04E-05 1.50E+07 0.327 235.5 0.317 228.1 

Beluga 

1.2 
4.03E-05 1.47E+07 0.277 195.1 0.280 196.9 

Beluga 

1.3 
4.03E-05 1.46E+07 0.321 222.7 0.320 222.1 

Beluga 

2.1 
4.04E-05 1.52E+07 0.335 244.9 0.324 236.6 

Beluga 

2.2 
4.03E-05 1.48E+07 0.289 206.8 0.290 207.6 

Beluga 

2.3 
4.03E-05 1.47E+07 0.328 230.5 0.324 228.0 

 

Skyliner N. is the original model and the obtained values can be 

compared with the one provided by MAN Truck & Bus AG. 

The company provides a value of 0.41. For stationary road, our 

calculated value is 0.349 and for moving road it is 0.361. Result 

of moving road seems to be closer to the given value. The 

reasons for discrepancy might be the absence of rearview 

mirrors and some other minor details as well as the perfect 

smoothness of the surfaces in our model which decreases the 

drag. Drag force of Skyliner.N is 273.9 N in stationary road, 

283.2 N in moving road. 

    Drag coefficients and total drag forces of buses of equal 

volumes are shown in Figures 8 and Figure 9. 

 

 

Figure 8 Drag Coefficient of models at 60 km/h 
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Figure 9 Drag Forces of models at 60 km/h 

 

Reduction in drag coefficients and forces are achieved in all 

beluga models.  One may conclude that the aerodynamic design 

of buses can be improved by mimicking beluga whales. The 

perfect streamlined shape of belugas are the reason of such 

reduction. Among the six variants of the beluga models, the 

best is Beluga 1.2 with the lowest drag coefficient of 0.277 in 

stationary road and 0.280 in moving road. Drag coefficients of 

the Skyliner.V is highest compared to the new designs with 

0.382 for stationary road and 0.401 for moving road.  

The static pressure contours of the three buses are given in 

Figure 10. These contours reveal the pressure variations and 

their areas of application.  

 

 

Figure 10 Static pressure contours of three models 

The max. Pressure of Skyliner.N is 172.1 Pa in stationary 

road, 183.8 Pa in moving road. The maximum static pressures 

of the models are given Table 2. 

Table 2 Max. Pressures of models 

Models 
Max.Pressures of models 

in Stationary Road (Pa) 

Max.Pressures of models 

in Moving Road (Pa) 

Skyliner.V 172.3 170.0 

Beluga 1.1 172.2 178.1 

Beluga 1.2 174.2 183.3 

Beluga 1.3 181.1 180.8 

Beluga 2.1 174.4 180.6 

Beluga 2.2 171.6 174.9 

Beluga 2.3 171.9 174.3 

 

 The highest static pressure is observed in Beluga 1.3 which 

is 181.1 Pa, and the lowest is in Beluga 2.2 which is 171.6 Pa. 

The maximum pressure area is widest in Skyliner V which does 

not have a perfect streamlined shape and in beluga models, the 

maximum pressure areas are reduced substantially.  

Streamlines for the models are shown in Figure 11. Eddy 

formation is observed at the rear of the models.  

 

 

Figure 11 Streamlines and eddies of models 
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The eddy formation at the rear is associated with the body 

design (mostly middle and rear parts). It is observed that 

Beluga x.1 models have smaller eddies compared to others. 

Beluga x.2 and x.3 models as well as the Skyliner models lead 

to larger eddies.  

CONCLUSION  
 

In this study, new bus designs are proposed to increase the 

aerodynamic efficiency. Inspired by the beluga whales, six 

different variants of the beluga bus designs are contrasted with 

the commercial Skyliner model which has one of the lowest 

drag coefficients among the bus models in use. It is shown that 

substantial reductions can be achieved in mimicking the form 

of a beluga whale. The flow analysis is conducted for 60 km/h 

(16.66 m/s) inlet velocities. It is shown that the drag 

coefficients can be reduced to lower values of 0.28 compared to 

some common designs of drag values as high as 0.40. Those 

models have 6 wheels and not including rearview mirror. 

While reductions are achieved in all six variants of the 

models, the best is Beluga 1.2 model with a drag coefficient 

reduction of 27.4% in stationary road, 30.17% in moving road.  
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