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ABSTRACT 
The objective of this study is to investigate the thermal- 

hydraulic performance of a solar air heater (SAH) using three-
dimensional Reynolds-averaged Navier-Stokes (RANS) 
analysis. The performance evaluation of SAH is examined to 
find out the optimum shape of obstacles mounted on the 
absorber plate. Four different obstacle shapes and three 
configurations were tested to determine the performance of 
SAH. The effect of the obstacle shape and configuration on 
heat transfer, friction factor and performance enhancement was 
investigated covering different range of Reynolds number. The 
maximum heat transfer augmentation by using an obstacle 
mounted SAH was 3 times higher compared with the smooth 
duct under similar geometrical and flow condition. 
Temperature and velocity contours are analysed in order to 
have better insight of SAH.  

 
INTRODUCTION 
Solar air heater is one of the simplest and cost effective solar 
energy utilization systems, utilized for various heating and 
drying applications. The thermal efficiency of solar air heaters 
is poor due low heat transfer coefficient between absorber plate 
and the air flowing in the collector. In order to make the SAH 
economically viable, their thermal efficiency needs to be 
improved by enhancing the heat transfer coefficient. Thermal 
performance of the SAH depends upon the material, shape, 
dimension and layout of the collector. The modification to 
improve the performance of SAH includes absorber with fin 
attached, corrugated absorber, ribs and regular geometrical 
roughness. However, increase in heat transfer is accompanied 
by an increase in the resistance to fluid flow.  Comprehensive 
review on roughness geometries and correlations of SAH is 
highlighted [1] and detailed survey about different CFD 
investigations has been presented [2]. Numerical investigation 
[3-7] is performed for the improvement of performance factor 
of artificially roughened SAH having arc shape, circular, square, 
semi-circular and triangle transverse wire rib roughness on the 
absorber plate. Experimental investigation for energy and 
exergy analysis of a novel flat plate SAH with and without 

obstacles has been approached [8]. They showed that largest 
irreversibility occurs at the SAH without obstacle. Evaluation 
of heat transfer performance of rib roughened rectangular 
cooling channel having 16 rib shapes has been performed [9].     
In this paper, the performances of the SAH with different 
shapes (U-shaped, rectangular, trapezoidal, and pentagonal) and 
configurations of obstacles were evaluated. The friction factor 
and Nusselt number were used to examine the thermal 
performance of the SAH configurations.  

NOMENCLATURE 
 
b [m] base of obstacles  
Dh  [m] equivalent hydraulic diameter of the air passage  
e  [m] obstacle height 
e/H  [-] height of relative obstacle 
f  [-] friction factor 
h  [W/m2K] convective heat transfer coefficient  
H  [m] duct height  
k  [W/mK] thermal conductivity of air  
L  [m] test section duct length  
Nu  [-] Nusselt number 
ΔP  [Pa] pressure drop across the test section  
PF  [-] performance factor  
Pl  [m] longitudinal space between rows of obstacles  
Pt  [m] transverse distance between two obstacles 
Pl/e  [-] relative obstacle longitudinal pitch 
Pt/b [-] relative obstacle transversal pitch 
Re  [-] Reynolds number 
U [m/s] Average velocity of air 
W  [m] duct width 
W/H  [-] W/H  aspect ratio 

 
Special characters 
ρ  [kg/m3] density of air  

 
Subscripts 
o  Obstacle duct 
s  Smooth duct 
 
NUMERICAL ANALYSIS  
Figure. 1 show the SAH model and Figure 2 shows the shape of 
obstacles and different configurations used to analyse the SAH 
model having dimension 1.2m x 0.3m x 0.05m. The top wall 
(absorber plate) is heated, and the air gets heated as it moves  
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Figure 1.SAH Model 
 

  
 

             

 
 

Figure 2. Obstacle shape and Configuration 
 
from inlet to outlet.  Different shaped obstacles are mounted on 
the underside of the absorber plate while the other sides are 
considered as smooth surface. The width (b = 0.03m) and 
height of obstacle (e = 0.025m) were kept constant for all 
obstacle shapes. Numerical analyses of fluid flow and heat 
transfer were carried out using the commercial CFD code, 
ANSYS CFX-14.5 [10]. Turbulence is taken into account by 
using the k-ɛ model and advanced wall treatment [6, 11].  
Unstructured tetra mesh was used in most of the computational 
domain and prism mesh was used near walls. High resolution 
scheme was selected for discretizing the advection terms of the 
governing equations. A turbulence intensity of 5% and auto 
computed length scale were selected for inlet turbulence 
conditions. The convergence criterion for monitoring residuals 
is of order of 10-8.  
 
 

 
BOUNDARY CONDITION 

The computational domain was selected as a half of the 
SAH domain enclosed by inlet, outlet, symmetric plane, and 
walls. A constant hear flux was supplied to the absorber plate. 
The thermo-physical properties of the working fluid (air) were 
obtained at ambient temperature. No-slip conditions were 
assumed on walls for momentum equations.  

 
PERFORMANCE PARAMETER 
The average heat transfer coefficient is given in terms of 
Nusselt number )(Nu  as follows: 

khDNu h=       (1) 
The friction factor, f was evaluated from the measured value of 
the pressure drop across the test section )( PD as follows: 

( ) 22 LUDPf h rD=                   (2) 
To evaluate the performance of the SAH based on heat transfer 
characteristics and pressure drop, the performance factor [12] is 
defined as  

3
1

÷
ø
öç

è
æ÷

ø
öç

è
æ=

s

o

s

o
f

f
Nu

NuPF     (3) 

 
 
RESULTS AND DISCUSSION 
For validation of numerical scheme with experimental results 
for triangular shape obstacle was performed for both ducts with 
and without obstacles. The numerical results exhibit average 
relative errors of 3.5% and 3.8%, respectively, for Nusselt 
number (Figure 3) compared to experimental data [12]. 
 

 
Figure 3 Validation of numerical results for Nusselt number 

compared to experimental data [12].  

11th International Conference on Heat Transfer, Fluid Mechanics and Thermodynamics

650



    

  

 

Figure 4 Variation of performance factor (PF) with       
Reynolds  number for different obstacle shapes. 

The numerical analysis has been performed for SAH, for 
various shape obstacle attached to the duct wall over a range of 
Re numbers. The average heat transfer/flow friction 
characteristics of the SAH are explored first, and then the 
effects of flow/roughness parameters are discussed.  Figure 4 
shows variations of the performance factor (PF) with Reynolds 
number for various obstacle shapes. It has been found that the  
PFs are greater than unity for the different obstacle shapes, with 
the pentagonal shape indicating the highest value of 2.31 at Re 
= 6,800. The performance factor decreases with an increase in 
the Reynolds number. To study the effect of obstacle 
arrangement on heat transfer characteristics and friction factor, 
additional two configurations of obstacles were tested (Type A 
and Type B, as shown in Fig. 2. Compared to the arrangement 
shown [12], an additional row of obstacles was inserted in both 
configurations. The average ratios of Nu, and friction factors (f) 
for U-shaped, rectangular, trapezoidal, and pentagonal 
obstacles to those of a smooth duct are shown in Figure 5 and 
Figure 6. The predicted values of Nu number indicates 
significant enhancement compared to the results of smooth duct. 
Comparison of the heat transfer results for the configuration A 
with those of configuration B indicates that there is marginal 
variation in heat transfer characteristics [Figure 5] and a 
significant reduction in friction factor [Figure 6]. The 
improvement in the performance factor for different 
configuration is shown in Figure 7. The performance factor 
incorporates both the thermal as well as hydraulic consideration 
with respect to the performance of the SAH. The PFs are above 
unity for different obstacle shapes and configurations. The 
performance factor for configuration Type-A is relatively good 
with those of Type-B. Also, the performance factor deteriorates 
with an increase in the Reynolds number for the cases studied.    

A 3-D temperature contour plot for SAH with pentagonal 
shaped obstacle mounted on the absorber plate for Re = 6,800 
is shown in Figure 8. A variation in temperature inside the SAH 

 

Figure 5 Variation of Nusselt number with Reynolds number 
for different configuration. 

Figure 6 Variation of friction factor with Reynolds number for 
different configuration. 

is induced by air flowing from the inlet to the outlet. The 
temperature is higher near the obstacle, periphery which 
contributes to higher heat transfer. The production of turbulent 
kinetic energy is promoted near the edges of the obstacles and 
near the walls. The adiabatic side wall of the SAH affects the 
temperature uniformity because higher temperature zones are 
found near the wall. Figure 9 show the streamlines in the SAH 
duct. The flow gets separated from the wall and is reattached 
before reaching the next obstacle, and this flow structure 
increases the heat transfer. 
 
CONCLUSION 
 An attempt has been made to evaluate the performance 
factor of obstacle mounted SAH. The combine effect of 
obstacle shape and configuration is considered to be 
responsible in the increment of heat transfer and friction factor  
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Figure 7 Variation of performance factor (PF) with Reynolds 
number for different configuration. 

 

 

 

 

 

Figure 11 Temperature distributions 6,800. 

 

Figure 8 Temperature distribution inside SAH for pentagonal 
shape obstacles at Re=6800. 

 

 

Figure 9 Streamlines for pentagonal obstacles at Re= 6,800. 
 

characteristics. Nusselt number has been found to increase 
whereas friction factor decreases with increase in Reynolds 
number for all combinations. Among the tested configuration 
Type-B shows the highest Nusselt number and Type-A 
configuration shows the lowest friction factor. A significant 
enhancement in the value of the thermo-hydraulic performance 
parameter has been found. The value of the thermo-hydraulic 
performance parameter varies between 1 and 2.32 for different 
cases investigated.   
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ABSTRACT 

Numerical modeling of latent heat storage unit needs a 

relatively fine meshing, which leads to large order models. So, 

for classic simulations in software such as Matlab, C ++ or 

Fortran, the concept of sparse matrix allows to have good 

computational time performance. However, in the Simulink 

environment, in which we develop a numerical simulator of 

combined heat and power (CHP) system, this notion does not 

exist. The handling of large-sized matrices leads to inconsistent 

simulation time with such a decision support tool. To solve this 

problem, we propose in this paper a reduced model obtained by 

using branch basis and amalgam method. The integration of this 

reduced model in the numerical simulator allows reducing 

simulation times up to a factor 36, for an acceptable precision. 

NOMENCLATURE 
 

M  spatial parameter 

𝑥𝑖 [-] state of the i-eigenmode 

𝑉𝑖 [K or °C] eigenvector of the i-eigenmode 

k [W/mK] Thermal conductivity 

c [J/kg.K] Heat capacity at constant pressure 
T [°C] Temperature 

Re [-] Reynolds number 

Nu [-] Nusselt number 
Pr [-] Prandtl number 

Ra [-] Rayleigh number  

r [m] Node radius, radial coordinate 
fl [-] Liquid fraction 

u [m/s] Velocity 

v [m3] Volume 
h [W/m2.K] Convective heat transfer coefficient 

ΔH [J/kg] Latent heat of fusion 

Tfus [K] Melting temperature  

𝑓𝑖(𝑧) [-] hyperbolic or sine function 

L [m] Length 

t [s] Time 

z [m] Axial coordinate 
 

Special characters 
δt [s] Time step 

𝜆𝑖 [s-1] eigenvalue of the i-eigenmode 

ρ [kg/m3] Density 
 

Subscripts 

eq  Equivalent 
in /ef  Inlet 

sf  Outlet 

s  Solid 
l  Liquid 

f  HTF 

m  PCM 
e/env  External 

 

INTRODUCTION 
In France, the sector of building is the biggest energy-

consuming, with a consumption estimated at 43% of the total 

consumption of energy, generating 25% of CO2 emissions. 

Besides, the energy efficiency policies strongly promote the use 

of renewable energy. It is in this framework that we develop a 

numerical simulator of CHP system, using renewable energy 

(Research Program Batimac, in association with the ENS2R 

Company). This decision support tool must be fast and accurate 

to dimension and evaluate the performance of the Batimac 

system. 

The thermal storage with phase change material (PCM) is a 

key component of this system. It is used to provide the balance 

between energy availability and energy demand. 

Generally, the modeling of this type of equipment is 

performed by finite elements method [1], finite differences 

method [2] or finite volume method [3], which leads to a 

numerical resolution where the treated matrices are of large size. 

Fortunately the concept of sparse matrix allows fast resolution of 

this high order problem with software such as Matlab, C ++ or 

Fortran. However, the Simulink environment in which we 

develop a numerical simulator of Batimac system, does not adapt 

well to these detailed models (DM), since the concept of sparse 

matrix does not exist. It is therefore interesting to use the modal 

reduction methods [4-6] to have a good computational time 

performance while keeping an acceptable precision.  

In this paper, we are looking at the modal reduction of latent 

heat storage unit. In order to take into account the non-linear 

thermal problem and its non-homogeneous boundary conditions 

in the modal representation, the temperature fields of heat 

transfer fluid (HTF) and PCM are decomposed on a branch basis. 

The branch basis [6-8], whose specificity is its boundary 

condition that involves the eigenvalue, is obtained by solving an 

eigenvalue problem based on the heat equation. The reduction is 

performed by the amalgam method [10], in which the most 

influential modes are kept, the remaining modes being 

aggregated in order to keep a maximum of spatial information. 

The reduced model (RM) is obtained via the projection of the 

thermal problems associated with the HTF and the PCM on the 

corresponding reduced bases. 

After being validated by confrontation with the 

experimental results of [2], this model will be compared with the 

detailed model in terms of deviations in temperature and 

computing time gains in Matlab software. Finally, a reduced 
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model and a detailed model of thermal storage unit will be 

integrated into the numerical simulator in order to highlight the 

modal reduction interest in simulation environments such as 

Simulink. 

PHYSICAL PROBLEM  
The latent heat storage system planned in Batimac is in the 

form of a vertical cylinder containing multiple shell-and-tube 

storage units (Figure 1). 

 
 

   

a) b) 

 

Figure 1 System (a) and unit (b) of PCM heat storage 

In this configuration the HTF circulates freely in the inner 

tube of radius 𝑅𝑖 while the PCM is confined in the ring of 

external diameter 𝑅𝑒. Transient heat transfer and phase change 

process in the PCM are coupled with the convective heat transfer 

in HTF.  

MATHEMATICAL MODEL 
To establish the governing equations, the following 

assumptions are made : 

1) The PCM is isotropic and its thermal conductivity is 

homogeneous. 

2) The thermal resistance of the inner tube is negligible. 

3) The thermo-physical properties of the HTF are 

independent of temperature. 

4) The convective heat transfer coefficient between the 

PCM and HTF is obtained by: 

ℎ𝑜 =
𝑘𝑓 𝑁𝑢

2𝑅𝑖
    , where  𝑁𝑢 = 0.023𝑅𝑒

0.8𝑃𝑟
0.33      (1) 

5) The effect of natural convection that occurs during 

melting is taken into account through an equivalent 

thermal conductivity of the liquid phase [9]: 

𝑘𝑒𝑞 = 𝑘𝑙  𝐶𝑟 𝑅𝑎
𝑛 (

𝛿

𝑅𝑒−𝑅𝑖
)
𝑛

           (2) 

6) The thermal conductivity of the PCM depends on the 

average liquid fraction (and thus of the temperature): 

𝑘𝑚 = 𝑘𝑒𝑞𝑓𝑙𝑚 + 𝑘𝑠(1 − 𝑓𝑙𝑚)           (3) 

7) The PCM is modelled in 2D - axisymmetric and the HTF 

is supposed to be 1D. 

The computation domain is represented in Fig. 2. With these 

assumptions, the energy equations write : 

 For HTF domain (Ω𝑓) 

𝑅𝑖𝜌𝑓𝑐𝑓 (
𝜕𝑇𝑓

𝜕𝑡
+ 𝑣

𝜕𝑇𝑓

𝜕𝑧
) = 𝑅𝑖𝑘𝑓

𝜕2𝑇𝑓

𝜕𝑧2 + 2ℎ𝑜 (𝑇𝑚|Γ𝑝
− 𝑇𝑓)    (4) 

with the following boundary conditions: 

∀ 𝑀 ∈  Γ𝑒𝑓 ,   𝑇𝑓 = 𝑇𝑖𝑛            (5) 

∀ 𝑀 ∈  Γ𝑠𝑓 ,   𝑘𝑓 ∇⃗⃗ 𝑇𝑓 ⋅ n⃗ = 0           (6) 

 For PCM domain (Ω𝑚) 

Following [1-3] or [9], the enthalpy method is used to deal 

with the problem of phase change in the PCM. The energy 

equation is therefore : 

𝑟𝜌𝑚𝑐𝑚
𝜕𝑇𝑚

𝜕𝑡
= 𝑘𝑚 (𝑟

𝜕2𝑇𝑚

𝜕𝑟2 +
𝜕𝑇𝑚

𝜕𝑟
+ 𝑟

𝜕2𝑇𝑚

𝜕𝑧2 ) − 𝑟𝜌𝑚Δ𝐻
𝜕𝑓𝑙

𝜕𝑡
  (7) 

associated with : 

∀ 𝑀 ∈  Γ𝑝,   𝑅𝑖𝑘𝑚∇⃗⃗ 𝑇𝑚 ⋅ n⃗ = 𝑅𝑖ℎ𝑜(𝑇𝑓 − 𝑇𝑚)         (8) 

 ∀ 𝑀 ∈  Γ𝑒𝑛𝑣 ,   𝑟𝑘𝑚∇⃗⃗ 𝑇𝑚 ⋅ n⃗ = 𝑟ℎ𝑒𝑛𝑣(𝑇𝑒𝑛𝑣 − 𝑇𝑚)        (9) 

 

Figure 2 Domains and boundaries 

In equation (7), the liquid fraction (f𝑙) is computed by: 

𝑓𝑙(𝑡 + 𝛿𝑡) = 𝑓𝑙(𝑡) +
𝜌𝑚𝑐𝑚

Δ𝐻
[𝑇𝑚(𝑡) − 𝑇𝑓𝑢𝑠]                       (10) 

submitted to the conditions :  

𝑓𝑙 = {
0   if 𝑓𝑙 ≤ 0
1  if 𝑓𝑙 ≥ 1

                                                              (11) 
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DETAILED NUMERICAL MODEL (DM) 

The detailed numerical model of a heat storage unit is obtained 

with conventional modeling methods. The finite difference 

method is used for spatial discretization of Eqs. (4)-(9), leading 

to the following matrix formulation: 

{
ℂ𝑓𝑇̇𝑓 = (𝕂𝑓 + 𝔽)𝑇𝑓 + 𝔾𝑓𝑇𝑚 + 𝔹𝑓𝑇𝑖𝑛

ℂ𝑚𝑇̇𝑚 = (𝕂𝑚 + ℍ)𝑇𝑚 + 𝔾𝑚𝑇𝑓 + 𝕃𝑚𝑓𝑙̇ + 𝔹𝑚𝑈𝑚

  (12) 

Where: 

 ℂ : a diagonal matrix of capacities, size [N×N] 

 𝕂 : matrix of conductivities 

 ℍ : matrix containing the boundary condition 

 𝔽 : advection matrix for the HTF 

 𝔹 : the solicitation matrix 

 𝕃 : Latent heat matrix 

 𝔾 : coupling matrix between HTF and PCM 

 𝑈𝑚 = (𝑇𝑖𝑛 , 𝑇𝑒𝑛𝑣)
𝑡  solicitation vector 

The time integration of Eq. (12) is performed via an implicit 

first order Euler scheme. 

As the modelisation of PCM requires fine mesh, the detailed 

model (Eq. (12)) involves tri-diagonal by bloc matrices of large 

size (N). Thus, due to the sparse function, the numerical solution 

of this problem in environments such as C++, Fortran or Matlab 

is fast. However, this notion of sparse matrix does not exist in 

the Simulink environment. It is therefore necessary to reduce the 

size of the model while keeping an acceptable accuracy. 

REDUCED ORDER MODEL (RM)  
Modal analysis methods are used to reduce the unknowns of 

a system in order to perform a fast calculation. In a modal 

formulation, the temperature field is expressed as a sum of 

elementary thermal fields (the modes) weighted by their 

temporal amplitudes (also named excitation states).   

𝑇(𝑀, 𝑡) = ∑ [𝑥𝑖(𝑡) × 𝑉𝑖(𝑀)]𝑁
𝑖=0         (13) 

Or in matrix form: 

𝑇(𝑀, 𝑡) = ℙ𝑋           (14) 

where ℙ is a basis formed by the horizontal concatenation of 

modes and 𝑋 is a vector combining the excitation states. The 

choice of the modes is of course determinant for the quality of 

the approximation. Several methods exist to chose the modes. 

The oldest one, used by Fourier, consists in taking the 

eigenmodes of the Laplace operator associated with the 

homogeneous boundary conditions of the physical problem. The 

inhomogeneous part of the boundary conditions is treated 

separately in a static temperature field [4,10]. This method does 

not allow temporal variations of the heat transfer coefficient, or 

of the conductivity. This method have been recently enhanced to 

take into account such variations. It is the branch eigenmodes 

reduction method used in this paper [10, 11].  

Another solution is to identify the modes from experimental or 

numerical data. It is the Proper Orthogonal Decomposition 

(POD) method [12]. Finally, in the Modal Identification Method, 

the entire reduced model is identify from experimental or 

numerical data [5]. 

 

Figure 3 coupling of two modal models 

As  schematized  by Fig. 3, the objective of this paper is to 

compute separately the modes of the heat transfer fluid and those 

of the PCM, to build two modal models, one for the HFT and 

one for the PCM, and then to couple these models to treat 

simultaneously the heat transfer in both domains. 

 

Branch problem formulation  

For a pure diffusion problem, the branch eigenmodes are 

solutions of following eigenvalues problem: 

∀ 𝑀 ∈ Ω, 𝑟𝛁⃗⃗ . (𝑘0𝛁⃗⃗ 𝑉𝑖) = 𝜆𝑖𝑟𝜌0𝑐0𝑉𝑖         (15) 

∀ 𝑀 ∈ Γ, 𝑟𝑘0𝛁⃗⃗ 𝑉𝑖 . 𝑛⃗ = −𝜆𝑖𝑟𝜁𝑉𝑖        (16) 

For an diffusion advection problem in an open system, the 

branch problem is defined by eqs. (17) to (19). 

∀ 𝑀 ∈ Ω, 𝑟𝛁⃗⃗ . (𝑘0𝛁⃗⃗ 𝑉𝑖) − 𝑟𝜌0𝑐0𝑢0𝛁⃗⃗ 𝑉𝑖 . 𝑛⃗ = 𝜆𝑖𝑟𝜌0𝑐0𝑉𝑖     (17) 

∀ 𝑀 ∈ Γef, 𝑟𝑘0𝛁⃗⃗ 𝑉𝑖 . 𝑛⃗ − 𝑟𝜌0𝑐0𝑢0𝛁⃗⃗ 𝑉𝑖 . 𝑛⃗ = −𝜆𝑖𝑟𝜁𝑉𝑖      (18) 

∀ 𝑀 ∈ Γsf, 𝑟𝑘0𝛁⃗⃗ 𝑉𝑖 . 𝑛⃗ = −𝜆𝑖𝑟𝜁𝑉𝑖         (19) 

In contrast to classical eigenmodes problem, the specificity 

of this eigenvalue problem lies in the boundary condition, named 

Steklov boundary condition, involving the eigenvalue 𝜆𝑖. This 

involves that this modal basis is not linked to any specific 

boundary condition type. It is also important to emphasize that 

the branch problem is defined with constant thermo-physical 

characteristics. 
The Steklov parameter 𝜁 is introduced by Steklov boundary 

condition. It is a numerical coefficient whose purpose is to 

ensure the dimensional homogeneity of the eigenvalue 𝜆𝑖 in Eqs. 

(15) and (16) and Eqs. (17) to (19). 
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Calculation and analysis of branch eigenmodes 

Spatial discretization of eqs. (15)-(16) or (17)-(19) allows to 

write the eigenvalues problem to standard matrix form: 

𝕂𝑉𝑖 = −𝑧𝑖(ℂ0 + ℂ𝑏)𝑉𝑖           (20) 

Note that the fact of multiplying Eq. (7) and Eq. (15) by the 

radius (𝑟) is not harmless. This operation is necessary to ensure 

the symmetry of the matrix 𝕂  during spatial discretization and 

thus the self-adjoint character of the Laplace operator. ℂ0 and ℂ𝑏 

respectively represents capacity matrix and Steklov boundary 

condition matrix. The eigenvalue problem (Eq. (20)) is solved 

with the suite of Arpack subroutine.  

 

For the HTF domain where the transport problem is 

considered one-dimensional, the branch basis is computed with 

a null velocity. Indeed, an analytical study shows that the 

eigenmodes are of the form: 

𝑉𝑖(𝑧) = 𝑓𝑖(𝑧)𝑒𝑥𝑝[(𝑧 − 𝐿)
𝜌0𝑐0𝑣

2𝑘0
]        (21) 

For water, the exponential term completely overwrites the 

function 𝑓𝑖(𝑧). Then, it is not appropriate to compute the modal 

basis corresponding to the real physical problem. However, as 

the branch eigenmodes form a basis in Hilbert space, it is 

possible to decompose the temperature field of the fluid on a 

basis calculated with a null velocity. The visualization of the first 

eigenmodes computed this way (see Fig. 4) reveals the interest 

of this particular basis. Indeed, it is a flat eigenmode and a quasi-

linear eigenmode. A linear combination of these two functions 

allows to approach any stationary solution. Thus, it is no longer 

necessary to treat separately the inhomogeneous part of the 

boundary conditions as in the classical modal method. 

   

Figure 4 1D eigenmodes in HTF domain 

For the domain of the PCM, modelled in 2D, the introduction 

of the Steklov condition leads to the appearance of two types of 

eigenmodes: 

 Volume eigenmodes whose value is almost zero on 

the borders but non-zero inside the domain; see 

Figure 5-b 

 Surface eigenmodes whose value is close to zero 

inside the domain and non-zero on the borders; see 

Figure 5-a. 

The existence of the last kind of eigenmodes allows to 

reconstruct temperatures and heat flux for any heat exchange 

coefficient ℎ. This basis is thus suitable for non-linear thermal 

problems with unsteady parameters. More detailed studies of 

these eigenmodes were performed in [5] and [8]. 

 

Reduction of branch basis using amalgam method 

In the amalgam method [10,11], the most influential 

eigenmodes are kept (they are called major eigenmodes), and the 

remaining eigenmodes (called minor) are added to them, 

weighted by a factor. This results in new amalgamated 

eigenmodes 𝑉𝑖̃, which are a linear combination of eigenvectors 

of the original branch basis ℙ. 

𝑉𝑖̃ = ∑ 𝛼𝑖,𝑝𝑉𝑖,𝑝
𝑛𝑟
𝑝=0           (22) 

The determination of factors 𝛼𝑖,𝑝is performed by minimizing the 

deviation of energy between a reference model and the reduced 

model. The modal decomposition of the reduced temperature is 

then written: 

𝑇̃(𝑀, 𝑡) = ∑ [𝑥𝑖(𝑡) × 𝑉̃𝑖(𝑀)]𝑁̃
𝑖=0         (23) 

Or in matrix form: 

𝑇̃(𝑀, 𝑡) = ℙ̃𝑋           (24) 

Where ℙ̃ is the amalgamated (reduced) branch basis,of size 𝑁 

very small compared to 𝑁.  

 

 

Figure 5 Surface (a) and volume (b) eigenmodes in PCM 

domain 

Formulation of reduced model 

Branch eigenmodes are computed for each domains (HTF 

and PCM). Applying the amalgam method allows to obtain the 

respective reduced branch basis ℙ̃𝑓 and ℙ̃𝑚. From the set of 

equations (12), reduced state model Eq. (25) is obtained in two 

steps : 
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1. First, the temperature field is decomposed in the 

modal space (Eq. (24)), 

2. Then, each of the equations is projected onto its 

respective branch basis.  

The reduced model is then: 

{
𝐖𝑓𝑋̇𝑓 = 𝐌𝑓𝑋𝑓 + 𝐍𝑓𝑋𝑚 + 𝐏𝑓𝑇𝑖𝑛

𝐖𝑚𝑋̇𝑚 = 𝐌𝑚𝑋𝑚 + 𝐍𝑚𝑋𝑓+𝐏𝑚𝑈𝑚 + 𝐐𝑚𝑓𝑙̇
                  (25) 

 

Where, for 𝑗 = {𝑓,𝑚}: 

𝐖𝑗 =𝑡 ℙ̃𝑗𝐶𝑗ℙ̃𝑗 𝐍𝑗 =𝑡 ℙ̃𝑗𝐺𝑗ℙ̃𝑗̅ 

𝐌𝑓 =𝑡 ℙ̃𝑗(𝐾𝑓 + 𝐹)ℙ̃𝑗 𝐌𝑚 =𝑡 ℙ̃𝑗(𝐾𝑚 + 𝐻)ℙ̃𝑗 

𝐏𝑗 =𝑡 ℙ̃𝑗𝐵𝑗 𝐐𝑚 =𝑡 ℙ̃𝑚𝐿𝑚 

 

Compared to the detailed model Eq. (12), the reduced model 

given by Eq. (25) is of order 𝑁 <<  𝑁, but matrices used are full. 

Note also that the limitations of this model comes from Eq. 

(11). Indeed, the need to know the value of the liquid fraction in 

the whole PCM domain requires to return to the physical space 

at each temporal iteration, at the cost of vector matrix 

multiplication. This automatically degrades the performance of 

the model in terms of computation time. 

DETAILED MODEL VALIDATION 

In order to ensure that the detailed model (DM) correctly 

approach the physical phenomena in the thermal storage unit, it 

is compared to the experimental results of Lacroix [2]. In this 

experiment, the author used a small storage unit (size: 1 × 0.0123 

× 0.00635 m), where the PCM is n-octadecane and HTF is water 

with a mass flow rate of 0.0315 kg/s. 

Figure 6 compares the evolution of PCM temperature at point 

1 (z = 0.95, r = 0.001) and point 2 (z = 0.51, r = 0.002) between 

the detailed model and the experimental results of Lacroix. 

𝑘𝑠/𝑙 𝜌 𝑐𝑝 𝑇𝑓𝑢𝑠 Δ𝐻 

0.358/0.148 771 2222 300.7 243500 

Table 1: Thermophysical properties of PCM 

The mesh size of the detailed model is 51 × 21 (in the axial 

and radial directions, respectively) and time step is 5s. The 

agreement between the two models is very good, either at the 

steady state or during phase change. 

 

Figure 6: Temporal evolution of the temperature: validation of 

DM versus [2] 

ANALYSIS OF SIMULATIONS WITH REDUCED 
MODEL 

The curves in Figure 5 show a good coherence between the 

experimental results and the numerical results obtained by the 

detailed model. In this last part, it will be a question of 

highlighting the relevance of using a reduced model for 

numerical simulations in Matlab environment as well as in 

Simulink environment in which the simulator is modeled. 

Comparison of RM to DM under Matlab software 

We present here the results in terms of accuracy and 

computation time (ct) for different reduced model order. The 

difference at any point and at any time between the reduced 

model and the detailed model is calculated as: 

{
𝜖(𝑀, 𝑡) = |𝑇̃(𝑀, 𝑡) − 𝑇(𝑀, 𝑡)|

𝜖𝑓(𝑀, 𝑡) = |𝑓(𝑀, 𝑡) − 𝑓(𝑀, 𝑡)|
       (26) 

CPU time savings between the reduced model and the detailed 

model is given by: 

𝑇𝑆𝐶𝑃𝑈 =
𝐷𝑀𝑐𝑡

𝑅𝑀𝑐𝑡 
          (27) 

The summary of the results is given in Table 2. 

Lines 2-4 show the percentage of temperature difference in 

three temperature ranges. Thus, we note that although the 

maximum difference observed between the detailed model and 

reduced model of order (4 + 11) is 2.76°C, ε (M, t) is over 99% 

lower than 0.2 °C, which shows good agreement between the two 

models. This is confirmed by the average difference between the 

two models which is of 0.014 °C. 

It is of course observed that the difference between both 

models decreases with the increase of the order of the reduced 

model. For example, for a RM with  30 (4 + 26) eigenmodes, the 

overall accuracy of the model is comparable to the precision of 

a thermocouple. The very good agreement between the two 

models in term of temperature is illustrated by Fig. 7, where the 

temperature field at t=20 min is represented for detailed model 

and the (4+11) modes reduced model.  
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𝜖(𝑀, 𝑡) 

in °C 

Total number of eigenmodes (in Ωf + Ωm) 

4+11 4+26 4+51 4+201 

𝜖 ≤ 0.2 98.98% 99.97% 99.99% 100% 

𝜖 ∈]0.2-0.5] 1% 0.02% 0.01% 0% 

𝜖 > 0.5 0.02% 0.01% 0% 0% 

𝜖𝑚𝑎𝑥 2.76 1.01 0.42 0.034 

𝜖𝑚𝑒𝑎𝑛 14. 10−3 5. 10−3 2. 10−3 2. 10−4 

𝜖𝑓𝑚𝑎𝑥 0.0898 0.0842 0.0170 8. 10−4 

𝜖𝑓𝑚𝑒𝑎𝑛  1.2.10−3 3. 10−4 9. 10−5 9. 10−6 

𝑇𝑆𝐶𝑃𝑈 7.7 7.3 6.6 2.2 

Table 2: Synthesis of results of comparison between RM and 

DM 

The precision in term of liquid fraction is a bit more 

contrasted, with a maximum difference of 0.09 (on a [0-1] scale) 

for the (4+11) reduced model. This relatively large error must be 

tempered by the low value of the mean difference, and also by 

Fig. 8, which represents the liquid fraction field for both models 

at t=20 min.  

 

Figure 7: Thermal field of the PCM during phase change at t= 

20 min for detailed model (a) and the reduced one with (4+11) 

modes (b) 

The radial position of the solidification front is accurately 

reproduced, and the little dropping out at z≈0.7 m is found in 

both simulations. The difference comes from a small discrepancy 

in the axial position of the dropping out (highlighted by the 

dashed line in Fig. 7), leading to a relatively large error.  

 

Figure 8: Liquid fraction field in the PCM during phase change 

at t= 20 min for detailed model (a) and the reduced one with 

(4+11) modes (b) 

Last line of Table 5 shows the time savings due to the use of 

the reduced model. The gain in computation time is a bit 

disappointing. For the reduced model with (11+4) modes, the 

number of unknowns is reduced from a factor 77, but the 

computation time is only reduced by a factor 7.7. This is due to 

the fact that the matrices involved in the detailed model are 

sparse while those of the reduced model are full. This is also due 

to the fact that the necessary mesh to model the problem is of 

relatively small size (1071 unknowns).  

Impact of RM on the numerical simulator (in Simulink) 

As we noted at the beginning of this communication, the 

purpose of this work is to integrate a model of the component 

"thermal latent heat storage (TLHS)" in an energy behavior 

simulator, developed in the Simulink environment. 

In Simulink a "MATLAB Function" block is used to 

simulate the thermal storage unit. Unfortunately, this type of 

block does not support the "sparse" function and therefore the 

simulation of detailed model requires manipulation of full 

matrix. 

Knowing that the accuracy of a model chosen is identical 

whatever the simulation environment (Matlab or Simulink), we 

present in Table 3 only results in terms of computing time 

performance between DM and RM (order 30) in the Simulink 

environment. 

𝑆𝑖𝑚𝑇𝑆𝐶𝑃𝑈 =
(𝐷𝑀𝑐𝑡−𝑆𝑖𝑚𝑤𝐿𝑇𝐻𝑆𝑐𝑡)

(𝑅𝑀𝑐𝑡−𝑆𝑖𝑚𝑤𝐿𝑇𝐻𝑆𝑐𝑡)
         (28) 
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Simulation 

real period 

Computing time (min) 

𝑆𝑖𝑚𝑇𝑆𝐶𝑃𝑈 
Simulator 

without 

LTHS 

(𝑆𝑖𝑚𝑤𝐿𝑇𝐻𝑆𝑐𝑡) 

Simulator with 

LTHS 

DM RM 

21 days 0.52 26.3 1.75 21 

90 days 2.24 108.16 5.17 36 

365 days 9.11 453.66 21.47 36 

Table 3: Synthesis of results of simulation in Simulink 

As might be expected, the implementation of LTHS model 

lengthens the duration of the simulations by a factor of 48 with 

MD and of 3 with MR. However, the time saved due to the 

reduced model is significant because it allows for example a 

simulation 36 times faster. Table 3 shows that for a simulation of 

365 days, it takes about 7 hours and a half with the detailed 

model, while the waiting time with this reduced model is about 

21 minutes only. 

CONCLUSION  
In this paper, we presented a modal model of a phase change 

storage system. To be representative of the different physical 

phenomena, the model is complex, including a variation over 

time of the physical parameters (heat exchange coefficient, 

thermal conductivity). Furthermore, the coupling between the 

HTF and the PCM imposes an inhomogeneity in temperature on 

the boundary condition. 

The proposed modal model is built on amalgamated branch 

modes. The Steklov boundary condition allows the branch basis 

to be adapted to this kind of problem, and the above mentioned 

phenomena have been properly reflected in the reduced model. 

A sensitivity study showed that with 4 modes in the fluid 

and 26 modes in the PCM, the reduced model gives results 

substantially identical to the detailed model. The integration of 

this reduced model in the Simulink environment reduces the 

computation time by a factor of 36, which opens the way for 

parametric studies. 
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ABSTRACT 
 Experimental natural circulation loop has been 
designed and put into operation to study heat transfer and 
hydrodynamics at boiling under low reduced pressures. The 
paper presents experimental data on wall temperature 
measurements at natural circulation of water under 
atmospheric pressure. Various heat and flow regimes in the 
flow up section of the loop have been studied: pure single-
phase convection, pure flow boiling and mixed regimes. Low 
frequency flow instability has been observed in all mixed 
regimes. The instability led to temperature and flow rate 
fluctuations, which amplitudes were very high at some 
regimes. Wall temperature fluctuations have been also 
recorded. Joint analysis of flow rate and wall temperature 
fluctuations is presented. Experimental data on ensemble 
averaged wall temperature distributions along the heated 
section are compared with calculated ones according to the 
1D and 2D numerical models. 
 
INTRODUCTION 
 Natural circulation systems, which work at 
atmospheric pressure meet highly wide practical use. In 
particular, natural circulation loops are considered as a basic 
type of passive cooling systems of nuclear reactors under 
accident conditions [1, 2]. Such systems operate at 
atmospheric or near atmospheric pressures. As pressure 
decreases in vapour generating system a specific features of 
low pressure boiling begin display themselves [3]. Among 
them are high growth velocities and large departure 
diameters of vapour bubbles, high wall temperature 
overheating needed for boiling incipience, irregularity of 
vapour bubble generation process. Under these conditions the 
two-phase flow is characterized by instability and 
fluctuations of flow rate, pressure and temperature. At the 
same time heat and hydraulic calculations of natural 
circulation loops for low reduced pressures are accompanied 
by significant difficulties because at present these circulation 
regimes are remaining to be poorly studied. Today one still 
can say about the absence in full extent of knowledge both of 
theoretical and reliable empirical recommendations to predict 
integral thermohydraulic characteristics for these regimes. So 
it remains important to obtain new experimental data on 
various heat and flow characteristics which will help one to 
form an adequate insight into the physical processes which 
take place in natural circulation systems under above 
considered specific conditions. 
 The aim of present work is laboratory study of 
natural circulation characteristic features under boiling 
conditions at low pressures. The results of flow and 

temperature measurements at water circulation under 
atmospheric pressure are presented. 
 
NOMENCLATURE 
 
d [mm] Inner diameter of the heated tube 
Gr [-] Grasgoph number 
Pe [-] Peclet number 
Re [-] Reynolds number 
P [kPa] Pressure 
r [mm] Current radius 
r0 [mm] Tube radius 
T [oC] Temperature 
w [m/s] Velocity 
wz [m/s] Longitudinal velocity component 
z [mm] Longitudinal coordinate 
z/d [  ] Nondimensional longitudinal coordinate 
Greek symbols 
τ [s] Time 
ρ [kg/m3] Density 
   
   
Subscripts 
in  Inlet 
w  Wall 
   
 
EXPERIMENTAL APPARATUS AND PROCEDURE 
 
 The designed experimental loop is used as model 
apparatus to study thermophysical processes at low pressures 
natural circulation. A schematic diagram of the loop is 
presented in Figure 1. The flow up (heated) and flow down 
legs of the loop are joined to the separator-condenser at the 
top of the loop. One of the structural features of the loop is 
large aspect ratio between the down leg cross sectional area 
and that of the heated leg. This detail of construction made it 
possible to substantially reduce pressure losses in flow down 
line (down comer). Cooling heat exchanger and two electrical 
heaters are installed on the down comer. These members are 
used for maintaining a specified inlet temperature. 

Present data have been obtained at water boiling 
under atmospheric pressure. Two test sections have been 
used in the experiments. Both were electrically heated 
stainless steel circular tubes 1300 mm long and differed by 
inner diameter (5.4 and 9.1 mm). Both test sections were 
heated along the whole length of the tubes.  
 The wall temperature of the heated tube was 
measured by chromium-alumel thermocouples which hot 
junctions have been point-welded to the outer surface of the 
tube. The technique afforded to form thermocouple junctions 
less than 0.2 mm in dimension. Besides the wall thickness of 
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the heated tubes did not exceed 0.45 mm. Thus the thermal 
response time of the test section was rather small and we 
could record temperature fluctuations (which in some 
regimes were very intensive). 
 Temperature recordings were realized with data 
acquisition system, which affords high-frequency sampling 
of measured quantities. The frequency of thermocouples 
sample was 100 Hz. It was enough to obtain practically 
simultaneous temperature records for the whole heated 
length. 
 The flow rate in the loop was measured with 
ultrasonic flow meter FLUXUS F601 with the error of 
0.01 m/s. The pressure transducer AIR of 0.2% accuracy 
class was used for pressure measuring in the separator-
condenser chamber. Temperature measurements are in error 
by 0.2 oC, heat flux density measuring error is 2%.  

Present data have been obtained for the loop fully 
filled with the working liquid up to outlet of flow up tube 
section in separator. Measurements have been made within 
the range of heat flux densities of (1.0−50.0) kWt/m2 for inlet 
liquid temperatures of (300−373) K. 
 

                
1 − heated section, 2 − separator, 3 − condenser, 4 − down 
comer, 5 − electrical heaters, 6 − cooling heat exchanger,  

7 − level meter 
Figure 1 Experimental apparatus 

 
EXPERIMENTAL RESULTS 
 
 Different heat transfer regimes have been realized in 
experiments, namely single phase convection (high liquid 
subcoolings at the inlet, low heat flux densities), mixed 
regimes when boiling took place at the part of heated zone 
and regimes with boiling along the whole heated zone (at 
inlet liquid subcooling less then 5 K). Typical measured 
ensemble-averaged longitudinal wall temperature 
distributions are shown in Figure 2. 
 It’s worth to note, that the length of single-phase 
zone can be significant even for not so high liquid 
subcoolings (see the curve for qw = 22.88 kW/m2 in figure 2). 

Mixed regimes with rather long single-phase zones are 
typical for low pressures boiling in natural circulation loops. 
As it is seen from Figure 2 boiling incipience is accompanied 
 

 
 

Figure 2 Measured ensemble-averaged wall temperature 
distributions along the heated section. 

 
by rather sharp wall temperature decrease.  
 The change of heat transfer regimes along the heated 
section had an effect on the form of longitudinal temperature 
distribution curves. Boiling regimes were accompanied by 
the wall temperature fluctuations of significant amplitude. 
Temperature curves in Figure 2 are ensemble-averaged data 
for each cross-section. 

Temperature fluctuations were observed not only in 
boiling zones. Fluctuations were recorded at pure single-
phase convection regimes. Typical oscillograms of wall 
temperature measured at three locations on the heated tube 
height at different wall heat flux densities for pure single-
phase convection are shown in Figure 3. The time dependent 
liquid temperature records at the inlet to the heated zone are 
also plotted in Figure 3 [(lines 1 at z/d = 0 in Figure 3 a) − c)] 
 

 
 

Figure 3 Wall temperature fluctuations at single-phase 
regime 

 
 As it is seen from Figure 3 fluctuation amplitude 
increases with heat flux density increase. This fact displaces 
a complex changing of velocity profiles along the tube with 
vortex formation and occurrence of flow instability. 
As heat flux density increases the start section of fluctuation 
regime displaces towards the inlet to the heated section. 
 Wall temperature fluctuations, which one can 
observe for qw = 10.1 kW/m2 and Tin = 24 oC at z/d = 89.2 
[(line 4 in Figure 3,a)], occurs because of the loss of stability 
of viscous-gravitation flow at this cross-section. The value of 
z/d = 89.2 is close to the value of stability loss coordinate 
(z/d)* estimated according to [4, 5] correlation. Indeed, 
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according to [4, 5] the critical adjusted coordinate *Χ  of 
stability loss is 

                  
8.0

*
* Re

Gr9.12
Pe
1 −

⎟
⎠
⎞

⎜
⎝
⎛=⎟

⎠
⎞

⎜
⎝
⎛=Χ

d
z    (1) 

 
Sibstituting into (1) the experimental values of Gr and Re 
numbers gives for conditions of Figure 3,a) the value of 
(z/d)* = 93.  

The adjusted length Χ* decreases as Gr/Re increase. 
The same tendency is observed for our experimental results: 
as qw increases the boundary of flow stability loss displaces 
downstream [data curves 3, 4 in Figure 3 b) and data curves 
2, 3, 4 in Figure 3, c]. 
 When it becomes impossible for single-phase natural 
circulation to remove heat from the wall, its temperature 
increases and reaches the level, which is enough for boiling 
incipience. Boiling starts at the outlet section of the heated 
zone as a rule. The existence of two-phase flow zone leads to 
circulation instability in the loop. Low-frequency oscillations 
of flow rate and wall temperature as well as liquid ejections 
from outlet channel opening into the separator are observed.  
 Typical wall temperature oscillograms measured at 
three locations on the heated tube height at different wall heat 
flux densities for mixed single-phase-boiling circulation are 
shown in Figure 4. The time dependent liquid temperature 
records at the inlet to the heated zone are also plotted in 
Figure 4 [(lines 1 at z/d = 0 in Figure 4 a) − c)] 
 

 
 
Figure 4 Wall temperature fluctuations at mixed circulation 

regimes in the tube of 9.1 mm in diameter. 
 
 It follows from the analysis of “instantaneous” 
realizations of temperature time relations (as it was said 
above, the frequency of thermocouples sample was 100 Hz) 
that when heat flux density increases or inlet liquid 
subcooling decreases or both factors take place frequency of 
temperature and flow rate fluctuations increases and 
somewhat regularity of the process occurs. This phenomenon 
can be observed in Figure 5 more clearly. Temperature 
regime of the heated zone for the conditions of Figure 4,c) is 
shown in Figure 5 in large scale with more details. It is seen 
that a trend of temperature time records of thermocouple 
readings at different locations on the tube is the same. One 
can say that oscillograms of temperature fluctuations repeat 
each other but are shifted relative to each other by some time 
interval. Temperature records include alternating portions of 
sharp temperature time drops with following time intervals of 
more fair temperature increasing, the portions of sharp 
temperature drops and fair temperature increasing alternate 

quite regularly. Besides, in such regimes a temperature 
“spikes” are clearly observed on temperature time record of 
inlet temperature (curves 1 at z/d = 0 in Figures 4, 5). The 
appearance of these “spikes” corresponds to the time 
moments of the beginning of wall temperature increase. The 
time shift between the beginning of wall temperature increase 
and the appearance of the “spikes” on the inlet time 
temperature record for different portions of temperature time 
records is practically the same.  

 

 
Figure 5 Time temperature records at different locations on 

the heated wall at qw = 43.2 kW/m2 
 

Figure 6 shows oscillograms of circulation velocity 
in the loop at heat flux density of qw=25.8 kW/m2  and at inlet 
liquid subcooling of Тin=27 0С. This regime has been chosen 
to demonstrate the existence of reverse flows in the loop. 
Such a regimes have been usually observed at low heat flux 
densities and are characterized by rather long recurrence 
periods. 
 

        
Figure 6 Oscillogramm of circulation velocity fluctuations in 

the tube of d = 9.1 mm in diameter 
 
 Periodic liquid ejections from the tube outlet have 
been visually observed. The ejection periods correlates with 
the periods of temperature and flow rate fluctuations in the 
loop. Low frequency instability has been observed within the 
frequency range of (0.08 − 0.5) Hz at all realized mixed 
circulation regimes. The type of instability under observation 
is caused by boiling incipience and by flow regime change as 
a consequence. This change is a single-phase two-phase flow 
transition under the existence of rather long single-phase 
flow zone.  
 Vapour bubbles generation at liquid boiling up leads 
to driving head increase in the loop. So flow rate and 
correspondently circulation velocity increases. When flow 
rate increases wall temperature decreases, boiling stops and 
flow becomes single-phase. This in turn leads to driving head 
and flow rate decrease. As a result wall temperature rises and 
liquid starts to boil again. Thus the process replicates itself. 
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COMPARISON WITH PREDICTING METHOD 
 
 Our experimental data have been used for 
verification of some existing methods for predicting heat and 
flow regimes in natural circulation loops. First of all we have 
considered the widely used in engineering practice model 
based on 1D description of flow and heat transfer in 
channels. It is assumed according this approach that flow 
velocity and temperature vary only in streamwise direction. 
Detailed mathematical formulation of the problem as applied 
to natural circulation loops one can find elsewhere [for 
example 6 − 8]. Substantial mathematical simplification of 
the problem at 1D approach is achieved by introduction of 
such quantities as heat transfer coefficients and hydraulic 
loss, which in complex way are connected with the real 3D 
flow and couldn’t be determined from 1D theory in principle. 
So one needs to get additional information from experimental 
data, 3D calculations or semiempirical theories to determine 
the values of heat transfer coefficients and hydraulic loss. As 
for natural circulation hydraulic loss calculations at flow 
boiling under low pressures is the most difficult problem. As 
it was already mentioned in introduction these circulation 
regimes are remaining to be poorly studied and both of 
theoretical and reliable empirical recommendations to predict 
integral thermohydraulic characteristics for these regimes 
have not been suggested yet. As the first step we consider 
two main possible flow patterns in two-phase zone of our 
experimental loop that is bubble flow with large vapour 
bubbles (we name this regime an intermittent flow) and 
annular flow. Corresponding hydraulic loss predicting 
correlations for each regime were got from [3] where one can 
find one of the most complete generalization of the existing 
knowledge on the subject. Comparison of experimental data 
with the results of preliminary calculations showed that some 
recommendations are needed to be refined. It will be the 
subject of future work.  

In present paper we shall limit ourselves to the 
analysis of single-phase convection regimes. The predicting 
friction factor correlations for fully developed isothermal 
flows are commonly used in literature for this case. These 
correlations are Re

64=ξ  for laminar flow regime and 

Blasius 25.0Re
3164.0=ξ  or Filonenko 

2)64.1Relg82.1( −−=ξ  formula for turbulent flow. To our 
point of view this approach is not fully correct because the 
form of velocity profiles in real gravity driven natural 
circulation flows differs from fully developed isothermal 
velocity profiles. Besides the profile configuration can 
change along the heated zone and it will lead to additional 
increase of hydrodynamic drag. To our opinion predicting 
correlations for heat transfer and friction for flows with the 
same direction of forced and natural convection, suggested 
by B.S. Petukhov and A.F. Polyakov [4, 5] are more suitable. 
In present work we used this correlations for prediction of 
flow and heat transfer in single-phase circulation zones. 
Besides we took into consideration practically uniform 
velocity and temperature distribution in the inlet of heated 
section and concurrent formation of heat and hydrodynamic 
boundary layers in the entrance region. 
 Calculated and experimental longitudinal wall 
temperature distributions are shown in Figure 6. Analysis of 
the whole massive of temperature measurements showed that 
1D model with above corrections underpredicts experimental 
data at low qw (that is the model overpredicts circulation 
velocity) but this discrepancy decreases with heat flux 

density increasing and in mixed regimes with boiling at the 
end of the heated zone experimental and calculated 
temperature curves are in good agreement. The velocity 
profiles deformation is probably more intensive at low qw in 
our loop than under the [4, 5] conditions and hydraulic loss is 
higher. 
 To refine this conclusion the numerical 2D 
simulation of single-phase natural circulation in circular tube 
for experimental conditions has been carried out. The 
simulated loop was a closed by liquid ensemble from annular 
and circular tube. Circular (heated) tube was placed coaxially 
inside the annular tube. Annular tube was the down comer of 
the simulated loop. The heated tube height was specified 
equal to the loop test section height, and cross-sectional area 
of annular gap was equal to cross sectional area of the 
experimental loop down leg. Thus the simulated circulation 
conditions were made more realistic in terms of the 
circulation in experimental loop. So the axially symmetric 2D 
problem has been formulated, and the problem was solved as 
unsteady one. 
 The expression for buoyancy force vector, which 
appears in the system of conservation equations and which is 
the driving force of motion can be written in general case as  
FB(r,z) = g[ρ(r,z) − ρr(z)], where g is vector of  gravity 
acceleration and ρr is local reference density. For inner 
gravity flows (in closed space bounded by solid walls) the 
reference density is chosen according to the type of inner 
flow under consideration. In our calculations ρr(z) was 
considered as cross-section averaged density at local 
coordinate z in down leg of the loop. 
 

 
points − experiment: 1 − qw = 3.7 kW/m2, Tin = 23.0 oC, 
4 − qw = 17.4 kW/m2, Ti

n = 34.0 oC; lines − calculations:  
2 and 5 − 1D calculation, 3 and 6 − 2D numerical simulation 

Figure 6 Experimental and calculated longitudinal wall 
temperature distributions at pure single-phase circulation 

regimes. 
 
 Longitudinal wall temperature distributions 
calculated numerically for the experiment conditions of 
Figure 6 (in that experiments flow was laminar) are marked 
in Figure 6 as curves 3 and 6. As it is seen from Figure 6 
numerical results much better agree with the experimental 
data. 
 Figures 7 and 8 show typical calculated velocity 
profiles at different cross sections of the heated zone for tube 
diameters of 5.4 and 9.1 mm for laminar flow model. 
Corresponding temperature profiles for the tube of 9.1 mm in 
diameter are shown in Figure 9. One can see that velocity 
profiles change along the whole heated zone, the profile 
deformation being more intensive with tube diameter 
increasing. For large tube diameters the reverse flows are 
quite probable [line 3 in Figure 8,b)]. The deformation of 
velocity profiles is accompanied by velocity gradient increase 
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at near wall region and hence by the increase of surface 
tension at the wall. 
 Single phase convection heat transfer in mixed 
regimes are predicted with high degree of accuracy by the 1D 
calculation model based on the B.S. Petukhov and A.F. 
Polyakov predicting correlations for heat transfer and friction 
for flows with the same direction of forced and natural 
convection. In most cases the single phase flows in test 
sections were laminar. These regimes are characterized by 
considerably higher hydrodynamic drag in comparison with 
purely forced convective flows.  
 
  a)           b) 

       
a) : 1 − z/d = 8.4, z/d = 151.7, z/d = 211.4; 

b) : z/d = 8.4, z/d = 104.0, z/d = 211.4 
Figure 7 Calculated velocity profiles at different distances 

from the inlet to the heated zone for d = 5.4 mm 
 
  a)   b) 

         
a) : 1 − z/d = 5.0, z/d = 26.2, z/d = 125.5; 

 b) : z/d = 5.0, z/d = 19.2, z/d = 125.5 
Figure 8 Calculated velocity profiles at different distances 

from the inlet to the heated zone for d = 9.1 mm 
 
  a)           b) 

       
a) : 1 − z/d = 5.0, z/d = 26.2, z/d = 125.5;  

b) : z/d = 5.0, z/d = 19.2, z/d = 125.5 
Figure 9 Calculated temperature profiles at different 

distances from the inlet to the heated zone. 
 

The numerical simulation made it possible to perform a 
parametric study of circulation regimes for arbitrary change 
of the loop geometry characteristics. 
 
CONCLUSION 
 
 Temperature and flow measurements in model 
experimental natural circulation loop at water flow under 
atmospheric pressure have been carried out. Single-phase, 
mixed and boiling circulation regimes have been realized. 
Low frequency instability of 0.08 to 0.5 Hz was observed at 
transition from single phase to two-phase flow in mixed 
regimes. Oscillations frequency increased and its amplitude 
decreased with heat flux density increase. 
 In single-phase convection regime 1D 
thermohydraulic calculations of the loop with the use of 
formulae [4, 5] for friction factors showed good agreement 
with the experimental data only for rather high heat flux 
densities when there is boiling at the upper part of the heated 
tube that is when circulation velocities are rather high. At 
lower heat fluxes there exists rather intensive deformation of 
velocity profiles and essentially higher hydrodynamic drag 
takes place. 
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ABSTRACT 

Film boiling of subcooled liquid as the most available and 

use-proven way of quick chilling of hardening pieces, ensuring 

required microstructure of metal is widely used in quenching 

technology. A vapour explosion is the other important process, 

in which this boiling regime is surely observed. Under high 

subcooling of liquid the cooling process of high temperature 

bodies is featured with very high intensity and can be 

considered as a particular heat transfer regime. This was 

revealed first in 1986 by G. Hewitt and D. Kenning, who used 

for this regime a term “microbubble boiling”. Mechanisms of 

very intensive heat removal from the metal surface to 

subcooled liquid are not understood till now, because the 

surface temperature in this process is much higher than the 

temperature of homogeneous nucleation. Some specialists do 

not accept even an existence of the problem itself. The present 

paper gives an analysis of the problem content and of some 

issues of experimental technique of its investigation. The 

original experimental study of heat transfer in film boiling of 

highly subcooled water was carried out at experimental 

facilities with high frequency induction heating of test samples. 

Spherical balls made from nickel and stainless steel were 

equipped with 4 or 5 thermocouples that provide temperature 

measuring in several points of the cooled body. The 

experimental results fully confirmed an existence of specific 

heat transfer process of high intensity during film boiling at 

large liquid subcooling. It was shown that temperature field in 

the process is not characterized with spherical symmetry. An 

approximate method of solution of inverse problem of thermal 

conductivity was realized to obtain heat flux density and HTC 

distribution at the ball surface during the intensive cooling.     

 

NOMENCLATURE 
   

T [K] Temperature 

R [m] Radius of the sphere 
t [s] Time  

r [m] Radial coordinate 

c            [J/kgK]         Specific heat  
q [W/m2]        Heat flux density 

 

Special characters 
α [W/m2K] Heat transfer coefficient 
λ [W/mK] Thermal conductivity 
ρ 
 

[kg/m3] Density 

 

Subscripts 
lim  Homogeneous nucleation 

s  Saturated liquid 

w  Wall 
0  Initial state 

INTRODUCTION 
Film boiling of subcooled liquid is an unavoidable step in 

quenching technology; a vapor explosion is the other important 

process, in which this boiling regime is surely observed. For the 

first of these applications boiling of subcooled liquid is the 

most available and use-proven way of quick chilling of 

hardening pieces, ensuring required microstructure of metal. 

Certainly, the mechanisms, which induce intensive heat 

removal from the pieces surface, were of no special interest for 

technologist. With respect to the vapor explosion, there are 

serious grounds to believe that just film boiling of subcooled 

liquid is the main appropriating precondition of dispersion of 

molten metal and catastrophically rapid vapor generation. Here 

appeal to the internal mechanisms is quite natural. 

The publications analysis shows that experts in any case 

oriented to the two mentioned applications in small scales allow 

for each other results. In their publications we can find 

references on the same basic papers, but there is no mutual 

quoting. 

  Judging by monograph [1] and journal papers, the Russian 

specialists in quenching directly or indirectly take into 

consideration that quenching process undergoes in nucleate 

boiling regime.  A value of heat transfer coefficient (HTC), 

which exceeds one- two orders of magnitude the typical HTC at 

film boiling of saturated liquid, is a main argument for such 

point of view.  At the same time this view does not take into 

account that at temperatures exceeded not only the temperature 

of limit superheating (close to the spinodal temperature), Tlim, 

but even the critical one, a direct contact of a liquid with the 

surface is not possible. Moreover, at such great surface 

superheat (in comparison with saturation temperature) it should 

be observed fantastic high heat fluxes and HTC at nucleate 

boiling. For the sake of justice, note that the author of [1] in one 

of his further papers denoted impossibility of nucleate boiling 

in initial stage of quenching.  

The second edition of comprehensive book [2] published 

recently contains important data about heat transfer processes 

in quenching metal balls and cylinders from initial temperature 

near 900°C in water and other quenching mediums. This book 

is structured like a collective monograph, individual chapters 
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have been written by experts from various countries; six from 

the seventeen chapters dedicate to heat transfer. The authors 

have no doubt that at immersion of a very hot piece in a 

quenching medium a vapor blanket appears on the solid 

surface, it being perfectly stable, if the cooling liquid is at 

saturated condition. In a subcooled liquid the vapor film could 

lose stability when the surface temperature exceeds greatly Tlim.  

The German specialists (R. Jeschar, E. Specht, Chr. Kohler, 

Ch. 6 [2]) show that the metal bodies instability of the vapor 

film increases at quenching with rise of liquid subcooling and 

of velocity of liquid. On the cylindrical pieces the film collapse 

started from the bottom end, while on the spherical ones video 

filming registered symmetrical cooling. The temperature of 

film distortion measured by thermocouple placed at 0.5 mm 

from the south pole is as higher as less the sphere diameter. The 

authors call this temperature as “Leidenfrost temperature”, 

which seems to be ambiguously. In fact, it is a question about 

the temperature, at which a rate of cooling sharply increases, 

i.e. the temperature of breaking off stable film boiling; but the 

authors do not discuss what a boiling regime is established at 

the cooled surface. Usually with the Leidenfrost temperature 

one connect a possibility of direct contact a liquid with a hot 

surface, i.e. it is identified with the film boiling minimal 

temperature. Usually the Leidenfrost temperature refers to the 

possibility of direct liquid contact with hot surface, i.e. It is 

identified with film boiling minimal temperature.  Obviously, 

this temperature cannot exceed the spinodal temperature at 

predetermined pressure as a substance exists only in vapor 

phase on spinodal. (Papers, reporting about experiments in 

which the values of the film boiling minimal temperature 

exceed even the critical temperature of a substance, q.v.[3], 

raise doubts in quality of measuring or in validity of 

interpretation of their results but, of course, they cannot 

disprove the fundamentals thermodynamic laws). 

In Jeschar et al. [2] experiments at immersing nickel spheres 

in water with temperature 20°C the intensive cooling started 

when the temperature of the surface was higher than 400°C that 

exclude a possibility of direct liquid contact with the hot 

surface. The calculated rates of maximal (“critical”) heat flux 

was approximately typical for boiling water at the atmospheric 

pressure (near 1,5МW/м
2
), whereas heat flux at  the nucleate 

boiling with value ΔT near 200K should be 300 times higher. 

Obviously, the intensive cooling of high-temperature surface in 

subcooled water is controlled by some special mechanism 

which is different from any known kind of boiling (nucleate, 

transient, film). The authors of ch.10 [2] (F. Moreaux, G. Beck, 

and P. Archambault) are more prudent in description of the 

metal pieces quenching in subcooled liquid, and they do not use 

“Leidenfrost temperature” term. The most part of the presented 

experiments were conducted on the standard for quenching 

examination silver cylindrical sample (diameter 16mm, length 

48mm, thermocouple is in a centre). Vapor film becomes 

unstable upon cooling in subcooled liquid (with the temperature 

of water less than 60°C), however the authors point a very bad 

data reproducibility. At the same conditions (initial temperature 

of piece is 850°C, motionless water at 40°C) instability of film 

boiling starts at the temperature range 450-800°C, but vapor 

film can restore itself. Only at near 300°C the quenching 

process reproducibly passes in transient boiling and then in the 

nucleate boiling regime. A water jet injected from a syringe 

with the inner diameter 0.5mm at 2mm distance from the 

cooled surface of a hemispherical head of the hot cylinder leads 

to good reproducibility of the conditions of the film boiling 

stability loss.  With the water jet velocity increasing the 

instability of the film boiling observes at higher temperature of 

a cooled piece, and at 2 m/s this process could be explosive. 

Increase of water subcooling greatly raises the surface 

temperature corresponding to film boiling stability loss. In 

water at 30°C film boiling instability is observed at very low jet 

velocity – 0.1m/s, practically at the sample initial temperature 

(850°C). The authors refer to their research [4] where 

destabilization of vapor film and direct water contact with the 

surface were detected at the surface temperature higher than the 

temperature of the homogeneous nucleation (i.e. Tlim). In our 

opinion, these observations do not dispute that at T >Tlim liquid 

state is impossible. The paper [5] basing on the analysis of 

video frame and electro conductivity of water drop/plate system 

also reported on direct contact of the surface roughness 

elements with liquid at the temperature of the plate higher 

300°С; the author discusses a possible influence of capillary 

waves at the drop surface on these contacts. It is really possible 

that discrete asperities could be chilled to T <Tlim and contact 

with water. 

To our opinion papers [6-8] published in 1986-90 gave the 

rise to a new approach in studying film boiling of subcooled 

liquid. The studies were directed to accomplish better 

understanding mechanisms of the vapor explosion. The authors 

first clearly formulated that film boiling of water subcooled 

higher 22K presents a specific regime of heat transfer, which 

they defined as microbubble boiling. This regime was observed 

at the surface of the copper ball at temperature higher than 

400°C that excludes a possibility of direct liquid–surface 

contact. Near the surface of the sphere the plurality of 

microscopically small steam bubbles was observed. Heat 

transfer coefficient (HTC) referred to the saturation temperature 

of water under these conditions were unusually high for film 

boiling - above 10 kW/m
2
K, that is almost two orders higher 

than the values characteristic for the saturated liquid. In [6] 

qualitative experiments are described where a free falling ball 

in subcooled water in the event of microbubble boiling deviates 

sharply in the horizontal direction, which indicates significant 

increase of pressure at some areas of the hot surface. In [8] the 

results of study of cooling of molten brass droplet suspended in 

a magnetic field in subcooled water are presented; on the 

surface of the solidified droplet "craters" were remarked 

indicating the pressure impulse under the intensive cooling. 

Although in the discussed papers any theoretical results which 

explain the mechanisms of phenomena were not obtained, these 

unique researches stimulated the similar experiments begun by 

the authors of this article [9-11]. Our investigations were 

carried out mainly with a 45mm diameter nickel ball. In 

contrast to the known work in this field, there were 4 or 5 

thermocouples placed in the ball, one in the center and the rest 

in the various points of the surface. This revealed that spherical 

symmetry of the temperature field in the cooling process occurs 

only at a stable film boiling, which is typical for cooling in 
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saturated or weakly subcooled water, as well as in isopropanol. 

In the intensive cooling regime (microbubble boiling) stability 

of film boiling initially is disturbed at the bottom part of the 

sphere surface (near the south pole), and the front of intensive 

cooling extends from the bottom up to the whole surface 

usually for 2-4 seconds. Thus the Jeschar’s et al. [2] conclusion 

on symmetric cooling nickel ball in subcooled water based on 

the temperature measurements at one point raises doubts. The 

completed studies have clearly formulated questions about the 

mechanisms of the intense heat transfer during film boiling of 

subcooled liquids. The research program devoted to finding the 

answers to them, currently being implemented at the 

Department of Engineering Thermophysics NRU "MPEI" and 

supported by a grant from the Russian Science Foundation.  

It should be noted that in the recent years the studies of film 

boiling in subcooled liquid are carried out in several research 

teams. More than 10 years colleagues from High Temperatures 

Institute of RAS [12-14] work in this direction. Accent (as in 

[6-8]) is made on a "trigger mechanism" of the vapor explosion. 

The important and useful in terms of the objective results have 

been obtained, but the quantitative models of heat transfer 

under the considered conditions have not offered yet. 

It's interesting that papers [15], [16] dedicated to film 

boiling of subcooled water do not mentioned the predecessors'  

studies, including the all English-language publications cited 

above. At the same time in [15] the experimental results related 

to the water with subcooling higher 40K, were not analyzed 

because according to the authors film boiling at high 

subcooling is not observed. It should be mentioned that the 

Japanese scientists (see, Eg, [17]) introduced the term very 

similar to the proposed in [6 - 8], microbubble emission 

boiling. In this case boiling of water and water-alcohol 

mixtures is considered at subcooling to the saturation 

temperature about 40K, which is accompanied by the emission 

of microbubbles; this leads to significant increase of critical 

heat flux. This process is nothing but the same names is not 

similar to those discussed the intensive film boiling regime of 

subcooled liquid.  

Thus, despite rather large interest to the problem, this 

regime doesn't have a clear explanation and some researchers 

do not actually recognize its existence as a specific 

phenomenon. 

 

Experimental Facility 

Our research program includes experiments using spheres 

with different diameters, various metals and various cooling 

media. Experimental stand "High Temperature Surfaces 

Cooling Regimes," was created in 2013 under the program of 

development of the material base of the NRU "MPEI". 

Schematic of the stand is shown in Fig. 1. Sealed housing of 

experimental camera is made of stainless steel tube 219 mm 

outer diameter with a wall thickness of 10mm. In its upper part 

a coil (2) of a high frequency induction heater (3) is placed; the 

lower part is filled with the cooling liquid, the temperature of 

which is maintained at a predetermined level by means of the 

thermostat (8) and the coil pipe (7) immersed in the liquid. The 

heating zone is separated from the liquid volume by thin metal 

diaphragm (5), which protects the cooling medium against heat 

radiation. The metal sphere (1) at the beginning of the 

experiment is mounted inside the coil (2) by system for moving 

the working piece (4). Heating is controlled by the 

thermocouples placed inside the sphere. Power of the high 

frequency inductor allows obtaining high heating rate; in a 

moderate mode providing controlled uniform heating sphere is 

heated to 800°C less than for 5 minutes. There is a possibility 

of heating a specimen in inert gas incoming from the gas 

balloon (9). The heated ball moves into the cooling liquid at the 

level of viewing windows. During cooling signal from 

thermocouples (11) is transmitted through the connector NI 

SCXI-1303 to the measuring module NI SCXI-1102 (12), 

which is part of the system NI SCXI-1001. Signal detection is 

carried out from each thermocouple at 100 Hz. The 

measurement results through USB-interface are transmitted to 

the personal computer (13), wherein in the Lab View program 

temperature versus time relation is built. In some runs video 

filming the processes occurring at the surface of cooled sphere 

is conducted with a digital video camera (14) in transmitted 

light from a halogen lamp (15). Video is saved at the PC hard 

disk.  

 

 
Figure 1 Schematic of experimental stand 

 

Test samples are metal balls of 30 to 51mm diameter. In a 

ball through holes with a diameter of about 1 mm were drilled 

to accommodate the cable with thermoelectrodes. One variant 

of the thermocouples arrangement is shown in Figure 2; in this 

case 4 thermocouples are mounted in metal ball: three are 

located on the surface at the points with polar angle of 90, 135 

and 180º, and one is placed in the center. In other cases a ball 

can be equipped with 5 thermocouples, 4 of them are on the 

surface. All the drillings are made from the top of sphere. 

Chromel-alumel thermocouple stretched inside the ball through 

the holes and welded by laser welding flush with the surface. 

Electrodes of thermocouples were collected in a tube-holder of 

5 mm O.D., which is attached to the ball first on thread at a 

depth of 5 mm, and then the coupling place is sealed with laser 

welding. This technique of thermocouples embedding is 
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definitely time-consuming, but it provides obtaining 

information on actual temperature field at rapid cooling of the 

ball without its significant distortion with measuring devices. 

  

 
Figure 2 Thermocouples disposition scheme in a sample.  

 

In [1] to simulate the quenching process a cylindrical 

sample was used with a thermocouple welded at its outer 

surface and thermoelectrodes coming out directly through the 

volume of water. We had no doubt that in this case the 

measuring device would inevitably influence on the studied 

process. But a temptation to obtain a simple and inexpensive 

measurement scheme pushed us to the direct verification of 

quantitative effect of external mounting the thermocouples.  

 

 
Figure 3 Schematic of thermocouples arrangement in a 

cylindrical sample. 

 

Methodical experiments were performed with simultaneous 

temperature measurement with the outer thermocouples and 

with the ones embedded inside the sample. Fig. 3 depicts a 

sketch of a test sample as a thick-walled stainless steel pipe, 30 

mm O.D., 10 mm I.D., and 60 mm long. The inner volume of 

the tube was sealed with the welded top and bottom covers 

from the same material. Besides thermocouples 1 and 2 welded 

at the inner surface, three pairs of thermocouples were mounted 

at the equal distances from the lower end of the tube (in the 

cross sections CC, BB, and AA), the thermocouples 3, 4, and 5  

being inserted in the bores of the wall and welded flush the tube 

surface, the thermocouples 6, 7, and 8 being welded outside the 

tube surface. The thermocouple wire was 150 μm, their 

junctions were about 250 μm; this is significantly less than in 

the experiments of [1] .   

For simplicity in further discussion we use the term 

"external" for thermocouples 6, 7, and 8 and the term "internal" 

for thermocouples 3, 4, and 5. The experimental thermograms 

obtained in the cylindrical sample cooling are shown in Fig. 4. 

 

 
Figure 4 Cooling of the cylinder with different ways of the 

thermocouples embedding: 1-central, 2-inner bottom, 3, 4, and 

5 - the internal; 6, 7, and 8- external.  

 

It can be seen that the thermograms of the internal and external 

thermocouples differ each other even qualitatively. Thus, the 

temperature measured with the external thermocouples falls 

from 580-600 to 300-320°C factually instantaneously, while 

this decrease takes 13 seconds for the lowest internal 

thermocouple 3 (section CC) and 30 seconds for the upper one 

5 (section AA). The video filming showed that the front of the 

intense cooling moves upward in the same manner as described 

in experiments [2] on a cylindrical nickel specimen. Shift of 

start time of intensive cooling is clearly visible from the 

thermograms of the internal thermocouples, but the external 

thermocouples show almost simultaneous cooling the cylinder 

surface in places of their mounting. Obviously, these 

thermocouple junctions and thermoelectrodes act as a sort of a 

fin, which is intensively cooled in liquid. When the front of 

intensive cooling of the sample surface reaches the level of the 

external thermocouples, some natural differences appear in 

their readings, but they are substantially lower than the actual 

temperature measured with the internal thermocouples. 

Probably, for samples with higher thermal conductivity the 

observed effect can be quantitatively less striking. But the 

described methodological experiments remove any doubts on 

impossibility of using external thermocouples welding in 

studies of quenching process in subcooled liquids. 

At high cooling rates recovering conditions at the body 

surface requires solving the inverse problem of thermal 

conductivity. This type of problems is related to ill-posed ones; 

their solution is ordinarily achieved by means of approximate 
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methods. In this study factually a direct numerical solution of 

nonsteady heat conduction problem consistent with the 

measured results was found to recover the conditions at the 

surface of a cooled ball. The program «Rteta» developed at the 

Department of Engineering Thermophysics MPEI was used in 

solving; the temperature field in the ball was calculated by the 

control volume approach.                                                                 

An assumption on axis symmetry of the problem seems to 

be quite natural, if one accounts for region geometry and video 

filming results on development of cooling process along the 

ball surface. So the following energy equation is valid:  
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This 2D equation is solved for description of those 

experimental runs, where intensive cooling front spreads along 

the ball surface upward beginning from the south pole.  In the 

modes with a small rate of cooling, when the process can be 

considered with good accuracy as spherically symmetric, one-

dimensional approximation is successfully used. In this case the 

2
nd

 term of RHS of Eq. (2) is omitted and the third kind 

boundary condition is used: 
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 The program «Rteta» allows determining heat transfer 

coefficient during cooling interactively. First, Eq. (1) is decided 

at predetermined HTC and (1) for a certain time period. The 

temperature field inside the ball is calculated, and temperature 

at the control points is compared with the measured values for 

the corresponding thermocouples. 

As the result of comparisons, either the HTC value is 

adjusted or solution moves to the next time step. For each 

subsequent step the solving result at the previous time step is 

used as the initial temperature distribution. This method gives 

good results in the modes with a small rate of cooling, i.e. at the 

steady film boiling or at small subcooling to saturation. It is 

revealed that it can be used also under the intensive cooling of a 

small diameter sphere, when deviation between the 

experimental thermograms is small, and the process can be 

considered approximately as spherically symmetric. 

 

Experimental results 

In the most cases the experiments with each new test sample 

are started with cooling in saturated or weakly subcooled 

liquid. Fig. 5 shows the typical thermograms of cooling of a 

ball of AISI316 stainless steel, 30 mm in diameter, in water at 

90°C. The experiments were carried out with the new 

experimental facility described above. 

As it was expected the most part of the cooling process was 

held at stable film boiling regime, which is replaced by a 

transition, and then nucleate boiling. Transition boiling always 

began at about the same temperature close to temperature of 

liquid superheat limit. Thermograms show that film boiling 

regime proceeds about 70 seconds; at t = 75-80s temperature at 

center sphere was lower than temperature registered by the 

surface thermocouples (135º and 180º), but higher than 

temperature registered by the equatorial thermocouple (90º). 

This is because the development of the transition and nucleate 

boiling regions begins at the upper part of the ball due to heat 

removal through the tube-holder. Its influence on breaking 

symmetry of cooling process of small diameter sphere with less 

thermal conductance is much stronger than in earlier 

experiments with nickel ball, 45mm diameter [9, 10]. In the 

stable film boiling regime, as is clear from Fig. 5, the surface 

thermocouples readings differ from each other insignificantly 

that allowed averaging temperature over the whole surface of 

the ball.  

 

 
Figure 5 Cooling of the stainless steel ball, 30mm in 

diameter, in water with a temperature of 90°C. Location of 

thermocouples: 1-central; 2, 3, and 4 at the surface at θ=180°, 

135°, and 90° correspondingly. 

 

Basing on the averaged thermograms heat flux and HTC 

were calculated. The calculated dependence q(ΔТ) is in good 

agreement with the recommendations [3] for stationary film 

boiling and [18] for subcooled film boiling. Spherical 

symmetry of the temperature field approximately conserved for 

the whole period of cooling. This allowed to obtain the curves 

q(ΔT) for transition and nucleate boiling regimes; they appeared 

to be in reasonable agreement with the recommendations of 

[19,20] for heat transfer in the corresponding steady regimes.  

The main part of researches was carried out with subcooled 

water. At subcooling more than 30K the regimes of intense heat 

transfer are always observed under the conditions when the ball 

surface temperature significantly exceeds the critical one for 

water (374°C). Fig. 6 presents the thermograms of the ball 

cooling in water with temperature 30°C; for better 

understanding the thermograms shape in the beginning of the 

intensive cooling the different scales of time were used. For 1s 

the surface temperature in the points of thermocouples 

positions decreased by 470-500K, whereas in the center of the 
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sphere only by 50K. At the end of this time interval the 

temperature difference between the ball center and the surface 

was 420-450K. It is clear that under these conditions 

assessment of surface heat flux on basis of a lumped heat 

capacity is impossible.  

More attentive analysis reveals a difference in cooling rates 

at various points of the surface. As in other similar regimes 

front of intensive cooling moves upward; the thermocouples 3 

and 4 located on the lower half of the ball surface show that for 

the first 0.3s the temperature lapse rate is about 1000 K/s. The 

cooling rate at the sphere equator (θ = 90°) fixed with the 

thermocouple 2 significantly lower. Strictly speaking, in these 

circumstances using 1D energy equation is not correct. At the 

same time comparison with the previously obtained cooling 

thermograms for the nickel ball of 45mm in diameter [8] shows 

that in the discussed cooling regime deviation is much smaller. 

The main thing is that the regime of intense heat transfer 

(microbubble boiling) starts simultaneously in the all points of 

the surface equipped with thermocouples, i.e. a qualitative 

homogeneity of the process is observed. 

 

 
Figure 6 Cooling of the stainless steel ball, 30mm diameter, 

in water at 90°C. Location of thermocouples: 1-central, 2, 3, 

and 4 at the surface at θ=180°, 135°, and 90° correspondingly. 

 

Therefore, for an approximate estimate of heat flux at the 

surface for the cooling regime shown in Fig. 6 the process can 

be considered as spherically symmetric one. For the averaged 

surface temperature at each time step HTC is calculated as it is 

described in the previous section. A comparison of the 

calculated and the measured thermograms for the ball center 

was used as an independent criterion of the solution reliability. 

For the most important period of intense cooling (t ≤ 1s) the 

calculated value of the ball center temperature exceeds the 

measured one at this point by 35K maximum, that is about 5% 

of ΔT. Probably, the main reason of advancing cooling rate of 

the ball in comparison with the calculated one is the discussed 

above influence of the tube-holder.  

Fig. 7 shows variation of heat flux density at the ball surface 

in dependence on the wall superheat ΔT = Tw-Ts. In the real 

process ΔT decreases with time, i.e. the process occurs from 

right to left in the coordinates of Fig. 7. As can be seen, heat 

flux density in intensive cooling regime reaches 5 MW/m
2
 that 

is almost four times higher than characteristic value of CHF in 

pool nucleate boiling of saturated water. 

 
Figure 7 Dependence q(ΔT) for the 30mm stainless steel 

ball cooling in subcooled water, ΔTsub = 70K.  

 

Fig. 8 presents comparison of the thermograms for the 

surface thermocouple at θ = 90° for different values of coolant 

temperature. With increasing of water subcooling stability of 

vapor film is lost at the higher wall temperature and in shorter 

period of time after immersion of the ball. This general trend in 

some experimental runs is disrupted by random disturbances, 

probably, due to influence of the holder. The most notable 

deviation is obtained for water at temperature T1 = 55°C. But in 

all cases presented in the figure there is a regime with a very 

high rate of surface cooling (up to 1000 K/s). Thus, the study 

has shown that during the stainless steel ball quenching in 

subcooled water the regime of intensive heat transfer in film 

boiling (microbubble boiling) is also observed.  

 

 
Figure 8 Thermograms of cooling at different temperatures 

of cooling water: 1-30º, 2-40º, 3-50º, 4-55º, 5-60º, 6-65ºC. Data 

are referred to the lateral thermocouple (θ=90°).   

 

Thus, the existence of a specific regime of high heat transfer 

intensity in subcooled water film boiling, which was named the 

microbubble boiling by G. Hewitt and D. Kenning, is now 

confirmed for metals with thermal conductivity divergent more 

than 20 times: from about 400W/(m∙K) for argentum and 
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copper to approximately 18W/(m∙K) for stainless steel.  It is 

revealed that for a spherical sample of low thermal conductivity 

even at small size cooling process loses spherical symmetry.  

Since there is currently no physical model for heat transfer 

during microbubble boiling, experimental studies using 

different cooling media and various metals have to be 

continued. Revealing the quantitative regularities of influence 

of liquids subcooling, their thermal properties, of properties and 

size of the cooled object on the process should lead to 

understanding the mechanisms of this boiling regime. 

 

The study was performed at the expense of Russian Science 

Foundation (project №14-19-00991). 
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ABSTRACT 

A gravity assisted heat pipe (GAHP) was employed as an 

efficient heat transfer device in passive cooling by IR nocturnal 

radiation. Experiences were performed to compare the 

functioning of  two GAHPs, one constructed in copper and 

other one in glass for flow visualization. Both have similar 

dimensions, use distilled water as transport fluid and have 

similar fill ratio using the environment as the cold source. Flow 

visualization experiments showed a pulsating behavior, the heat 

absorbed at the evaporator generates bubbles that rise very 

quickly, displacing sometimes an important volume of water. 

The rise velocity was measured during the pulsating interval 

giving values in the range 1.2 to 5.7 m/s and a mean period of 

pulsations of 0.14 s. The use of digital image processing 

allowed to detect the presence of ascending vapor masses inside 

the tube, that were not visible at a glance. Experiences of 

variable and constant power supply were performed. 

Temperature measurements of the warm source, the 

environment, the evaporator, a midpoint along the tube and the 

condenser were performed allowing to establish a clear 

correlation between the thermal measurements and the 

pulsation observed in the glass GAHP, verifying that the copper 

GAHP in which the visualization was not possible also pulsate. 

The global thermal transfer coefficient and thermal resistance 

were calculated giving good correlations with the power 

supplied, in the tested range of 3W to 60W, with a 

determination coefficient bigger than 0.9.  

 

 

INTRODUCTION 
Gravity assisted heat pipes (GAHP) are a particular case of 

heat pipes that operate in vertical position, often without a 

wick, so the return of the working liquid from the condenser 

towards the evaporator is realized by gravity and therefore 

behave as a thermosiphon [1,2,3]. GAHPs are very efficient 

devices and their use is spreading to different areas of the 

technology such as electronics, solar collectors, etc [4,5,6,7]. A 

GAHP without wick was employed as a heat transfer device in 

passive cooling by IR nocturnal radiation [8]. For having a 

better knowledge of its functioning experiences were performed 

to compare the operation of two GAHPs, one constructed in 

copper and other one in glass for flow visualization [9]. Both 

have similar dimensions, use distilled water as transport fluid 

and have similar fill ratios. The observations showed a 

pulsating character in the fluid dynamics and heat transfer [10] 

associated with the geyser effect [11,12,13,14]. The 

comparative study of the thermo-fluiddynamic behavior of 

these pipes showed that under the same working conditions 

both pipes had a pulsanting behavior, each one with its own 

characteristics that could be inferred from thermal measures. 

These experiences were realized at first supplying thermal 

variable power, carrying the temperature of the water of a 

thermos to a maximum specified value and analyzing the 

cooling towards the environment produced by the GAHP, the 

following experiences were realized with a constant power 

source, a cylinder of isolated aluminum warmed with an 

electrical resistance and a variable transformer. 

NOMENCLATURE 
 
T [ºC] Temperature 

T’ 

C 
E 

M 

S 

[-] 

[-] 
[-] 

[-] 

[-] 

Dimensionless temperature 

Condenser 
Evaporator 

Midpoint 

Heat source 
Q 

V 
I 

[W] 

[V] 
[A] 

Thermal power supplied 

Voltage 
Current 

UA [W/ºC] Global thermal coefficient 

R
 

[ºC/W] Global thermal resistance 
 

Subscripts 
a  ambient 

c  condenser 

e  evaporator  
m  midpoint 

s  source 
w  water 

 

FLOW VISUALIZATION  
For flow visualization experiences a glass GAHP was 

constructed with a burette of 67cm length, 1,45cm internal 

diameter, 1,73cm external diameter, with a scale that allows to 

realize a precise measure of the volume of liquid in its interior 

and of the position of the water menisci. The length of the 

evaporator was 12cm; the adiabatic zone was 5cm and the 

condenser 50cm, evacuating heat to the environment. The 

copper GAHP built for comparison had 71cm of total length, 

external diameter 1,5cm and internal diameter 1,3cm. The 

evaporator measured 12cm, the adiabatic section 5cm and the 

condenser 54cm. The working liquid for both was distilled 

water with a filling fraction of 12 %. The heat source employed 

was thermalized water placed in a thermos shield with high 

density expanded polyurethane that allows to introduce the pipe 
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and the thermocouples. The evaporator E (Te), midpoint M 

(Tm), condenser C (Tc), water (Tw) and ambient (Ta) 

temperatures were measured with T thermocouples using a 

datalogger Omega, with sample rates of 2 sec and 1min. The 

evacuated heat was calculated by measuring the cooling rate of 

the water in the flask. The general layout is shown in Figure 1a. 

A video camera Panasonic and a digital photographic camera 

Sony with a period of 1/30s between captures were used in flow 

visualization experiences. A non disturbing method was 

employed to measure the speed of the fluid inside the pipe, for 

which a camera Sparklan controlled by a computer was 

arranged, taking images at a rate of 10 images per second and 

processing them with a specific program [10]. 

 

        
Figure 1. Experimental layout for a) variable heat power supply 

b) constant power supply. 

 

The flow inside the glass GAHP develops in the following 

way: at the beginning the top meniscus of the water contained 

in the pipe is observed practically at the same height of the 

flask cover (Figure 2a); later a rapid vaporization takes place 

(Figure 2b) and vapor rises along the pipe; sometimes during 

the ascent vapor condenses forming a drop. When the steam or 

liquid water reaches the end of the pipe the impact is listened as 

a shot. The water condensed at the top slips down forming a 

film that  breaks slowly until the initial level of the water is 

recovered and the pulsation begins again. Everything is very 

rapid; this process could be kept for hours, until the temperature 

of the water descends below the certain value.  

 

     
(a)                                      (b) 

Figure 2. Visualization of flow inside the glass GAHP  a) Top 

meniscus of water in the pipe. b) Vaporization. 

 

Sometimes a bubble is formed inside the liquid at the 

evaporator and a slug is formed that rises very fast (geyser 

effect), as can be seen in Figure 3, loses part of the water on the 

glass, reaching the end of the pipe and producing also a shot.  

 

 
Figure 3. Visualization of a slug rising inside the GAHP. 

VELOCITY MEASUREMENTS  
In one of the experiences in which the maximum 

temperature of the water was 89ºC a sequence of 16 images 

was taken at a rate of 30 images per second that allowed to 

follow the evolution of four consecutive slugs, to measure their 

velocities, the variation of the water volume displaced that 

diminishes during the ascent generating a film on the glass of 

the pipe, and to measure the period of the pulsation. The 

position of the top meniscus as function of time was fitted with 

a degree two polynomial that allows to know the speed and 

acceleration of each of the four sequences of images; the range 

of velocities measured was 1.22m/s to 5.72m/s, that of 

acceleration was -2.57m/s
2
 to -6.75m/s

2
, the periods ranging 

from 0.14s to 0.16s. The water volumes displaced diminish 

because of adherence in the glass surface of the pipe. 

In an experience in which the maximum temperature of the 

water was 70ºC, two images were taken with a camera 

controlled by a computer with a difference of 0.116s recording 

the position of a drop in that interval. The images were digitally 

processed extracting the first from the second and defining 

better the edges.  
Figure 4a shows one of the images taken by the camera, 

while Figure 4b shows the result of the processing. It can be 

seen the position of the water drop marked on the photograph 

and something that was not possible to see at a glance: the 

presence of other pulses of steam inside the pipe, besides the 

drop that is condensed. Measuring the position of the drop 

along the pipe it was possible to calculate the average speed 

obtaining the value of 3,79 m/s that agrees with the range of 

values obtained with the previous method. 
 

 
(a)                                                     (b)  

Figure 4. a) Image recorded by the camera. b) Processed 

images showing steam pulses inside the pipe. 

 

THERMAL MEASUREMENTS 
The thermal measurements performed simultaneously on 

the glass and copper GAHPs under similar thermal conditions 

showed oscillations of temperatures of both GAHPs associated 
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with the pulsations observed in that of glass, so it was conclude 

that the copper GAHP also pulsates. During the pulsations the 

thermos water and the evaporator temperatures went down 

while the condenser temperature went up; this means that heat 

is absorbed at the evaporator and create inside the pipe 

conditions that allowed the nucleation and growth of bubbles 

that can be expelled as a water slug or exploited forming a 

pulse of vapor rising very fast. Pulsation depends on the 

maximum water temperature: at 89 ºC the pulsation is 

immediate, whereas at less than 50ºC no slugs pulsations were 

observed. This behavior is kept for more short periods in the 

copper GAHP than in the glass one. In the same measurements 

different ranges of functioning associated with different 

thermo-hydrodynamic behaviors in the fluid were observed. 

Figure 5 shows a typical measure of temperatures on the glass 

and copper GAHP under similar thermal conditions. 
 

 
(a) 

 
(b) 

Figure 5. Temperature measurements a) on the glass GAHP 

and b) on the copper GAHP. 

 

The global thermal coefficient UA as function of the 

thermal power supplied shows a linear trend for both the copper 

and the glass GAHPs, with a slope slightly minor for that of 

glass, while the thermal resistance as function of power can be 

fitted with  good precision with a potential curve  R = aP
b
, the 

parameters a and b ranging from 12 to 27 ºC/W and -0,75 to  

-1,03 respectively. 

 

Tests on the copper GAHP  

     For constant power experiences the heater was an aluminum 

bar of 20cm length and 5cm diameter with a perforation of 

2,2cm of diameter where the GAHP was placed. An 18 

resistance was wounded around the bar connected to a variable 

transformer. The bar was placed in a support of PVC, wrapped 

in 5cm of mineral wool that assures that thermal losses were 

less than 0,3 %, so it was assumed that all the electrical power 

that is used in warming the cylinder is evacuated towards the 

environment by the GAHP (Figure 1b). 

Temperatures of the evaporator E (Te), the condenser C 

(Tc), in the midpoint of the pipe M (Tm), on the heat source S 

(Ts) and the ambient (Ta), were measured with T thermocouples 

with a sample rate of 10 seconds. Many experiences were 

realized changing the power supplied between 3,7W and 60,2W 

evacuating the heat towards the environment in conditions in 

which the temperature of the laboratory was practically 

constant.  

 

 
(a) 

  
(b) 

 
(c) 

Figure 6. Temperatures at the different measurement points 

corresponding to three power supplies:  

3.7W, 23.5W and 60.2W. 
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Figures 6 a, b, and c show the temperatures corresponding 

to three power supplies: 3,7W, 23,5W and 60,2W at the 

different measurement points. The changes that they show are 

evidence of different thermo-hidrodynamic flows inside the 

GAHP. 

At the beginning the temperature rises regularly, almost 

linearly at the midpoint M and the condenser C, until the first 

pulsation takes place. At this stage the thermal conduction 

realizes by conduction in the copper wall of the pipe and by 

convection of the steam from the evaporator in agreement with 

the usual description. Later very regular oscillations are 

observed in which the heat source S and the evaporator 

temperatures diminish in phase whereas the midpoint 

temperature M increases in opposition of phase in a pulsating 

way, and the temperature of the condenser C increases with less 

marked oscillations. This suggests the formation of bubbles in 

the liquid that absorb heat and detach as a steam pulse or water 

slug as was described previously (geyser effect). At 3,7W two 

intervals in which there were no pulsations but a systematic 

increase of the temperatures of the source and the evaporator 

and a decrease of those of the midpoint and condenser are 

observed. This suggests that bubbles were not formed, the 

warming of S and E comes from the heater whereas M and C 

cool towards the environment; the heat supply is low and the 

cooling is dominated by the transfer towards the environment. 

In this experience an equilibrium temperature seems to be 

reached at the source, about 40°C. When the warming ends a 

last pulsation takes place that cools S and E, and warms M and 

C. Later the evaporator E and the average point M disconnect 

from C, increasing a bit the temperature and then cooling 

slowly without pulsations. At this stage the heat would be 

transmitted by conduction in the copper towards the 

environment, and in minor measure by convection in the 

interior. 

At mean power supplies pulsations in phase of great extent 

take place between S and E and in opposition of phase in M, 

whereas C increases softly without big oscillations. The 

temperatures rise systematically and a transition takes place to a 

regime of rapid oscillations of minor extent and major 

frequency (small oscillations), until an anomalous pulsation 

takes place: S and E increase their values whereas M 

diminishes sharply; later the warming continues regularly with 

small oscillations. When the warming ends the small 

oscillations stop and all the points cool slowly. Another 

anomalous pulsation can appear and the disconnection between 

E and M takes place as in the previous case. 

A question rises about how an anomalous pulsation could 

be provoked. A possibility is that a water slug at mid height 

absorbs heat from the pipe, breaks and generates a steam wave 

that propagates down increasing the temperature of S and E; 

another possibility is that a bubble was formed in the liquid 

film returning from the condenser lowering the temperature in 

M, exploding and generating also a steam wave that warms 

suddenly S and E.  

At powers over 25W the temperature of C overcomes that 

of M during a certain interval, suggesting that the heat is 

transported by an intense convective process which prevails on 

the copper conduction. When the warming finished the 

disconnection between E and M takes place and, sometimes, a 

last pulsation is observed.  

At powers ranging from 35 to 60W approximately the 

general behavior is similar to the observed at medium powers 

except that after the disconnection some big oscillations take 

place before following a monotonous cooling. 

 

Difference of temperature analysis 

The oscillations observed were analyzed by performing a 

Fourier analysis of the time series of the differences of 

temperatures between E and C at different power supplies, that 

showed a spectrum dominated by low frequencies 

corresponding to periods ranging from 24.4min to 113.8min, 

but they also showed the presence of higher frequencies 

associated to the small oscillations observed that could be 

produced by steam pulses rather than water slugs (Figure 7). 

 

 
Figure 7. Fourier spectrum of the temperature difference 

between evaporator and condenser at different Q. 

 

The difference of temperature between the evaporator and 

the condenser is an indicative of the thermal transfer inside the 

GAHP, whereas the difference of temperature between the 

condenser and the environment is a measure of how much heat 

is liberated to the cold source. Since the transfer depends on the 

average temperature of the environment during every 

experience, in order to compare the heat transfer, dimensionless 

temperatures were defined in the following way:  

 
a

a

T

TT
T'


     (1) 

Figure 8 shows the differences T'e - T'c whereas Figure 9 

shows the differences T'c - T'a as function of time from the 

beginning of the warming; the parameter is the electrical power 

supplied by the heater. They show a pulsanting behavior even 

after disconnection between evaporator and the midpoint 

occurred, that is, it persisted after the warming has stopped. 
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Figure 8. Dimensionless temperature difference between 

evaporator and condenser. 

 

 
Figure 9. Dimensionless temperature difference between 

condenser and ambient. 

 

Coefficients UA and R  
Following the bibliography the global thermal transfer 

coefficient UA and thermal resistance R of the GAHP were 

calculated with the following expressions: supplied power:  

Q = VI, global thermal transfer coefficient: UA = Q / (Te-Tc) 

thermal resistance: R = 1/UA. Figures 10a and 10b show the 

mean values of UA and R during the pulsating period as 

function of the power supplied Q. The linear fitting of UA and 

the potential fitting of R have a good determination as can be 

seen on the figures. 

Something wrong happened at high powers: the thermal 

power evacuated by the GAHP was greater than the electrical 

power supplied. This occurred when the condenser temperature 

was greater than that of the midpoint as can be seen in Figure 

11. This suggested that the condenser extracted heat not only 

from the source but also from the ambient through the copper 

wall of the GAHP. To test this observation a second coefficient 

UA1 was calculated in the following way: UA1 = Q/(Tm-Tc). 

 

 

 
(a) 

 
(b) 

Figure 10. Mean values of UA (a)  and of  R (b)  as function 

of Q, pulsating period. 

   

 
Figure 11. Temperature differences at Q = 60.2W. 

 

Figure 12 shows that UA1 as function of time presents rapid 

oscillations. When an inversion of the temperatures occurred 

between the midpoint and the condenser the coefficient UA1 is 

negative. This suggest that bubbles detached from the liquid 

film at the midpoint, extract heat from the ambient, rise very 

quickly, warm the condenser and produce strong oscillations in 

UA1; in this way the evacuated thermal power dissipated is 

greater than that supplied by the source.  

To confirm this interpretation new experiences were 

performed isolating the pipe with mineral wool and reducing 

the length of the condenser to 15cm. In these cases the 

condenser temperature was always less than that of the 

midpoint and the evacuated thermal power was less than the 

electrical power supplied. 
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Figure 12. Coefficient UA1 between de midpoint and the 

condenser as function of time. 

 

A conclusion that can be obtained from these results is that 

at sufficient high powers the convective flow inside the pipe is 

so strong that can create conditions for bubble generation at the 

middle length of the pipe, extracting heat not only from the 

source that is wanted to cool but from the environment, if the 

condenser is too long. A longer condenser means more capacity 

for heat transfer but it could be inefficient; so it is important to 

determine the optimum length of the condenser according to the 

requirements. Excluding these anomalous results the thermal 

behaviour of the copper GAHP can be characterized with the 

following relations in the range 3W < P < 60W: 

 

UA = 0.067Q+0.041 W/ºC   R
2
 = 0.93   

R    = 12.886Q
-0.958

  ºC/W  R
2
 = 0.95  

 

CONCLUSIONS  
Flow visualization experiments performed with a glass 

GAHP showed that in the range of thermal power supplied the 

heat transfer was not only through evaporation of the working 

fluid at the evaporator but also through strong pulsations of 

steam or water slugs that detach from the evaporator. The 

thermal measurements showed these pulsations as strong 

oscillations of the temperature recorded along the pipe that give 

information about the characteristics of the flow inside the 

GAHP; this fact becomes a tool for analyzing what happen 

inside a copper GAHP through thermal measurements. The 

ascent velocities measured were high, 1.22 to 5.73 m/s. 

Thermal measurements performed on the copper GAHP 

showed different thermo-hidrodynamic flows, pulsations of 

different intensity were always present, some anomalous that 

suggest that steam waves form at mid way along the pipe. 

Pulsation periods range from 24.4min to 113.8min. Another 

unexpected result allows to know that at high powers bubbles 

can be formed from de returning film of liquid extracting heat 

not only from the source but also from the ambient. This 

remarks the importance of adjust correctly the length of the 

condenser to the requirements for having an efficient 

performance.  

In the range 3W < P < 60W the copper GAHP can be 

characterized in the following way: the global thermal 

coefficient is UA = 0.067Q+0.041W/ºC with a determination 

coefficient R
2
 = 0.93, while the thermal resistance is  

R = 12.886Q
-0.958

  ºC/W with R
2
 = 0.95. 
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ABSTRACT 
In state-of-the-art research of the flow within the turbo-

machinery, numerical simulations are performed time-
dependently and in three dimensions. The availability of 
quantitative measurement data is crucial for the validation of 
such simulations. In this study angle-resolved flow-fields 
within the rotor passage of an axial fan operating under rotating 
stall conditions were measured with the use of particle image 
velocimetry (PIV). PIV triggering was synchronised with the 
observed blades’ passing, and over 1000 PIV images were 
obtained. These were then phase-locked averaged, and a 
sequence of 36 images was composed. The successive images 
represented the evolution of a flow field within the blade 
passage with 10° angular steps and made it possible for the 
structure and behaviour of the flow within the rotor blade 
passage to be analysed under rotating stall conditions. This 
paper reports on phase-locked averaging procedure. The 
influence of the reference signal, i.e. dynamic pressure time-
history ahead of the rotor, on composed flow-fields and their 
measurement uncertainty was studied. Three averaging 
procedures were developed and compared using the criteria of 
minimal velocity variation along the selected flow path. 
Measurement uncertainty improved substantially when the 
characteristic shape and not the frequency of the reference 
signal was used for the phase shift averaging. 

 
 

INTRODUCTION 
Rotating stall is a characteristic flow instability of axial and 

centrifugal compressors and fans at reduced flow rates. This 
instability leads to a reduction in a compressor’s performance 
(efficiency, pressure ratio, etc.) and plays a prominent role as a 
precursory phenomenon of a surge [1, 2]. As shown by Day [3] 
and Cumpsty [4], rotating stall originates in the instability of a 
local structure within the compressor’s cascade-flow, and 
rotates in a circumferential direction as one or more rotating 
stall cells at a fraction of the rotor speed.   

Rotating stall has been investigated over several decades via 
both analytical and experimental methods. Most of the 
experimental investigations based on velocity and pressure 
measurements have used hot-wire or multi-hole probes, and 

high response pressure transducers. Measurement signals were 
then processed with the periodical multisampling technique, 
and the double phase-locked averaging technique, which 
allowed for predicting the velocity and pressure fields at the 
compressor’s inflow and outflow cross-sections, respectively, 
[5] and made the capture of a rotating stall cell and its 
propagation possible in an axial compressor. However, these 
averaged results were limited to the non-rotating section of the 
compressor, and the flow structures within the rotor blade rows 
(passages) remained hidden. Bearing in mind that the rotating 
stall phenomenon originates from the instability of local 
structure within the rotor’s cascade flow, it is reasonable to 
focus the investigations of flow field into the rotating blade 
passage. Wernet [6] was one of the first who tried to investigate 
the rotor flow instabilities by applying the Particle Imaging 
Velocimetry (PIV) system. However, he failed to perform 
systematic investigation of the reverse flow due to the inability 
of correct system timing with the flow phenomenon. Krause et 
al. [7] applied the fast PIV system, which allowed for the 
capturing of each rotor blade passage per rotor revolution. 
However, even this was not enough for resolving the flow field 
evolution within the rotor cascade influenced by the rotating 
stall cell. All this calls for seeking the new ways for possible 
improvements in time-resolved visualisation of the described 
and similar flow phenomena. The purpose of this investigation 
was to check whether this can be achieved by the double phase-
locked averaging technique which has been already 
successfully applied for time resolving the flow ahead of the 
rotor. The PIV method was applied in order to capture 2-D 
velocity flow-fields within the rotor blade passage at 80% of 
the rotor blade span, and ahead of the rotor. Exact PIV camera 
triggering was achieved by a signal from an optical encoder 
mounted on a motor shaft. The stall cell propagation was 
followed by a dynamic pressure signal ahead of the rotor. The 
dynamic pressure and trigger signals were acquired 
simultaneously, thus enabling phase-locked averaging to be 
used, and animations to be made of the velocity flow-field 
within the rotor blade passages. Three different averaging 
procedures were developed. In the first, the characteristic 
frequency of the reference signal was applied. However, it was 
stated during the tests, that there were some oscillations in the 

11th International Conference on Heat Transfer, Fluid Mechanics and Thermodynamics

678



    

reference signal frequency, thus an improved averaging 
procedure was developed which took frequency oscillations 
into account. Although this improved the accuracy, the third 
procedure based on the characteristic shape of reference signal 
was developed and showed even better results. This paper aims 
to provide the comparisons between all three averaging 
procedures and focuses on parameters influencing their 
accuracies.  

EXPERIMENTAL SET-UP 
 
Fan geometry and instrumentation 

Experimental investigations were performed on a test rig, as 
shown in Figure 1. The test rig was built according to ISO 
5801:2007 [8] and comprised an inflow section, an axial fan 
and an outflow section. A transparent duct (Din = 290 mm) 
formed the fan’s outer casing and extended 1000 mm into the 
inflow section. Coaxially, an inner cylinder, the diameter of 
which corresponded to the fan’s hub diameter, was inserted so 
as to straighten the flow-field ahead of the fan in the axial 
direction. An axial flow fan was used without a stator and inlet 
guide vane. The rotor comprised 10 blades with a NACA 65 
profile. The chord length and stagger angle were constant and 
did not change with the span. The rotor drive was hub-
mounted, and the three-phase electromotor rotated the rotor at 
1470 rpm. Detailed fan geometry specifications are 
summarized in Table 1. The outflow section was made of a 
2000 mm long duct (Din = 290 mm). It ended with a movable 
lattice that was used as a flow throttle. 

 
Table 1: Design parameters of the test fan 

No. of blades 10 
Casing radius 145 mm 
Hub radius 92.5 mm 
Chord length 80 mm 
Tip clearance 2.5 mm (constant) 
Blade profile NACA 6508 
Stagger angle 45° 

Hub/Tip ratio 0.65 
Rotation speed 1470 rpm 

 

Figure 1 Schematic view of the test rig 

PIV system 
The Dantec low-speed PIV (Particle Image Velocimetry) 

system was used to capture the flow-field within the blade 
passage and at the rotor entry (Figure 1). The maximum system 
operating frequency was 4.5 Hz. A camera and laser were 
placed on a lightweight traverse system originally used for 
LDA measurements. A two-cavity Nd: YAG laser was used, 
operating at high power with 50 mJ pulse energy. A fog-
generator was used for seeding in order to produce seeding 
particles with average diameters of 1 μm. The laser was placed 
upstream at ca. 1000 mm from the rotor. A CCD camera with 
1280×1024 pixels resolution was used, and the area covered 
was ca. 81×65 mm. The time-interval between the laser pulses 
was 20 μs, and 32×32 pixel-size interrogation areas were used 
for velocity calculation. Cross-correlation and adaptive 
correlation were used, both with 25% overlaps.  

The blade passage velocity fields were measured within the 
axial-circumferential plane (x–y plane) at 80% of the rotor 
blade span (Figure 2). The captured area covered the whole 
blade passage and extended approximately 20 mm into the fan 
entry.  

 
Figure 2 PIV measurement plane 

 
A signal relating to the stall cell propagation was needed in 

order to utilise the phase-locked averaging technique. A signal 
from the pressure transducer measuring the dynamic pressure 
10 mm upstream of the rotor’s leading edge (Figure 2) was 
used for this purpose. The output of the photo-encoder mounted 
on the rotor shaft was used to trigger the PIV system, and the   
2-D velocity-field was, therefore, always captured within the 
same blade passage. The triggering accuracy was 
approximately ± 0.05 degrees. The generated trigger signal and 
the rotating stall reference signal (dynamic pressure ahead of 
the rotor) were both acquired by the DAQ card based data 
acquisition system with a 100 kHz sampling frequency. 
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RESULTS 
 
Overall characteristics of the test fan 

The overall fan performance was measured and is presented 
in Figure 3. It was obtained by moving the exit lattice from 
fully opened to almost closed, and measuring the pressure rise 
and fan flow rate. The fan design point D was located in the 
middle of the stable region at flow coefficient φ = 0.32 and 
pressure rise coefficient ψ = 0.325. When the flow was reduced 
below the design point, the pressure rise coefficient ψ increased 
until reaching the stall point Sin. Below this point, a 
discontinuity occurs, and the operating point is suddenly moved 
to point S1. Further flow reduction is accompanied by 
continuous pressure rise decrease towards points S2 and SP, 
where the fan surge starts. With the increase of the exit lattice 
opening, the flow and pressure rise increased, and the fan’s 
performance characteristic started moving back, crossed points 
S2 and S1 and reached point S3, where the second discontinuity 
occurred, and the operating point moved suddenly into a stable 
region (point Sout). Characteristic hysteresis was formed in this 
way, as reported by [9]. The region between the operating 
points Sin and S2 formed the rotating stall region, which was 
experimentally investigated. In this paper, we focus on 
operating point S3, while the reference data on flow under other 
conditions may be found in [10]. One thousand PIV images of 
the same blade passage were made for the operational point S3 
and the results were phase-locked averaged. 

 
Figure 3 Fan performance curve 

 
Rotating stall 

When rotating stall occurs, the flow pattern within a blade 
passage alternates between a through flow and a backflow. If 
only one rotating stall cell exists, two domains can be observed: 
normal-flow and rotating stall cell. Whilst in the normal-flow 
domain the through flow prevails, the back flow is locally 
present in a domain of the rotating stall cell. This alternation 
between the through flow and back flow may simply be 
observed as a dynamic pressure variation ahead of the rotor 
which can be used as a rotating stall reference signal when 
performing phase-locked averaging. Thus a small twin-tube 
probe with a total pressure tap in front and a static pressure tap 
at the back was inserted 10 mm from the fan tip and 20 mm 

deep from the outer casing (Figure 2). Its circumferential 
position was shifted by 90° from the PIV measurement plane. 

Figure 4 shows the dynamic pressure signal from the twin-
tube probe. Its periodic shape allowed for the assumption that 
the rotating cell propagates at a constant speed (see also [5]). 
The characteristic reference signal frequency was obtained by 
the FFT procedure and equals 15.8 Hz which is 65% of rotor 
rotational frequency. 

 
Phase-locked averaging 

Three different averaging procedures were developed and 
tested. In the first procedure, a simple sine-wave signal was 
used instead of the raw rotating stall reference signal. A sine-
wave signal with amplitude of 0.5 V was generated using the 
characteristic frequency fref of the raw rotating stall reference 
signal. It can be represented by a simple time-dependent 
function as: 

  12sin5.0)(  tftf refsw      (1) 

The generated sine-wave signal is presented in Figure 4. It 
fits the general periodic form of the reference rotating stall 
signal well. The PIV trigger signal is also presented in the 
Figure 4. The PIV system operated at a 2.7 Hz frequency, thus 
approximately every sixth passing of the rotating stall cell was 
captured; however, the captures were not synchronised with the 
rotating cell position.  

 
Figure 4 Raw rotating stall reference signal, generated sine-
wave signal, and the PIV system trigger signal – OP S3 

 
In order to obtain phase-locked averaging, every single PIV 

image had to be correctly sorted according to the rotating stall 
cell position. This sorting was performed by a simple procedure 
(AP 1). The time-delay (Δti) between the trigger point and the 
nearest point, in a positive time direction, where the increasing 
sine-wave crossing the 0.5 value (Figure 4) was first found for 
each PIV image. Then the angular position of the PIV image in 
respect to the rotating stall cell position was assigned, and 
finally the images were sorted in respect of their angular 
positions from the minimum to maximum values. 

A simple test was made to check the effectiveness of the 
sorting procedure. An averaging line was drawn in the 
measurement plane perpendicular to the blade chord (Figure 2), 
and the average velocity along this line was calculated, for each 
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PIV image. Figure 5 presents the sequence of averaged 
velocities before and after sorting thus proving that the images 
had been successfully sorted. The domains of normal-flow and 
rotating stall cell (RSC) are clearly distinctive. The rotating 
stall cell occupied approximately 40% of the rotor 
circumference. The averaged velocities dropped significantly 
within this region, and their fluctuations were extremely high. 
In contrast, normal-flow prevailed in 60% of the rotor 
circumference; the averaged velocities were almost constant 
here and the fluctuations were smaller. However, there is a 
possibility that a part of the velocity fluctuations is a 
consequence of phase-locked averaging and may not be 
ascribed to the flow phenomenon. Thus the first phase-shift 
averaging procedure was checked for possible improvements. 
In the first step the reference pressure signal was carefully 
inspected in order to find any disturbance which may influence 
the calculated phase shift Δti. It was found that in some cases 
there were small oscillations in the reference signal frequency, 
thus the sine wave function (equation (1)), did not represented 
the reference signal adequately which caused inaccurate 
prediction of phase shift Δti corresponding to the i-th PIV 
image. 

 

 
Figure 5 The sequence of averaged velocities along the 

averaging line - AP1 
 

In order to overcome the problem with oscillations of 
reference signal frequency, the averaging procedure was 
changed. Instead of using constant reference signal frequency 
instantaneous signal frequency was applied. The signal was 

first split into 1000 intervals each corresponding to the 
particular PIV image and extending between two successive 
PIV triggering and then the characteristic interval frequencies 
were computed. These were used in equation (1) to generate a 
sine wave signal for each single PIV image and finally to 
predict its phase shift Δti. This new averaging procedure (AP 2) 
has increased the computational time substantially, however, it 
has significantly improved the results. As shown in Figure 6, 
the velocity fluctuations reduced, especially within the region 
of the normal flow, while severe velocity fluctuations remained 
within the region influenced by the rotating stall cell. In order 
to further reduce these oscillations, a third averaging procedure 
(AP3) has been proposed. 

 
Figure 6 The sequence of averaged velocities along the 

averaging line – AP2 
 
The third averaging procedure is based on the morphology 

of the reference signal. An abrupt signal change is observed 
when the rotating stall cell passes the pressure sensor (Figure 
4). The first peak in the reference signal may, therefore, be used 
as an indicator of rotating stall cell passage and used to predict 
the phase shift Δti of a particular PIV image. However, high 
frequency disturbances in the signal made a correct 
determination of the peak difficult. Thus the signal was first 
processed by a moving average algorithm. The selected moving 
average interval was set to a time period which corresponded to 
the frequency of the highest disturbance. Figure 7 presents 
both, the raw and processed reference signals. It is obvious that 
the local peak position of the processed signal may be 
determined more precisely simply by searching the point where 
the signal gradient equals zero. Once the position of the local 
peak is determined the phase shift Δti of the particular PIV 
image was calculated from its distance to the trigger point as 
shown in Figure 8. The final sorting of all PIV images was then 
performed in the same way as already explained for the first 
averaging procedure AP1.  

The results of third averaging procedure are presented in 
Figure 8. Velocity fluctuations reduced significantly both 
within the normal-flow as well as the rotating stall cell 
domains. Relative standard deviation of velocity within normal-
flow domain is less than 4 %, whilst it increases to 50 % in the 
middle of the domain affected by the rotating stall cell. This 
indicates very unstable flow conditions taking place within the 
blade passage under rotating stall conditions, which are 
demonstrated in Figure 9.  
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Figure 7 Raw and processed reference signal (AP3) 

 
The last step of phase-locked averaging is the averaging of 

sorted PIV images. It was performed within constant 10° 
angular steps, and resulted in 36 consecutively averaged PIV 
images. A particular sequence of 36 consecutively averaged 
PIV images may be used for flow animation within the 
observed measurement plane. The successive relative velocity 
fields within the blade passage at 80% span are presented in 
Figure 9. Only a selection of angles is shown, in order to 
observe the main flow phenomena within the blade passage. 
The first image (0°) represents the blade passage flow under 
normal-flow conditions. The flow entirely follows the shape of 
the suction side of the rotor blade and no swirls are shown 
within the flow-field. The first changes occur at 100°. The axial 
velocity component changes the direction in the upper part of 
the flow  field, and some  of the fluid flows around the  leading  

 
Figure 8 The sequence of averaged velocities along the 

averaging line – AP3 
 
edge from the pressure to the suction side of the aerofoil and, 
since the overall velocity is slightly reduced, the flow still 
follows the suction side of the aerofoil. The fluid flow around 
the leading edge starts increasing and pushing the incoming 
intake flow away from the leading edge of the aerofoil. The 
overall flow velocity reduces, and at 140° flow separation from 
the suction side of the aerofoil occurs near the trailing edge. 
The flow separation point moves then very quickly toward the 
leading edge, reaching 30% of a chord length at 160° persists 
here at 170°, whilst the whole intake domain remains blocked 
(axial flow velocity component is 0). At 180°, the back flow 
around the leading edge stops, the flow separation point starts 
moving back towards the trailing edge and the intake flow 
starts filling the blade passage (image at 210°), until the flow 
conditions normalise and slowly change to normal flow. 

 

 
Figure 9 The sequence of averaged relative velocity fields within the blade passage at 80% span (every fifth vector is shown) 
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CONCLUSION 
 

This paper has presented the visualisation of a blade 
passage flow within an axial flow fan operating under rotating 
stall conditions. Dynamic pressure measurements at the rotor 
tip proved that the rotating cell propagated at approximately 
65% of the rotor speed. This made possible the phase-locked 
averaging of PIV measured velocity fields within the rotor 
blade passage using the dynamic pressure time history as the 
reference signal. Three averaging procedures (AP1 to AP3) 
were developed and compared. The first averaging procedure 
based on the assumption of constant rotating stall speed. It was 
simple to execute, however, it lacked on precision which 
caused unreasonable fluctuations of predicted velocity. With 
the second procedure, which considers rotating stall cell speed 
oscillations, some high fluctuations of predicted velocity still 
remained. These were satisfactorily reduced with the third 
averaging procedure which is based on the morphology of the 
reference signal and thus predict the phase shift of particular 
PIV image more precisely.  

Using phased-locked averaging it was possible to build an 
animation of flow within the blade passage. A sequence of 
images was composed, presenting a flow-field changing over 
10° steps. It showed that the first flow disturbance was induced 
by a reverse flow from the pressure side around the leading 
edge to the suction side of the aerofoil. Increasing the reverse 
flow slowly blocked and separated the blade from the intake air 
and flow separation suddenly occurred near the trailing edge. 
The flow separation moved extremely quickly in front to the 
leading edge and was then swept back to the trailing edge when 
the reverse flow around the leading edge declined, and normal-
flow restoration took place. It was interesting that the blade 
passage was totally blocked for only a short 50° interval, 
although the whole flow distortion covered almost 150°. This 
showed that the blockage induction and especially the normal-
flow restoration comprised the prevailing part of the 
phenomenon caused by the rotating stall cell passing the 
observed blade passage.  

This paper proves that even a low frequency PIV system 
may be successfully applied for the time resolved visualisation 
of periodic flow phenomena such as rotating stall which occurs 
within compressors and fans. Although, some complex local 
flow structures vanish due to the averaging the obtained results 
faithfully mimic the global time depended flow field variation 
and the way of spreading flow disturbance caused by rotating 
stall cell through the rotor blade passage. As such, these, time-
resolved flow visualisation results may be applied for 
quantitative and qualitative validations of flow simulations 
performed time-dependently in order to test their reliability and 
applicability.  
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ABSTRACT 

Heat exchanger network (HEN) synthesis is a 
very important field research in the process 
industry. It is possible to reduce the utilities 
usage as well as pollutant emissions by an 
optimal HEN synthesis. In industrial process, 
sometimes, it is mandatory to work with multiple 
products. It means that multiple operation 
conditions occur and the HEN must be flexible 
to operate with the same equipment under 
different operating conditions. The synthesis of 
flexible HEN is not a trivial task and can be 
formulated as an optimization problem. In the 
present paper it is presented a sequential 
approach to synthesize flexible HEN, 
considering thermal capacities and stream 
temperatures variations into different operation 
periods. The developed model decomposes the 
problem into three steps, considering three 
different objective functions: i) the minimization 
of the utilities cost for each operation period, in a 
Linear Programming (LP) problem formulation; 
ii) the minimization of the number of heat 
exchangers in a Mixed Integer Linear 
Programming (MILP) problem formulation; iii) 
the minimization of the global cost in a Non 
Linear Programming (NLP) problem 
formulation. An additional algorithm is 
developed to achieve automatically the flexible 
HEN. A multiperiodic superstructure is proposed 
and a literature example is used to test the 
developed model. Results prove the model 
applicability, with better results than the ones 
published in the literature. 

 

INTRODUCTION 
A flexible heat exchanger network (HEN) is 

formed by a set of heat transfer pieces of 
equipment able to accept changes in the 
operating conditions (inlet and outlet streams 
temperatures and flowrates). 

Mathematical Programming has been used as 
a tool to solve the problem of flexible HEN 
synthesis, formulated as an optimization 
problem. In general, the objective function to be 

minimized consists of the global cost of the 
industrial process.  

Floudas and Grossmann (1986) developed a 
sequential method to synthesize flexible HEN 
considering variations in the flowrates and in the 
inlet and outlet streams temperatures in finite 
periods. Two period duration independent 
criteria were developed, achieving the minimum 
utilities cost for each operating period as well as 
the minimum number of heat exchangers.  

The first criterion is achieved with the 
extension of the Linear Programming (LP) 
model of Papoulias and Grossmann (1983), 
solved separately for each period. The second 
criterion is achieved by using a multi-periodic 
version of the Mixed Integer Linear 
Programming (MILP) model of Papoulias and 
Grossmann (1983), considering the variations in 
the utilities demand in each period and in the 
pinch point.  

Floudas and Grossmann (1987) presented an 
improved version of the previous model, 
generating automatically the multi-periodic HEN 
configurations. They used the Non Linear 
Programming (NLP) model of Floudas et al. 
(1986). Floudas and Grossmann (1987) proposed 
a superstructure that includes several possible 
alternatives for a set of pre-established matches 
for the different periods. The authors also 
presented a graphical representation aiming to 
reduce the NLP problem considering changes in 
the pinch point.  

El-Temtamy and Gabr (2012) presented a 
multiperiodic MILP model to synthesize flexible 
HEN with the minimum number of heat 
exchangers and utilities demand, able to adapt to 
changes in the streams flowrates and inlet and 
outlet temperatures. 

In the present paper it is proposed a 
sequential approach with three steps to 
synthesize flexible HEN: a LP model to calculate 
the minimum utilities demand, a MILP model to 
achieve the minimum number of heat exchangers 
and a NLP model to obtain the minimum global 
cost.  
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DEVELOPED MODEL 

The developed model is comprised of three 
steps.  
 
First step: LP model 

In the first step it is calculated the minimum 
utilities demand as well as the pinch point 
temperature in each period of operation by a LP 
model. The objective function to be minimized is 
the summation of the hot and cold utilities cost, 
and the constraints are mass and energy balances 
in the temperature intervals generated by the 
inlet and outlet streams temperatures, as 
presented in Floudas and Grossmann (1986).  
 
Second step: MILP model 

In the second step a MILP model is used to 
achieve the minimum number of heat 
exchangers. The model must be simultaneously 
solved for all periods and for all sub-networks, 
since it is possible to have different pinch points 
for the different periods. The MILP solution 
determines streams matches and the heat amount 
exchanged in each piece of equipment in each 
period. Some remarks are important: 
i) Each heat exchanger must be able to exchange 
variable heat duty;  
ii) In all periods of operation for each heat 
exchanger the same hot and cold stream match 
must be fixed in order to avoid excessive piping 
costs; 
iii) If, in a specific period, a pair of streams is 
necessary in several sub-networks, different 
pieces of equipment are necessary for each sub-
network, so as to avoid increasing heat exchange 
area. 

Binary variables yi,j (i is the hot stream or hot 
utility and j is the cold stream or cold utility) are 
used to indicate if a match between two streams 
exists (1 means the match exists while 0 
expresses the opposite) Due to the large number 
of possible matches, the number of binary 
variables can be large. To escape from this 
disadvantage, Floudas and Grossmann (1986) 
suggested that the pairs of streams can satisfy 
just one of the following conditions or do not 
satisfy any of them: A: the match between the 
hot stream or utility with the cold stream or 
utility is possible in only one sub-network and in 
each period of operation. The pair (�, �) that 
satisfies this condition belongs to the set ��; 
B: the match (�, �) is possible in different sub-
networks in only one period of operation, named 
dominant period. In the other periods the match 
is possible in only one sub-network. Match (�, �) 
that satisfies this condition belongs to the set ��. 

Variables that satisfies conditions A and B 
are yai,j and ybi,j respectively, and s is the sub-
network index. In the non-dominant periods in 
the B condition, it is attributed the summation of 
the variables defined in the dominant period, 
making possible one or more matches in the sub-
networks in the other periods. To the pairs that 
not satisfy conditions A and B it must be 
attributed a binary variable yi,j,s,t for each period, 
in which t stands for the period index.  

The model also uses other sets, to know, Hq 
is the set of hot streams and utilities; Cf is the set 
of cold streams and utilities; Ha is the set of hot 
streams that can exchange heat in the interval k 
of a period; Ca is the set of cold streams and 
utilities that can exchange heat in the interval k 
in a period; IS are the sub-networks in the period 
of operation; IT is the set of temperature 
intervals belonging to a specific sub-network; d 
is the dominant period of a pair of streams.  

Model parameters are as follows: 	
��,�,
 is 
the heat exchanged by the hot streams and 
utilities; 	���,�,
 is the heat exchanged by the 
cold streams and utilities; ��,�,�,
 is the upper 
limit of heat exchange for a pair of streams. 

Positive variables are 	�,�,�,�,
 (the amount of 
heat exchanged for the pair of streams (i,j)), 
��,�,�,
 (the residual heat), ui,j (the number of heat 
exchangers for the pair of streams (i,j)). 

The objective function to be minimized is the 
number of pieces of equipment for N periods of 
operation in K temperature interval. The model 
constraints are energy balance in each 
temperature interval and in each period of 
operation. 

Model formulation: 
 

min � = � � ��,�
�∈���∈��

 (1) 

Subject to: 
Constraints for the number of units: 

 
��,� = ���,� 					∀	(�, �) ∈ �� (2) 

��,� = � ���,�,�
�"#$

					∀	(�, �) ∈ ��; 	&	 ∈ ' (3) 

��,� ≥ ∑ ��,�,�,
�"#$ 					∀	& =
1, ⋯ , ,;	(�, �) ∉ ��, ��  

(4) 

 
Energy balance: 
 

��,�,�,
 − ��,�/0,�,
 + ∑ 	�,�,�,�,
�∈�2 =
	
��,�,
 					∀	� ∈ 
�; 	3 ∈ 45; 	6 ∈ 47; 	& =
1, ⋯ , ,  

(5) 

∑ 	�,�,�,�,
�∈�2 = 	���,�,
 				∀	� ∈ ��; 	3 ∈
45; 	6 ∈ 47; 	& = 1, ⋯ , ,  

(6) 

��,8,�,
 = 0 (7) 
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Logical constraints: 
 

� 	�,�,�,�,

8∈#:

− ��,�,�,
 ∙ ���,� ≤ 0				∀	(�, �)
∈ ��; 	6 ∈ 47; 	&
= 1, ⋯ , , 

(8) 

 

� 	�,�,�,�,

8∈#:

− ��,�,�,
 ∙ ���,�,� ≤ 0				∀	(�, �)
∈ ��; 	6 ∈ 47; 	& ∈ ' 

(9) 

 

� 	�,�,�,�,

8∈#:

− ��,�,�,
 ∙ � � ���,�,�
�∈#$

∈=≤ 0				∀	(�, �) ∈ ��; 	6

∈ 47; 	& ∉ ' 

(10) 

 

� 	�,�,�,�,

8∈#:

− ��,�,�,
 ∙ ��,�,�,
 ≤ 0				∀	(�, �)
∉ ��, ��; 	6 ∈ 47; 	&
= 1, ⋯ , , 

(11) 

In the previous equations tt is the index that 
represents the same operating periods t.  
 
Third step: NLP model 

In the third step, the minimum global cost 
is obtained by using a NLP model. It provides 
automatically the viable configuration of a HEN 
with the minimum cost, minimum number of 
equipment and minimum utilities demand for 
each period of operation. Heat exchangers heat 
transfer area is also calculated. Individual 
superstructures for each stream are proposed, 
considering all the possible match connections 
including parallel and series arrangements and 
stream splitting. 

The developed superstructure for a hot 
stream H1 that can match with two cold streams 
C1 and C2 in the units U1 and U2 in period T1 is 
presented in Figure 1. 

Other multi-periodic superstructures for the 
other hot and cold streams can be easily 
generated.  

In the superstructures for the cold streams, 
variables are: >?6@A�&1�,�,B,
, >?C�D1�,�,B,
, 
5?C�D1�,�,B,
, >?6@A�&2�,�,��,B,BB,
, 
5?6@A�&2�,�,��,B,BB,
, >?6@A�&3�,�,B,
, 5?6@A�&3�,�,B,
, 
>?�G��,�,B,
, 5?�G��,�,B,
, >?H�&��,�,B,
, 
5?H�&��,�,B,
, >?C�D2�,�,B,
, 5?C�D2�,�,B,
, 
>?6@A�&4�,�,B,
, 5?6@A�&4�,�,B,
, >?6@A�&5�,�,��,B,BB,
 
and 5?6@A�&5�,�,��,B,BB,
. � and �� represent hot 
streams and hot utilities, � and �� represent cold 
streams and cold utilities and � and �� represent 
the piece of equipment and & represents the 
period.  

The positive variables include: '1B,
 and '2B,
 
are the hot and cold heat exchangers terminals 
temperature difference; KL5MB,
 is the 
logarithmic mean temperature difference, 
calculated by Chen approximation (Chen, 1987); 
NOP�B,
 is the heat transfer area in a period of 
operation; NOP�LB is the maximum value for the 
heat exchanger area among the periods; 	�B,
 is 
the heat exchanged; ��6&H5H&�A is the total 
cost; ��6&H5H&�A1 is the cost calculated with 
the maximum area for each heat transfer unit. 
Parameters are �HB (the global heat transfer 
coefficient), and �, �, ? (coefficients in the cost 
equation). The set �A indicate the pairs of 
streams that have only one heat transfer unit in 
the network in all the periods, the set �C 
indicate the pairs of streams that have different 
pieces of equipment in the sub-network in at 
least one period and the set �G indicate the 
match in a specific piece of equipment. 

The information of each period in the sub-
networks can reduce the number of variables and 
constraints in the NLP, simplifying the problem. 
Here two sets, ,ℎ and ,?, are proposed to 
indicate if hot and cold streams exchange heat in 
successive sub-networks. Units that use utilities 
are not included in these sets. It is also proposed 
a parameter 7�� that indicates the sub-network 
of the period of operation in which the unit is 
present.  

The objective function to be minimized is the 
total cost for N periods of operation. Constraints 
are mass and energy balances in mixers and 
splitters of the superstructure.  

 
min ��6&H = ��6&H5H&�A (12) 

 
Subject to: 
Mass balance in the first splitter (1): 
 

>ℎ�,
 = � � >ℎ6@A�&1�,�,B,

B∈RS�

 (13) 

Mass balance in splitter (2): 
>ℎC�D1�,�,B,

= >ℎ6@A�&3�,�,B,
 + >ℎ�G��,�,B,

+ � � >ℎ6@A�&2�,�,��,B,BB,


BB∈RS
∀BBTB��

				∀	�

∈ �G 

(14) 

 
5ℎC�D1�,�,B,
 = 5ℎ6@A�&3�,�,B,

= 5ℎ�G��,�,B,
 = 5ℎ6@A�&2�,�,��,B,BB,
 				∀	�
∈ �G; �� ∈ �G; � ≠ �� 

(15) 
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Figure 1: Multi periodic superstructure for a hot stream 

 
 
Mass balance in splitter (3): 
 
>ℎC�D2�,�,B,

= >ℎ6@A�&4�,�,B,

+ � � >ℎ6@A�&5�,�,��,B,BB,


BB∈RS
∀BBTB��

				∀	�

∈ �G 

(16) 

 
5ℎC�D2�,�,B,
 = 5ℎ6@A�&4�,�,B,

= 5ℎ6@A�&5�,�,��,B,BB,
 				∀	� ∈ �G; ��
∈ �G; � ≠ �� 

(17) 

 
Mass balance in mixer (1): 
 
>ℎ6@A�&1�,�,B,

+ � � >ℎ6@A�&5�,��,�,BB,B,


BB∈RS
∀BBTB��

= >ℎC�D1�,�,B,
 				∀	� ∈ �G 

(18) 

 
Energy balance in mixer (1): 
 
>ℎ6@A�&1�,�,B,
 ∙ 5ℎ�G�,

+ � � V>ℎ6@A�&5�,��,�,BB,B,


BB∈RS
∀BBTB��

∙ 5ℎ6@A�&5�,��,�,BB,B,
W
= >ℎC�D1�,�,B,
 ∙ 5ℎC�D1�,�,B,
 				∀	�
∈ �G 

(19) 

 
Energy balance in mixer (2):  
 

>ℎH�&��,�,B,
 + >ℎ6@A�&3�,�,B,

+ � � >ℎ6@A�&2�,��,�,BB,B,


BB∈RS
∀BBTB��

= >ℎC�D2�,�,B,
 				∀	� ∈ �G 

(20) 

 
>ℎH�&��,�,B,
 ∙ 5ℎH�&��,�,B,

+ >ℎ6@A�&3�,�,B,
 ∙ 5ℎ6@A�&3�,�,B,

+ � � V>ℎ6@A�&2�,��,�,BB,B,


BB∈RS
∀BBTB��

∙ 5ℎ6@A�&2�,��,�,BB,B,
W
= >ℎC�D2�,�,B,
 ∙ 5ℎC�D2�,�,B,
 				∀	�
∈ �G 

(21) 

 
Mass balance in mixer (3): 
 

� � >ℎ6@A�&4�,�,B,

B∈RS�

= >ℎ�,
 (22) 

 
Energy balance in mixer (3):  
 

� � V>ℎ6@A�&4�,�,B,
 ∙ 5ℎ6@A�&4�,�,B,
W
B∈RS�

= >ℎ�,
 ∙ 5ℎH�&�,
 

(23) 

 
Temperatures feasibility: 
 
5ℎH�&��,�,B,
 ≥ 5ℎH�&��,��,BB,
 				∀	�

∈ �G; 	�� ∈ �G; �
∈ ,ℎ; 7��B,
 < 7��BB,
 

(24) 
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5?H�&��,�,B,
 ≥ 5?H�&���,�,BB,
 				∀	�
∈ �G; 	�� ∈ �G; �
∈ ,?; 7��B,
 < 7��BB,
 

(25) 

 
Heat capacities feasibility:  

� � � � >ℎ6@A�&5�,�,��,B,BB,

���∉SB∈RS

∀$BYZ,[\0
BB∈RS

∀$BYZZ,[\]
≤ � � >ℎC�D1�,��,BB,


��∉SBB∈RS
∀$BYZZ,[\]

				∀	� ∉ C 
(26) 

 

� � � � >?6@A�&5�,�,��,B,BB,

���∉^B∈RS

∀$BYZ,[\]
BB∈RS

∀$BYZZ,[\0
≤ � � >?C�D1��,�,BB,


��∉^BB∈RS
∀$BYZZ,[\0

				∀	� ∉ G 
(27) 

 
Minimum temperature approach (∆5̂ �S): 
 
'1B,
 , '2B,
 ≥ ∆5̂ �S (28) 

 
Mass and energy balance in each equipment:  
 
>ℎ�G��,�,B,

= >ℎH�&��,�,B,
 					e					>?�G��,�,B,

= >?H�&��,�,B,
 				∀	� ∈ �G 

(29) 

 
	�B,
 = >ℎ�G��,�,B,


∙ V5ℎ�G��,�,B,

− 5ℎH�&��,�,B,
W				∀	�
∈ �G 

(30) 

 
	�B,
 = >?�G��,�,B,


∙ V5?H�&��,�,B,

− 5?�G��,�,B,
W				∀	�
∈ �G 

(31) 

Where: 
 
	�B,
 = 	��B,
 				∀	� ∈ �G; (�, �) ∈ �A (32) 

 

	�B,
 = 	��B,
 				∀	� ∈ �G; (�, �) ∈ �C; 	&
∈ ' 

(33) 

� 	�B,

	B∈RS

= 	��B,
 				∀	(�, �) ∈ �C; &
∉ ' 

(34) 

 
Heat exchanger design:  
 
'1B,
 = 5ℎ�G��,�,B,
 − 5?H�&��,�,B,
 				∀	�

∈ �G 
(35) 

 
'2B,
 = 5ℎH�&��,�,B,
 − 5?�G��,�,B,
 				∀	�

∈ �G 
(36) 

 
	�B,
 = �HB ∙ NOP�B,
 ∙ KL5MB,
 (37) 

 

��6&H5H&�A = � �V� + � ∙ NOP�B,
aW

B

 (38) 

Finally, with the largest heat transfer area 
among all calculated areas for the same piece of 
equipment in all periods of operation (NOP�LB), 
the cost of that unit can be calculated: 

 

��6&H5H&�A1 = �(� + � ∙ NOP�LBa)
B

 (39) 

 
 
CASE STUDY 
An example proposed by Floudas and 
Grossmann (1987) was used to evaluate the 
developed model. There are one cold and six hot 
streams, one hot utility (fuel - �L) and one cold 
utility (water - b), in three periods of operation. 
Table 1 presents temperatures and flowrates for 
the process. The minimum approach temperature 
is 10 K. 

First of all, the LP model is used for each 
period of operation and the values obtained are 
the same as those published by Floudas and 
Grossman (1987) for the utilities demand and 
pinch point location. 

 

   
Table 1: Data example 

Stream 
Period 1 Period 2 Period 3 

5�G 5H�& > 5�G 5H�& > 5�G 5H�& > 
(c) (c) (3b/c) (c) (c) (3b/c) (c) (c) (3b/c) 

H1 640 460 9.9 620 460 9.9 620 460 8.1 
H2 560 480 7.15 540 480 7.15 540 480 5.85 

H3 540 480 3.3 520 480 3.3 520 480 2.7 

H4 480 400 39.6 460 400 39.6 460 400 32.4 

H5 460 310 7.7 440 310 7.7 440 310 6.3 

H6 420 350 79.2 400 350 79.2 400 350 64.8 

C1 300 650 29.7 300 650 29.7 300 650 24.3 
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With the results obtained in the LP model, 

the MILP model is used and the matches are 
calculated in less than 1 second, using CPLEX 
solver, in GAMS. Matches: 
1 -	b, 
2 -	�1, 

3 -	�1, 
4 -	�1, 
4 -	b, 
5 -	�1, 
5 -	b, 
6 
-	�1, 
6 -	b and �L -	�1 satisfy the condition 
A and the match 
1 -	�1 satisfies condition B. 
Considering that all possible matches are in 
accordance with one of the conditions, the MILP 
model can be formulated using just the binary 
variables ���,� and ���,�,�, adding up 12 binary 
variables. The HEN has 9 units and is presented 
in Table 2. Floudas and Grossmann (1987) also 
found 9 units, but with different matches and 
heat exchanged. 

With the results from the MILP model, it is 
possible to identify that the parameter 7��B,
 
receives value 1 for units �1, �2, �3 and �4 in 
all the periods, value 2 for units �6, �7, �8 and 
�9 in all periods, and for unit �5, the value is 1 
for period 1 and 2 for periods 2 and 3. It is 
necessary to rename the cold utility (b1 and 
b2), because it is used in �7 and �9. Also the 
matches are divided in two sets: �A is formed by 
the matches 
2 -	�1, 
3 -	�1, 
4 -	�1, 
5 -

	b1, 
6 -	�1, 
6 -	b2 and �L -	�1; and �C is 
formed by the match 
1 -	�1; period 1 is 
dominant for this match. 

It is also possible to generate the sets ,ℎ and 
,? to simplify the superstructures. The matches 

1 - �2 - �5 - 51 belong to the set ,ℎ, because 
in period 1 the hot stream 
1 exchange heat in 
equipment �2 as well in �5 and these equipment 
are in successive sub-networks. The set ,? is 
comprised of the matches �1 - �2 - �5 - 51, �1 
- �2 - �6 - 51, �1 - �2 - �6 - 52, �1 - �2 - �6 
- 53, �1 - �2 - �8 - 51, �1 - �2 - �8 - 52, �1 - 
�2 - �8 - 53, �1 - �3 - �5 - 51, �1 - �3 - �6 - 
51, �1 - �3 - �6 - 52, �1 - �3 - �6 - 53, �1 - 
�3 - �8 - 51, �1 - �3 - �8 - 52, �1 - �3 - �8 - 
53, �1 - �4 - �5 - 51, �1 - �4 - �6 - 51, �1 - 
�4 - �6 - 52, �1 - �4 - �6 - 53, �1 - �4 - �8 - 
51, �1 - �4 - �8 - 52, �1 - �4 - �8 - 53. 

The global heat transfer coefficients and the 
cost data, as presented by Floudas and 
Grossmann (1987) are presented in Table 3. The 
NLP model is used to solve the optimization 
problem using the solver CONOPT3, in GAMS, 
in less than one second.  

 
Table 2: Matches and heat exchanged (3b) in each period 

Unit Match   Period 1   Period 2   Period 3 
1 CM-C1 

 
2992 

 
3795 

 
3105 

2 H1-C1 
 

1584 
 

1584 
 

1296 
3 H2-C1 

 
572 

 
429 

 
351 

4 H3-C1 
 

198 
 

132 
 

108 
5 H1-C1 

 
198 

 
0 

 
         0      * 

6 H4-C1 
 

3168 
 

2376 
 

1944 
7 H5-W 

 
1155 

 
1001 

 
819 

8 H6-C1 
 

1683 
 

2079 
 

1701 
9 H6-W   3861   1881   1539 

         * The line indicates division into sub-networks 
 

Table 3: Heat transfer coefficients and areas 

Unit Match �HB V3b/(C]. c)W NOP�L	(C]) 

1 CM-C1 ---- ---- 
2 H1-C1 0,6 95,936 
3 H2-C1 0,4 72,882 
4 H3-C1 0,3 35,596 
5 H1-C1 0,6 8,498 
6 H4-C1 0,4 350,317 
7 H5-CW 0,3 85,595 
8 H6-C1 0,3 142,6 
9 H6-CW 0,4 163,942 

�H6& = 4333 ∙ NOP�j.k, NOP� [=] C].  
>�OG�?P	?H6& = 1.5246 ∙ 	6j,l, 	6 [=] b. 

Fuel cost (700-680 K) = 204.732 × 10/n	$/kWh.  
Water cost (300-330 K) = 60.576 × 10/n	$/kWh. 
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The final network configuration is presented 
in Figure 2, for the 3 periods. It is possible to 
note that stream �1 is splited. There is a by-pass 
of stream 
1 in unit 5, because in periods 2 and 
3 there are no matches in it. The proposed 
network is feasible in all the three periods of 
operation. The utilities costs are the same as 
presented by Floudas and Grossmann (1987), but 
the final cost is lower, as presented in Table 4. 
The HEN configuration in Figure 2 has a lower 
number of stream splitting than the solution 
presented by Floudas and Grossmann (1987), 
decreasing the costs in the network 
implementation, reducing the number of 
accessories in piping.  
 
CONCLUSIONS 

The synthesis of flexible HEN can be 
formulated as an optimization problem. In the 
present paper a sequential approach was 
proposed to solve the problem, with three steps, 
a LP model, a MILP model and a NLP model, to 
achieve the minimum global cost with the 
minimal number of heat transfer units and 
utilities demand. A case study was used to test 
the applicability of the developed methodology 
and the results were better when compared to the 
literature. The major differences are in the 
network configuration, with less stream splitting 
and the possibility of by-pass.  
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Table 4: Costs comparison ($) 
  Area cost Furnace cost Total cost 

Floudas and Grossmann (1987) 571,368.36 61,461.64 632,830.00 
Present paper 561,994.05 61,461.64 623,455.69 
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Figure 2: Final HEN 
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ABSTRACT  
The process of heat exchange between two fluids at 

different temperatures and separated by a solid wall 
occurs in many engineering applications. Heat 
exchangers are the equipment used to implement this 
heat exchange. Dynamic models for the simulation of 
tubular heat exchangers are very rare in the literature and 
few papers have been published in this area. In this 
paper a tubular heat exchanger dynamic simulation is 
carried out using a distributed parameters model. Three 
different cases were studied: unsteady state with heat 
transfer in the radial direction, conjugated problem with 
both uniform velocity profile and velocity with parabolic 
profile. Numerical and analytical solutions were 
provided. Analytical and numerical solutions have 
shown a very good agreement. The influence of the 
number of Peclet on the heat transfer process was 
evaluated and results showed that the temperature 
variation decreases when the number of Peclet increases. 
 
INTRODUCTION 

The process of heat exchange between two fluids at 
different temperatures and separated by a solid wall 
occurs in many engineering applications. Heat 
exchangers are the equipment used to implement this 
heat exchange. Dynamic models for the simulation of 
tubular heat exchangers are very rare in the literature and 
few papers have been published in this area. Ho et al.1 
investigated how to improve the efficiency of heat and 
mass transfer in a parallel plate channel with recycle. A 
waterproof sheet with thermal resistance and negligible 
thickness was inserted between the parallel plates. The 
orthogonal expansion technique was used to obtain the 
solution. Results showed significant improvement in the 
heat transferred when compared to plates without 
recycle. The efficiency of heat transfer in the conjugated 
Graetz problem with laminar countercurrent flow in a 
double tube concentric circular heat exchanger has also 
been investigated2. Also, a waterproof sheet was inserted 
parallel to the fluid flow. This study showed the 
improvement in the efficiency of heat transfer when 
compared to single pass without recycle.  

Another work3 developed a model to evaluate the 
dynamic response of a countercurrent heat exchanger, in 
which temperature and mass flow variations are applied 
in the exchanger entrance. The used method consists in 
dividing the tubes into N cells and the hot and cold fluid 
and the elements of the tube wall are included in each 
cell. The coefficients of the energy equation and the 
physical properties were considered constant. The 
solution of the energy equation is analytical in each cell, 
but the authors extended it to the whole exchanger using 
a numerical algorithm. 

In the present paper three case studies were 
simulated using a dynamic model for the design of 
tubular heat exchangers. Analytical and numerical 
solutions (obtained by the finite difference method 
available in Maple software) for the three case studies 
were provided as well as qualitative and quantitative 
analysis of the solutions.  

NOMENCLATURE 
 
cp [J/kg·K] Heat capacity 
k [W/m·K] thermal conductivity 
L [ m]                      Tube length 
Pe [-] Peclet number  
R [m] Radius of tube 
t [s] Time 
T   [K or °C] Temperature 
T0 [K or °C] Inlet temperature 
Tp [K or °C] Tube wall temperature 
TL [K or °C] Outlet temperature 
V [m/s] Fluid velocity 
x [-] Dimensionless tube length 
α [m2/s] Thermal diffusivity 
η [-] Dimensionless radius 
λ [-] Constant 
µ [N·s/m2] Viscosity 
ρ [kg/m3] Density 
τ [-] Fourier number (Dimensionless time) 
φ [-] Dimensionless temperature 

SIMULATION MODEL 
The general equation of energy balance in 

cylindrical coordinates4 is expressed by Eq. (1) 

        !cp
!T
!t
+ vr

!T
!r
+ v"
r
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+vv
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Case 1) Distributed parameters model considering 
heat transfer in the radial direction 

Assume that a fluid flows slowly through a 
cylindrical tube of radius R (Fig. 1). The fluid in z = 0 is 
at temperature T0 and the tube wall is maintained at a 
constant temperature Tp. The flow is axisymmetric (Vθ = 
Vr = 0). Transient regime is considered, viscous 
dissipation is considered negligible and the velocity 
profile is supposed to be plug flow. Therefore, Eq. (1) 
and Eq. (2) reduce to: 

!T
!t
=! 1

r
!
!r
r !T
!r

"

#
$

%

&
'

(

)
*

+

,
-     (3) 

The boundary and initial conditions are: 

r = R!T R,t( )=Tp    (4) 

r = 0! "T
"r
= 0     (5) 

t = 0!T x,0( )= F r( )=To    (6) 

Eq. (5) is known as symmetry condition. The 
dimensionless form of Eq. (3) is Eq.(7) and the boundary 
and initial conditions are in Eq. (8)-(10): 

!!
!"
= 1
!
!"
!!
+ !

2!
!"2

    (7) 

!=1!! 1,"( )= 0     (8) 

!= 0! "!
""
= 0     (9) 

! = 0!! ",0( )=1                     (10)

 
 
 
 
 
 
 
 
 
 

Figure. 1: Representation of a tube of a tubular heat exchanger. 
 
The solution is obtained using the separation of 

variables method. Therefore, it is assumed that the 
constant of separation (-λ2, λ > 0) has only negative 
values, to avoid trivial solutions. Accepting the error that 
ranges from -2.39% for (i = 1) to 2.34% for (i = 30) 
between the exact and approximate solutions, the 
following approximation is considered: 

! !
50
21
+! i !1( )  (11) 

Hence, the solution is: 

! " ,#( )= CiJ0
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where: 

Ci =
!J0

0
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where J0 is a Bessel function of the first kind, zero order. 
Case 2) Distributed parameters model in two spatial 
directions 

Considering the previous case, but steady state and 
temperature as a function of radial and axial directions, 
Eq. (1) and Eq. (2) reduce to: 

vz
!T
!z
=! 1

r
!
!r
r !T
!r

"

#
$

%

&
'

(

)
*

+

,
-  (14) 

This problem is known as the Graetz problem. The 
boundary conditions are:  

r = R!T z,R( )=Tp               (15) 

r = 0! "T
"r
= 0                (16) 

z = 0!T 0,r( )= F r( )=T0               (17) 

In the dimensionless form: 

Pe !!
!x
= 1
"
!!
!"
+ !

2!
!"2

              (18) 

  Z=0   Z=L 

  Tp>T0   Tp 

  
T=T0 

  z 

  r 

11th International Conference on Heat Transfer, Fluid Mechanics and Thermodynamics

693



!=1!! x,1( )= 0                (19) 

!= 0! "!
""
= 0                (20) 

! = 0!! 0,"( )=1                 (21) 

In the solution, the values of the roots (λ) of the 
Bessel function of the first kind and zero order are 
obtained considering that, in this case, there are no 
trivial solutions. Consequently, accepting the error 
between the approximate and exact root of -2.35% with i 
= 1 to 2.34% with i = 30, the result is: 

! x,"( )= CiJ0
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where Ci is given by Eq.  (13). 
 
Case 3) Distributed parameters model in two spatial 
directions with a parabolic velocity profile 

Considering the parabolic velocity profile as: 

vz r( )= vmax 1!
r
R
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+

,

-
-

              (23) 

Due to the axisymmetric flow and the transport of 
heat by the movement of the fluid, the heat conduction 
in the axial direction can be neglected. Then: 

vz r( )
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-               (24) 

The boundary and initial conditions are the same as 
given by Eqs. (15), (16) and (17). Furthermore, 

V !( )= vz
vmax

=1!!2  

The dimensionless form of Eq. (24) is: 

PeV !( )!!
!x
= 1
"
!!
!"
+ !

2!
!"2

              (25) 

or: 

Pe !!
!x
= 1
" 1""2( )

!!
!"
+ 1
1""2( )

!2!
!"2

             (26) 

The boundary and initial conditions are the same as 
given by Eqs. (19), (20) and (21). The solution is also 
obtained in series of Kummer and roots (λ) with no 
trivial solution, given by:  
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Where: 
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! 1!!2( )"e
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The Kummer function is given by: 
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RESULTS AND DISCUSSION 
 
Case 1) Distributed parameters model considering 
heat transfer in the radial direction 

Figures 2 to 4 show the temperature profile given by 
Eq. (12). In the quantitative analysis, two relatively large 
errors are found. Error of about 99% at η = 1 and τ = 0 
and an error of about 12.9% at η = 0 and τ = 0. For the 
other coordinates, the maximum error is approximately 
7.2% and the minimum error is approximately zero. This 
shows that there is a good agreement between the 
solutions within a range of error. However, since the 
largest errors are at τ = 0 it is desirable not to use the 
numerical method at this point. Also, there is a 
symmetrical temperature profile. 

In the qualitative analysis, in Figures 2 and 3, there 
are some ripples at τ = 0 and η = 0 (or -1) to η = 1. 
These ripples are caused by the Gibbs phenomenon, in 
which the sine and cosine series partial sums tend to go 
beyond the values of an exact possible analytical 
solution. 

 
Case 2) Distributed parameters model in two spatial 
directions 

Figures 5 to 10 show the temperature profile given 
by Eq. (22). The first analysis is focused on comparing 
Eq. (18) and Eq. (7). In the case in focus, as it is for 
Eq.(7), the temperature variation increases with x. 
Therefore, it is observed that the variable x behaves as a 
time variable. Since Peclet number is present in the 
solution, Eq. (22), it is possible to evaluate its influence 
on heat transfer in two spatial directions.  

The major influence of the Peclet number is on the 
temperature variation as the flow velocity is changed. If 
the velocity variation is very large, the contact time 
between the fluid and the tube wall is small and, 
consequently, the heat exchange will be low. Therefore, 
the change in temperature may become too small and 
can be considered negligible.  
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In a qualitative analysis, there is a good agreement 
between the results of the numerical method and the 
results of the analytical solution. However, the 
quantitative analysis shows that the largest differences 

are at the points x = 0 or η = 0 for Pe = 1 and Pe = 10. 
Therefore, the numerical solutions at these points are not 
feasible. 

 
Fig. 2: Dimensionless temperature 
profile (φ) in dimensionless radial 
direction (η) and time (τ), 
analytical solution (Case 1). 

 
Fig. 3: Dimensionless temperature 
profile (φ) in dimensionless radial 
direction (η) and time (τ), 
numerical solution (Case 1). 

 
Fig. 4: Symmetric analytical 
solution of dimensionless 
temperature profile (φ) in 
dimensionless radial direction (η) 
and time (τ) (Case 1). 

 
Fig. 5: Dimensionless temperature 
profile (φ) in dimensionless radial 
direction (η) and time (τ), 
analytical solution for Pe = 1 (Case 
2). 

 
Fig. 6: Dimensionless temperature 
profile (φ) in dimensionless radial 
direction (η) and time (τ), 
numerical solution for Pe = 1 (Case 
2). 

 
Fig. 7: Symmetric analytical 
solution of dimensionless 
temperature profile (φ) in 
dimensionless radial direction (η) 
and time (τ) for Pe = 1 (Case 2). 

 
Fig. 8: Dimensionless temperature 
profile (φ) in dimensionless radial 
direction (η) and time (τ), 
analytical solution for Pe = 10 
(Case 2). 

 
Fig. 9: Dimensionless temperature 
profile (φ) in dimensionless radial 
direction (η) and time (τ), 
numerical solution for Pe = 10 
(Case 2). 

 
Fig. 10: Symmetric analytical 
solution of dimensionless 
temperature profile (φ) in 
dimensionless radial direction (η) 
and time (τ) for Pe = 10 (Case 2).

 
Case3) Distributed parameters model in two spatial 
directions with a parabolic velocity profile 

Figures 11 to 16 show the temperature profile given 
by Eq. (28). It can be seen in these figures a resemblance 
to the figures of the previous case. However, there is a 
parabolic velocity profile (laminar flow). Accordingly, 
the temperature is slightly lower than in the plug flow 
profile case (turbulent flow). Just as in the previous case, 
the effect of the Gibbs phenomenon is also observed. 
There is a particularly strong influence of the Peclet 
number on the reduction of temperature variation.  

In the quantitative analysis it appears that the 
greatest deviation of η is between 0 and 0.2. For other 
values of η, the deviations are less than 2%. The largest 

deviations between the analytical and numerical 
solutions is approximately 97.7% in η = 1 and x = 0. 
 

CONCLUSIONS 
 

Three models were studied to describe the 
temperature profile of a fluid flowing in a tube whose 
wall temperature was kept constant. In all cases, the 
numerical solutions were obtained by the finite 
difference method available in Maple software. 

It was possible to observe the influence of Peclet 
number on the temperature variation. Also, it was found 
that the model of plug flow velocity profile (Case2) 
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showed a change in temperature slightly faster than the 
parabolic profile model (Case 3). Finally, as the largest 
errors were found in the end points, then it is 
recommended to use numerical methods in these points. 

In addition to the aforementioned conclusions, this study 
showed an advantage of obtaining the transient model. 
This model allowed us to analyze the behavior of the 
temperature profile in all points of the heat exchanger. 

 

 
Fig. 11: Dimensionless temperature 
profile (φ) in dimensionless radial 
direction (η) and time (τ), 
analytical solution for Pe = 1 (Case 
3). 

 
Fig. 12: Dimensionless temperature 
profile (φ) in dimensionless radial 
direction (η) and time (τ), 
numerical solution for Pe = 1 (Case 
3). 

 
Fig. 13: Symmetric analytical 
solution of dimensionless 
temperature profile (φ) in 
dimensionless radial direction (η) 
and time (τ) for Pe = 1 (Case 3). 

 

 
Fig. 14: Dimensionless temperature 
profile (φ) in dimensionless radial 
direction (η) and time (τ), 
analytical solution for Pe = 10 
(Case 3). 

 
Fig. 15: Dimensionless temperature 
profile (φ) in dimensionless radial 
direction (η) and time (τ), 
numerical solution for Pe = 10 
(Case 3). 

 
Fig. 16: Symmetric analytical 
solution of dimensionless 
temperature profile (φ) in 
dimensionless radial direction (η) 
and time (τ) for Pe = 10 (Case 3). 
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ABSTRACT 

In this study, it is aimed to present a sensitive approach for 

exergy analysis of chemically reacting systems. In many studies 

previously performed, a generalized formulation to calculate 

thermophysical properties of the combustion gaseous   was used.  

It is possible to gain approximate results by using that well-

accepted formula, but not certain.  In fact, mathematical 

formulations and models never meets the real cases but enable 

us to understand the phenomena. In this case, a more sensitive 

mathematical method to obtain more approximate results is 

presented. The method explained in this paper, enable us to 

calculate heat capacity (under constant pressure), specific 

physical exergy, energy capacity of the combustion gases with 

respect to the mixture and ideal gas laws.  For better 

understanding, thermophysical properties of the combustion 

gaseous are calculated for a temperature and pressure range by 

asserted methods. As a result of the study, sensitivity and 

benefits of the asserted method are discussed. 

 

 

INTRODUCTION 
Thermodynamic analysis and optimization methods are 

commonly used in thermal engineering nowadays. Especially 

determination of thermophysical properties of working fluids in 

power cycles occupies an important position. Cause, it has a 

great impact on calculating the enthalpy, internal energy, flow 

exergy and many more. So, the specific heat capacity is the most 

remarkable thermophysical property as a well-known fact. 

Different approaches are presented to the literature for 

calculation of the specific heat capacity until today. In basic 

considerations, temperature dependent specific heat capacity is 

disregarded and a more simple evaluation is performed. But, the 

certainty is too low in this approach. Thus, temperature 

dependent approach is mostly preferred in thermodynamic 

analysis. 

Two different temperature dependent approach is developed 

for specific heat capacity calculations. First of them focuses on 

the average temperature and calculates the specific heat capacity 

with dependence on average temperature of the working fluids. 

Result obtained in this approach is closer to the actual value than 

temperature independent approach but not exactly correct 

Details of the mentioned approaches may be found in many text 

[1-4]. 

In the present study, third approach is aimed to explain in 

details dependence of the specific heat capacity on the 

temperature and is intended to evaluate for combustion gaseous. 

Differently from previously performed studies, composition of 

the combustion gaseous is regarded in addition to temperature 

dependence according to authors’ best of knowledge.  

 

METHODOLOGY 
Differently from commonly used methodology, regarding 

composition of the combustion gaseous can enhance sensitivity 

of the thermophysical property calculations. As a well-known 

fact, combustion gaseous is a mixture of burned gaseous such as 

carbon dioxide, carbon monoxide, nitrogen oxides, 

hydrocarbons and more. For this reason, thermophysical 

properties of the ingredient gaseous should be found firstly. 

Then, thermopyhsical properties of the mixture may be 

considered. Within this scope, calculation of the specific heat 

capacity, specific enthalpy and standard entropy calculation 

methodologies are explained in details below. 

 

Specific Heat Capacity Calculation 

This approach is developed on the basis of former NASA 

researches [5]. Firstly specific heat capacity of combustion 

gaseous ingredients under constant pressure should be found. 

Specific heat capacity (constant pressure) of carbon dioxide, 

water vapour, carbon monoxide, hydrogen, oxygen and nitrogen 

are respectively expressed as [5]: 

 

𝑐𝑝̅,𝐶𝑂2
= 𝑅̅𝐶𝑂2

[2.4008 + 0.0087351𝑇 −
0.66071

105
𝑇2 

 

+
0.20022

108
𝑇3 +

0.63274

1015
𝑇4] (1) 

 

 

𝑐𝑝̅,𝐻2𝑂 = 𝑅̅𝐻2𝑂[4.0701 − 0.0011084𝑇 +
0.41521

105
𝑇2 

 

−
0.29637

108
𝑇3 +

0.80702

1012
𝑇4] (2) 
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𝑐𝑝̅,𝐶𝑂 = 𝑅̅𝐶𝑂[3.7101 − 0.0016191𝑇 +
0.36924

105
𝑇2 

 

−
0.20320

108
𝑇3 +

0.23953

1012
𝑇4] (3) 

 

𝑐𝑝̅,𝐻2
= 𝑅̅𝐻2

[3.0574 + 0.0026765𝑇 −
0.58099

105
𝑇2 

 

+
0.55210

108
𝑇3 −

0.18123

1011
𝑇4] (4) 

 

𝑐𝑝̅,𝑂2
= 𝑅̅𝑂2

[3.6256 − 0.0018782𝑇 +
0.70555

105
𝑇2 

 

−
0.67635

108
𝑇3 −

0.21556

1011
𝑇4] (5) 

 

𝑐𝑝̅,𝑁2
= 𝑅̅𝑁2

[3.6748 − 0.0012082𝑇 +
0.23240

105
𝑇2 

 

−
0.63128

109
𝑇3 −

0.22577

1012
𝑇4] (6) 

 
Eqs. 1-6 are applicable in the temperature range of 300-1000 

K. At temperatures over 1000 K following formulations are used 

to calculate specific heat capacity under constant pressure [5]: 

 

𝑐𝑝̅,𝐶𝑂2
= 𝑅̅𝐶𝑂2

[4.4608 + 0.0030982𝑇 −
0.12393

105
𝑇2 

 

+
0.22741

109
𝑇3 −

0.15526

1013
𝑇4] (7) 

 

𝑐𝑝̅,𝐻2𝑂 = 𝑅̅𝐻2𝑂[2.7168 + 0.0029451𝑇 −
0.80224

106
𝑇2 

 

+
0.10227

109
𝑇3 −

0.48472

1014
𝑇4] (8) 

 

𝑐𝑝̅,𝐶𝑂 = 𝑅̅𝐶𝑂[2.9841 + 0.0014891𝑇 −
0.57900

106
𝑇2 

 

+
0.10365

109
𝑇3 −

0.69354

1014
𝑇4] (9) 

 

𝑐𝑝̅,𝐻2
= 𝑅̅𝐻2

[3.1002 + 0.00051119𝑇 +
0.52644

107
𝑇2 

 

−
0.34910

1010
𝑇3 +

0.36945

1014
𝑇4] (10) 

 

𝑐𝑝̅,𝑂2
= 𝑅̅𝑂2

[3.6220 + 0.00073618𝑇 −
0.19652

106
𝑇2 

 

+
0.36202

1010
𝑇3 −

0.28946

1014
𝑇4] (11) 

 

𝑐𝑝̅,𝑁2
= 𝑅̅𝑁2

[2.8963 + 0.0015155𝑇 −
0.57235

106
𝑇2 

 

+
0.99807

1010
𝑇3 −

0.65224

1014
𝑇4] (12) 

 

𝑐𝑝̅,𝑁𝑂 = 𝑅̅𝑁𝑂[3.189 + 0.0013382𝑇 −
0.52899

106
𝑇2 

 

+
0.95919

1010
𝑇3 −

0.64848

1014
𝑇4] (13) 

After calculating heat capacity of each ingredient, according 

to perfect gas law heat capacity of the combustion gaseous 

mixture under constant pressure can be found by [1-2]: 

 

𝑐𝑝̅,𝑐𝑔 = ∑𝑐𝑝̅,𝑖𝑥𝑖

𝑖

 (14) 

 

Herein, 𝑥𝑖 is the mole fraction of combustion gaseous 

ingredient 𝑖 and may be expressed as [1-2]: 

 

𝑥𝑖 =
𝑛𝑖

∑𝑛𝑖

 (15) 

 

 

Specific Enthalpy Calculation 

A similar approach is derived for specific enthalpy of the 

combustion gaseous mixture. Thus, following equations may be 

written for specific enthalpy of each combustion gaseous 

ingredient [5]: 

 

ℎ̅𝐶𝑂2
= 𝑅̅𝐶𝑂2

[2.4008𝑇 + 0.00436755𝑇2  

−
0.220236

105
𝑇3 +

0.050055

108
𝑇4 

 

+
0.126548

1015
𝑇5 − 48378] (16) 

 

ℎ̅𝐻2𝑂 = 𝑅̅𝐻2𝑂[4.0701𝑇 − 0.0005542𝑇2  

+
0.138403

105
𝑇3 −

0.0740925

108
𝑇4 

 

+
0.161404

1012
𝑇5 − 30280] (17) 

 

ℎ̅𝐶𝑂 = 𝑅̅𝐶𝑂[3.7101𝑇 − 0.00080955𝑇2  

+
0.12308

105
𝑇3 −

0.0508

108
𝑇4 

 

+
0.047906

1012
𝑇5 − 14356] (18) 

 

ℎ̅𝐻2
= 𝑅̅𝐻2

[3.0574𝑇 + 0.00133825𝑇2  

−
0.193663

105
𝑇3 +

0.138025

108
𝑇4 

 

−
0.036246

1011
𝑇5 − 988.9] (19) 

 

ℎ̅𝑂2
= 𝑅̅𝑂2

[3.6256𝑇 − 0.0009391𝑇2  

+
0.235183

105
𝑇3 −

0.1690875

108
𝑇4 

 

−
0.043112

1011
𝑇5 − 1047.5] (20) 

 
ℎ̅𝑁2

= 𝑅̅𝑁2
[3.6748𝑇 − 0.0006041𝑇2  

+
0.07746

105
𝑇3 −

0.15782

109
𝑇4 

 

−
0.045154

1012
𝑇5 − 1061.2] (21) 
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Eqs. 16-21 can be used in the temperature range of 300-1000 

K. Over 1000 K specific enthalpy of each combustion gaseous 

ingredient may be stated as following [5]: 

 

ℎ̅𝐶𝑂2
= 𝑅̅𝐶𝑂2

[4.4608𝑇 + 0.0015491𝑇2  

−
0.04131

105
𝑇3 +

0.0568525

109
𝑇4 

 

−
0.031052

1013
𝑇5 − 48961] (22) 

 

ℎ̅𝐻2𝑂 = 𝑅̅𝐻2𝑂[2.7168𝑇 + 0.00147255𝑇2  

−
0.267413

106
𝑇3 +

0.0255675

109
𝑇4 

 

−
0.096944

1014
𝑇5 − 29906] (23) 

 

ℎ̅𝐶𝑂 = 𝑅̅𝐶𝑂[2.9841𝑇 + 0.00074455𝑇2  

−
0.193

106
𝑇3 +

0.0259125

109
𝑇4 

 

−
0.138708

1014
𝑇5 − 14245] (24) 

 

ℎ̅𝐻2
= 𝑅̅𝐻2

[3.1002𝑇 + 0.000255595𝑇2  

+
0.17548

107
𝑇3 −

0.04387

1010
𝑇4 

 

+
0.07389

1014
𝑇5 − 877.38] (25) 

 

ℎ̅𝑂2
= 𝑅̅𝑂2

[3.6220𝑇 + 0.00036809𝑇2  

−
0.065506

106
𝑇3 +

0.090505

1010
𝑇4 

 

−
0.057892

1014
𝑇5 − 1202] (26) 

 
ℎ̅𝑁2

= 𝑅̅𝑁2
[2.8963𝑇 + 0.00075775𝑇2  

−
0.190783

106
𝑇3 +

0.2495175

1010
𝑇4 

 

−
0.130448

1014
𝑇5 − 905.86] (27) 

 
ℎ̅𝑁𝑂 = 𝑅̅𝑁𝑂[3.189𝑇 + 0.0006691𝑇2  

−
0.17633

106
𝑇3 +

0.2397975

1010
𝑇4 

 

−
0.129696

1014
𝑇5 + 9828.3] (28) 

 

By using calculated specific enthalpy of each combustion 

gaseous ingredient, specific enthalpy of the combustion gaseous 

mixture can be determined by [1-2]: 

 

ℎ̅𝑐𝑔 = ∑ ℎ̅𝑖𝑥𝑖

𝑖

 (29) 

 

Standard Entropy Calculation 

To find standard entropy of a gaseous mixture, firstly 

standard entropy of each ingredient should be obtained similar 

to previously explained approaches. For this purpose following 

equations can be beneficial from 300 K to 1000 K [5]: 

 

𝑠̅𝐶𝑂2
= 𝑅̅𝐶𝑂2

[2.4008 ln 𝑇 + 0.0087351𝑇  

−
0.330355

105
𝑇2 +

0.06674

108
𝑇3 

 

+
0.158185

1015
𝑇4 + 9.6951] (30) 

𝑠̅𝐻2𝑂 = 𝑅̅𝐻2𝑂[4.0701 ln 𝑇 − 0.0011084𝑇  

+
0.207605

105
𝑇2 −

0.09879

108
𝑇3 

 

+
0.201755

1012
𝑇4 − 0.3227] (31) 

 

𝑠̅𝐶𝑂 = 𝑅̅𝐶𝑂[3.7101 ln 𝑇 − 0.0016191𝑇  

+
0.18462

105
𝑇2 −

0.06773

108
𝑇3 

 

+
0.05988

1012
𝑇4 + 2.9555] (32) 

 

𝑠̅𝐻2
= 𝑅̅𝐻2

[3.0574 ln 𝑇 + 0.0026765𝑇  

−
0.29046

105
𝑇2 +

0.18403

108
𝑇3 

 

−
0.04530

1011
𝑇4 − 2.2997] (33) 

 

𝑠̅𝑂2
= 𝑅̅𝑂2

[3.6256 ln 𝑇 − 0.0018782𝑇  

+
0.352775

105
𝑇2 −

0.22545

108
𝑇3 

 

−
0.05389

1011
𝑇4 + 4.3053] (34) 

 
 
𝑠̅𝑁2

= 𝑅̅𝑁2
[3.6748 ln 𝑇 − 0.0012082𝑇 

 

+
0.1162

105
𝑇2 −

0.210426

109
𝑇3 

 

−
0.0564425

1012
𝑇4 + 2.358] (35) 

For gaseous mixture ingredients over the 1000 K 

temperature, standard entropy can be found by following 

equations [5]: 

 

𝑠̅𝐶𝑂2
= 𝑅̅𝐶𝑂2

[4.4608 ln 𝑇 + 0.0030982𝑇  

−
0.061965

105
𝑇2 +

0.113705

109
𝑇3 

 

−
0.038815

1013
𝑇4 − 0.98636] (36) 

𝑠̅𝐻2𝑂 = 𝑅̅𝐻2𝑂[2.7168 ln 𝑇 − 0.0029451𝑇  

−
0.40112

106
𝑇2 +

0.03409

109
𝑇3 

 

−
0.12118

1014
𝑇4 + 6.6306] (37) 
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𝑠̅𝐶𝑂 = 𝑅̅𝐶𝑂[2.9841 ln 𝑇 − 0.0014891𝑇  

−
0.2895

106
𝑇2 +

0.03455

109
𝑇3 

 

−
0.173385

1014
𝑇4 + 6.3479] (38) 

 

𝑠̅𝐻2
= 𝑅̅𝐻2

[3.1002 ln 𝑇 + 0.0026765𝑇  

+
0.26322

107
𝑇2 −

0.11636

1010
𝑇3 

 

+
0.0923625

1014
𝑇4 − 1.9629] (39) 

 

𝑠̅𝑂2
= 𝑅̅𝑂2

[3.622 ln 𝑇 − 0.00073618𝑇  

−
0.09826

106
𝑇2 +

0.120673

1010
𝑇3 

 

−
0.0572365

1014
𝑇4 + 3.6151] (40) 

 
𝑠̅𝑁2

= 𝑅̅𝑁2
[2.8963 ln 𝑇 + 0.0015155𝑇  

−
0.286175

106
𝑇2 +

0.33269

1010
𝑇3 

 

−
0.16306

1014
𝑇4 + 6.1615] (41) 

 

𝑠̅𝑁𝑂 = 𝑅̅𝑁𝑂[3.189 ln 𝑇 + 0.0013382𝑇  

−
0.264495

106
𝑇2 +

0.31973

1010
𝑇3 

 

−
0.16212

1014
𝑇4 + 6.7458] (42) 

 

By using standard entropy of each combustion gaseous 

ingredient, standard entropy of the combustion gaseous mixture 

may be found by [1-2]: 

 

𝑠̅𝑐𝑔 = ∑𝑠̅𝑖𝑥𝑖

𝑖

 (43) 

RESULTS AND DISCUSSION 
In this study, thermophysical properties of combustion 

gaseous as product of kerosene reaction with air are found by 

explained methodology. Stoichiometric combustion reaction for 

kerosene is written as: 

(𝐶11𝐻21) + 79.854

[
 
 
 
 

0.7567 𝑁2

0.2035 𝑂2

0.0303 𝐻2𝑂
0.000345 𝐶𝑂2

0.000007 𝐶𝑂 ]
 
 
 
 

 

 

→ 11.028 𝐶𝑂2 + 12.92 𝐻2𝑂 + 60.425𝑁2 (44) 

 

In Figure 1, variation of specific heat capacities of 

combustion gaseous and ingredients are graphed. As indicated in 

the figure, specific heat capacity of each ingredient is 

logarithmically proportional to the temperature. It is clearly 

stated in Eq. 14, variation of combustion gaseous specific heat 

capacity is dependent to ingredients’ specific heat capacity. 

Thus, specific heat capacity of the combustion gaseous is also 

logarithmically proportional to the temperature.  

 

 

 
Figure 1 Variation of specific heat capacity with temperature 

 

Same graph can be illustrated for specific heat capacity and 

standard entropy variations of combustion gaseous ingredients. 

Heat capacity variation of combustion gaseous and its 

ingredients are plotted in Figure 2. Similar situation of the 

specific heat capacity dependence to temperature van be noted 

for specific enthalpy. It is clearly indicated in the graph, specific 

enthalpy of combustion gaseous and its ingredients increase 

depending on temperature rise. 

 

 
Figure 2 Variation of specific enthalpy with temperature 

 

CONCLUSIONS 
As a result of this study, following assertions are concluded 

by authors: 

 Calculating thermophysical properties of gaseous 

mixtures with regard to mixture composition enables 

to achieve more sensitive results. 

 Specific heat capacity of a gaseous mixture varies 

logarithmic proportionally with temperature. 

 Specific enthalpy of a gaseous mixture varies direct 

proportionally with temperature. 
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For a future, application of explained methodology to 

numerous gaseous mixtures is intended by the authors. 
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ABSTRACT 
Embedded 3D CFD model of nanoparticles formation by 

coagulation in a confined plasma jet reactor is developed and 
implemented using ANSYS/CFX 12.1 software. The results of 
calculations of steady-state thermal regime of plasma jet reactor 
are in a good agreement with the experimental data on the heat 
flux distribution along the reactor wall. 

 
INTRODUCTION 

Nanopowders are used in manufacturing of various 
nanostructured materials such as functional ceramics, carbide 
materials with increased wear resistance and toughness, 
dispersion-strengthened and modified structural alloys with 
high performance, protective thermal coatings, corrosion and 
wear-resistant coatings, polymer composites, and others [1-5]. 
Thermal plasma synthesis is still the most versatile method for 
producing nanopowders. In this method the nanopowders are 
formed via condensation from the gaseous phase in controlled 
inert, reducing or oxidizing atmospheres. 

DC arc and high-frequency microwave discharge generators 
are used for thermal plasma generation [6-8] in power range 1 
kW – 100 MW. 

Broad spectrum of gases and gas mixtures can be used in 
plasma torches if proper gas protection and appropriate cathode 
materials are used. Thermal plasma streams with mean mass 
temperatures up to 12000 K are confidently generated. 

A cylindrical reactor with confined DC arc jet was 
successfully applied for the synthesis of nanopowders [9-10]. In 
such reactor the plasma jet was generated by a DC arc 
generator and discharged into the cooled cylindrical reactor 
along its axis. The ratio of the plasma jet diameter to the reactor 
diameter was above 10. 

Inside reactor the plasma jet is rapidly cooled due to heat 
transfer with cooled walls of reactor providing sharp 
temperature decrease and formation of supersaturated vapour. 
Fast condensation of the supersaturated vapour leads to 
formation of nanoparticles. In this process particles size 
distribution is determined by condensation and coagulation 
growth mechanisms [11-15].  

This paper focuses on the model development for 
characterisation of temperature and velocity fields in plasma 
reactor for nanoparticles synthesis and aims to provide some 
information on model predictive capabilities.  

NOMENCLATURE 
 
Cs1 
Cs2 

[-] Coefficients of k-ε turbulence model 

Dm [m2/s] Diffusivity 
D [m] Diameter 
d1 [m] Diameter of monomer particle 
E{} [-] Operator of mathematical expectation 
h [J/kg] Enthalpy 
I [-] Integer random variable 
kB [m2 kg /s2 

/K] 
Boltzmann constant 

L [m] Length 
M [-] Moment of particle size distribution function 
N [1/m3] Number concentration 
Pr [-] Prandtl number 
p’ [Pa] Turbulent analogue of static pressure 
r [-] Order of moment 
SE [W/m3] Inner heat sources power 
Sm [N] Sum of mass forces 
SΦ [kg/m3/s] Inner mass sources power 
t [s] time 
T [K] Temperature 
U [m/s] Velocity vector 
x [m] Cartesian axis direction  
y [m] Cartesian axis direction  
z [m] Cartesian axis direction  
 
Special characters 
β [-] Collision coefficient 
Γ [m2/s] Molecular diffusivity of scalar substance 
δ  [-] Kroneker symbol 
λ [W/m/K] Thermal conductivity 
λFP [m] Free path length 
μ [Pa.s] Dynamic viscosity coefficient 
ν [m3] Volume of i-mer 
σk [-] Constant of  k- ε turbulence model 
σε [-] Constant of  k- ε turbulence model 
ρ [kg/m3] Density 
Φ [-] Scalar substance 
τ [kg/m2/s2] Viscous stress tensor 
⊗  [-] Dyadic vector product 
 
Subscripts 
i  Index for random variable I 
m  molecular 
th  thermophoretic 
t  turbulent 
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MODEL EQUATIONS 
The mathematical description of nanoparticles coagulation 

growth inside the DC thermal plasma reactor with confined 
flow includes: 

- Reynolds-averaged Navier-Stokes equations, with two 
additional closing equations, modelling parameters for 
calculation of turbulent viscosity coefficient; 

- Thermal energy transport equation, containing an 
additional term source, taking into account the radiation heat 
transfer in optically thin media;  

- Four equations for zeroth, first, second and third moments 
of the particle size distribution function; 

- Initial and boundary conditions.  
 
In general case, total system of equations consists of:  
- Continuity equation 
 

𝜕𝜌
𝜕𝑡

+ ∇(𝜌𝑼) = 0                                                     (1) 
 
- Momentum transport equation  
 

𝜕𝜌𝑼
𝜕𝑡

+ ∇ ∙ (𝜌𝑼⨂𝑼) = 

= −∇𝑝′ + ∇ ∙ (𝜏 − 𝜌𝒖⨂𝒖�������) + 𝑆𝑚                         (2) 
 

- Energy transport equation 
 

𝜕𝜌ℎ𝑡𝑜𝑡
𝜕𝑡

−
𝜕𝑝′

𝜕𝑡
+ ∇ ∙ (𝜌𝑈ℎ𝑡𝑜𝑡) = 

= ∇ ∙ �𝜆∇T − 𝜌𝑢ℎ����� + ∇ ∙ (𝑼 ∙ 𝜏) + 𝑺𝐸                (3) 
 
Where 

ℎ𝑡𝑜𝑡 = ℎ +
𝑼2

2
+ 𝑘;          𝑘 =

1
2
𝒖2���                    (4) 

 
- Scalar transport equations 

𝜕𝜌Φ
𝜕𝑡

+ ∇ ∙ (𝜌𝑼Φ) = ∇ ∙ (Γ∇Φ − 𝜌𝒖Φ�����) + 𝑆Φ   (5) 
 

    and closing equations for the turbulent stress 
 

−𝜌u⨂𝐮������ = 𝜇𝑡 �∇𝑼 + (∇𝑼)𝑇 −
2
3
𝛿∇ ∙ 𝐔�           (6) 

 
Turbulent energy transport equation 

 
−𝜌𝐮ℎ���� =

𝜇𝑡
𝑃𝑟𝑡

∇ℎ                                                    (7) 

Equation for turbulent flux of a substance 
 

−𝜌𝐮Φ���� =
𝜇𝑡
𝑃𝑟Φ

∇Φ = Γ𝑡∇Φ                                (8) 

 
In the framework of k-ε turbulence model, the coefficient of 

eddy viscosity μt is determined by using two model parameters 
k (kinetic energy of pulsation motion) and ε (the rate of 
dissipation of turbulent fluctuations)[6-8]. 

𝜇𝑡 = 𝐶𝜇𝜌
𝑘2

𝜀
                                                         (9) 

 
Transport equations for parameters k and ε: 
 

𝜕(𝜌𝑘)
𝜕𝑡

+ ∇ ∙ (𝜌𝑈𝑘) = 

= ∇ ∙ ��𝜇 +
𝜇𝑡
𝜎𝑘
� ∇k� + 𝑃𝑘 − 𝜌𝜀                      (10) 

 
and 

𝜕(𝜌𝜀)
𝜕𝑡

+ ∇ ∙ (𝜌𝑈𝜀) = ∇ ∙ ��𝜇 +
𝜇𝑡
𝜎𝜀
� ∇𝜀� + 

+
𝜀
𝑘

(𝐶𝑠1𝑃𝑘 − 𝐶𝑠2𝜌𝜀)                                          (11) 
 
In current work, the momentum source term SM in the 

Equation (2) was assumed to be equal to zero because the 
volumetric fraction of solid raw material particles was small (of 
order of 0.01).  The same refers to the energy source term SE in 
the Equation (3). The temperature, pressure and velocity fields 
obtained from solution of Equations (1-11) were used for the 
simulation of the nanoparticle growth in the plasma flow. 

COAGULATION GROWTH KINETICS 
To describe the process of coagulation growth the 

simplified model was used [4] where collision coefficient β was 
assumed to be independent of particle size. 

In this case, the value of β could be calculated from simple 
correlation β = <β> = C <b>. 

The parameter C at Knudsen number Kn >> 1 can be 
calculated as 

 

 
 
where m1 is the mass of the initial particle, ρ1 is density of 

material; kB is Boltzmann constant.  
Parameter <b> depends on the ratio μ2'/ μ1'2 = D, where μ2' 

and μ1' are the second and first initial normalized moments, D is 
dimensionless dispersion parameter. 

 Parameter <b> is defined as 
 

 < 𝑏 > =    

⎩
⎪⎪
⎪
⎨

⎪⎪
⎪
⎧ �5.67 +  

0.589
𝜇2

� 𝜇
1
6 

𝑎𝑡  𝐷 → 1
(3.138 + 3.108𝐷 − 0.589𝐷2)𝜇

1
6

𝑎𝑡  1 ≤  𝐷 ≤ 2

�8.339 −
2.682
𝐷

�𝜇
1
6

𝑎𝑡  𝐷 > 2

�         (12)     
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In Lagrange coordinate system the coagulation growth of 
nanoparticles can be described as evolution of  four initial 
moments of the particle size distribution function (M0, M1, M2, 
M3) [4]: 

 
The initial moments of order n are introduced for an integer 

random variable I, taking discrete values i = 1, 2, 3, ... ∞. 
Introduced random variable I represents the number of 

monomer volumes in the growing nanoparticle which has been 
formed after the merger of i monomers. Here vi= i *v1 where vi  
is the volume of the growing nanoparticle and v1 is the volume  
of monomer. Mass of growing particle is expressed as mi= im1= 
iv1ρ1= iπd1

3ρ1/6, where d1 is the diameter of a single particle 
(monomer). 

The initial moments of the random variable I of order r are 
defined as 

 
 
where r = 0,1,2 ...,Ni is number concentration of particles 

with dimension i.  
The normalized initial moments are expressed as 

. 
In 3-dimesional framework when particle concentrations are 

determined by collisions in moving flow, the coagulation 
growth of nanoparticles can be described as temporal and 
spatial evolution of the first four initial moments [17-18]. 
Transport of each moment can be described as scalar substance 
transport in the fixed (Eulerian) coordinate system.  

The system of transport equations includes four partial 
differential equations: 

 

 

 

 

 
 
 
It is assumed that the time of the nucleus formation is 

significantly shorter than their coagulation growth time in the 
reactor .  

In this approach, the beginning of nucleation is not 
considered as starting point the particle growth.   But particle 
size evolution starts from the moment when ensemble of 
particles with the size of 1 nm appears in the zone determined 
by the condensation isotherm. Condensation temperature is 
determined by the material properties of nanoparticles. 

The first and second terms on the left side of the equations 
describe the accumulation and convective transport of 
substance under consideration, respectively. The first term on 
the right hand side describes the source of additional substance 
flux through termoforetic effect with the migration velocity: 

 
 

 
The second term describes the particles Brownian motion 

with diffusion coefficient Dm: 

  
Where λfp is mean free path of the gas molecules [19]. The 

last term on the right side (not in the equation (18)) is the 
source term, describing coagulation growth of nanoparticles 
expressed via moments of particle size distribution function. 
These moments are considered as scalars obeying scalar 
transport Equation (5) in general form, but in current work the 
evolution of each of the four moments is described by 
corresponding Equations (17-20). 

 
 

PLASMA REACTOR 
Simulated plasma reactor (Figure 1 and Table 1) is a 

cylinder with a conical bottom.  
Dimensions of the plasma reactor are given in the Table 1. 
 
Table 1. Plasma reactor dimensions 

Parameter D1 D2 D3 D4 L1 L2 L3 L4 
Value, 
mm 

200 10 2 40 600 900 10 40 

 
In the upper part of the reactor there are a thermal plasma 

discharge channel and thin oblique channels for raw material 
feed by carrier gas. The synthesized nanoparticles are removed 
from the reactor through the side outlet together with gas 
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mixture. Plasma generation occurs inside the volume of the 
plasma torch (channel length L4 and diameter D2). Plasma jet is 
discharged from the torch channel into the volume of reactor. 
The plasma jet formation was simulated by introducing of heat 
source uniformly distributed inside volume of the plasma torch. 
Axial and/or tangential plasma gas injection into the channel 
was used. 

 
 
Figure 1 Plasma reactor geometry and configuration of water-

cooled sections. 
 
Standard velocity, pressure, concentrations and temperature 
boundary conditions were applied. The temperature of the 
water-cooled walls was assumed to be constant and equal to a 
predetermined value of 30 °C. 
Thermophysical properties of the gaseous medium were 
determined in the approximation of local thermodynamic 
equilibrium (LTE). The LTE calculations were carried out by 
TERRA software. The software is used for modelling of phase 
and chemical equilibria in multicomponent systems [20]. 
The presented model of nanoparticles growth in the plasma 
reactor was implemented in software package ANSYS CFX 
12.1 using ANSYS Workbench platform. 

EXPERIMENTAL 
Model validation was done by comparison of the measured 

and calculated heat flux density distribution along the length of 
the plasma reactor wall. 

The cylindrical plasma reactor consisted of 6 sections with 
inner diameter 200 mm. Each section had a water-cooling 
jacket with water-swept inner surface.  Total length of the 
reactor was equal to 600 mm. Cooling water was supplied to 
the connected in series sections of the reactor and  water 
temperature was measured at the inlet and the outlet of each 
section by resistance thermometer DTS174-50M.V3.120/2 
(Figure 1.). The temperature values were recorded using an 8-
channel data logger OWEN-UKT38 SCH4.TS and software 
Owen Process Manager. Plasma flow was generated in DC 
plasma torch of nominal capacity of 25 kW with vortex 
discharge stabilization [16]. 

RESULTS AND DISCUSSION 
The simulations were performed in two stages: 

Stage I: Simulation of heat and momentum transfer in the 
reactor’s volume in the absence of the dispersed phase;  

Stage II: Simulation of particle formation via coagulation 
in the pre-calculated at Stage I velocity and temperature field 

 
Stage I simulation results 

In calculating the temperature, pressure and velocity fields 
at Stage I two cases were considered: 

Case (a):  Initial spinning of plasma jet and radiative heat 
transfer were not considered; 

Case (b):  Initial spinning of plasma jet and radiative heat 
transfer were taken into consideration. Effective two-phase 
mixture absorptivity was adopted in radiation calculations 
Results obtained by calculation without accounting for initial 
spin of the plasma gas and radiant heat transfer component 
were in poor agreement with the experimental data (Figure 2). 
The calculated values of the heat flux density have lower 
values, especially in the upper part of the reactor as compared 
with those obtained in experiments. 

 
Figure 2 Density distribution of the heat flux (kW/m2) along 
the length of reactor (m): 1 - plasma gas flowrate 1.7 m3/h, 

enthalpy 25.6 MJ/m3, experiment; 2 - plasma gas flowrate 1.6 
m3/h, enthalpy 23.8 MJ/m3, experiment; 3 - plasma gas flowrate 

2.0 m3/h, enthalpy 25.2 MJ/m3, calculation without initial gas 
spinning and radiation; 4 - plasma gas flowrate 2.0 m3/h, 

enthalpy 25.2 MJ/m3, calculated taking into account the initial 
gas spinning and radiation heat transfer. 

 
To obtain better agreement with experimental data, gas 

spinning and radiative heat transfer were taken into 
consideration (Case (b)). When cold plasma-forming gas enters 
into the plasma torch via tangentially positioned openings, the 
gas is spinned and retains tangential velocity component during 
movement in the heating section until the entrance into reactor. 
The radiative heat transfer in ultraviolet part of spectrum was 
modelled using effective absorptivity equal to 0.25. 

Including gas spinning and radiative heat transfer in 
simulations allowed obtaining better agreement between 
measured and calculated heat flux density values (Figure 2.).  

 
CFD calculations revealed the temperature distribution and 

flow pattern in the plasma reactor (Figure 3.). Further 
simulations of nanoparticles growth via solution of transport 
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equations for the moments of size distribution function were 
based on the calculated gas temperature and velocity fields.  

  

 
Figure 3 Temperature distribution (a) and flow streamlines 

(b) in axial cut planes. Nitrogen plasma gas flowrate 2.0 m3/h; 
nitrogen carrier gas flowrate 0.3 m3/h, enthalpy 25.2 MJ/m3. 

 
Some difference between experimental and calculated 

values of heat flux density is observed in the initial zone of the 
reactor. This could be attributed to the assumption of the 
constant radiation absorption coefficient, while this coefficient 
is a function of the temperature. At high temperatures diatomic 
nitrogen molecules dissociate into atoms and thermophysical 
properties of the gas change. 

The plasma gas spinning results in the increase of the 
plasma jet opening angle at the reactor inlet and leads to 
reduction of the plasma jet propagation length. However, the 
intensity of heat transfer to the reactor wall rises with increase 
of the initial gas spin. 

As it follows from calculations of the velocity profiles, the 
flow pattern within the reactor is characterized by existence of 
stationary vortices in different temperature zones (Figure 3).  
The presence of vortices could be explained by sudden 
expansion of plasma flow into the reactor volume, and by 
location of gas outlet pipe on the side of reactor. The 
implication of vortexes existence in reactor is that some 
nanoparticles will be involved into motion inside the eddy 
currents, and therefore will have increased residence time in 
respective temperature zones. In this case the nanoparticles 
properties (and especially geometric dimensions) could 
significantly change.  

 
Stage II simulations results 

Formation of W, Cu and Al2O3 nanoparticles was simulated 
using the developed model. These materials were selected 
because they have very different phase transformation 
temperatures. The calculations were performed for the 
parameters of the reactor presented in the Table 2. 

The simulated and experimental values of average size d32 
for the reaching the reactor wall nanoparticles were compared. 
The average particle size d32 was calculated as the ratio of 
corresponding moments of the particle size distribution 
function. The value obtained was compared with an 
experimental particle size, defined as 

specpatS
d

ρ
6

32 =  

where Sspec is experimentally measured specific surface of the 
nanopowder, ρpat – nanoparticle material density. 
 

Table 2  Plasma reactor operating conditions 
Material W Al2O3 Cu 
Plasma gas N2+30% 

vol. H2 
Air N2 

Plasma gas flowrate, st.  m3/s 5.5e-04 5.5e-04 5.5e-04 
Carrying N2 flowrate, st. m3/s 8.33e-05 8.33e-05 8.33e-05 
Material flowrate, g/min 4-10 3-15 2-8 
Plasma enthalpy, MJ/kg 33.2 13.4 20.2 
W nanopowders were obtained by reduction of 40 micron 
tungsten oxide WO3 particles in nitrogen-hydrogen plasma 
(30 vol.% H2 ), Cu nanopowders were produced by evaporation 
and condensation of 20 microns copper powder in a nitrogen 
plasma and Al2O3 nanopowders  - by oxidation of 30 microns 
aluminium particles in air plasma. 

 
Figure 4 Average sizes of the nanoparticles (nm) vs.  mass 
flowrate of condensing components (g/min): top - tungsten; 

middle - alumina; bottom - copper. Line – calculations; points - 
experiment. 

Average size of nanoparticles increases with growth of the 
condensed phase mass concentration in the gas (Figure 4), 
which is predetermined by coagulation particle growth model. 
Simulated average diameter of W nanoparticles gives very 
good agreement with experiment. For Al2O3 the calculated 
values of mean diameter are a bit lower than the experimental 
values, and calculated values for Cu differ significantly from 
experiment, especially at high condensed phase mass flowrates. 
In case of aluminium oxide the discrepancy with experiment 
can be due to the fact that the model does not takes into account 
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thermal effect of the oxidation reaction. The difference of 
experimental and calculated mean size of copper nanoparticles 
could be explained by thermal processes occurring in the layer 
of nanoparticles deposited on the reactor wall. 

This layer is exposed to the heat flux from high temperature 
gas-particles mixture that leads to an increase in temperature at 
the boundary between the layer and gas-particles mixture. Since 
copper has the lowest melting point amongst all used materials, 
sintering of Cu nanoparticles could take place. At constant time 
of experiments the increase in the material mass flowrate could 
lead to the growth of layer thickness followed by its 
temperature rise, which causes sintering of nanoparticles and 
average size increase. 

CONCLUSIONS 
Three-dimensional model of nanoparticle formation via 

coagulation mechanism in a DC plasma reactor with confined 
jet flow was developed and implemented in ANSYS CFX 12.1 
software. The solution of mass, momentum, and energy 
conservation equations in 3D turbulent flow enabled to evaluate 
temperature and velocity distributions in the confined plasma 
jet reactor under assumption of negligible momentum and heat 
exchange between raw material and plasma flow due to small 
volumetric concentration of solid materials in plasma flow. The 
calculations of stationary heat transfer in the reactor 
demonstrated good agreement with experimental values of heat 
flux distribution along the wall of the reactor. The solution of 
transport equations for the first four moments of nanoparticles 
size distribution function made it possible to evaluate the 
influence of condensed phase mass concentration on the mean 
nanoparticle size. The experimental and simulated trends in 
mean size changes were in qualitative agreement i.e. mean size 
of nanoparticles increased with rise of the condensed phase 
mass concentration in the gas. Predicted mean nanoparticle size 
was closest to the experimental value for the material with high 
phase transition temperature (W).The calculated values of mean 
diameter for Cu nanoparticles (material with lowest phase 
transition temperature)  differed significantly from experiment. 
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ABSTRACT 
Presented thermal-hydraulic calculations of the efficiency of 

steam-generating porous channels with using water as a 

coolant. As a parameter of the thermo - hydraulic efficiency 

used the ratio Q / N, where Q - the quantity of heat that 

consumed to evaporate of the liquid, N - power required to 

pump of the coolant. The calculation was performed for the 

boundary conditions of the first kind. In the calculation of the 

thermal characteristics was performed recalculation of known 

relations for the boundary conditions of the second kind for the 

case of their use under the boundary conditions of the first kind. 

As comparison surface was used pipe with smooth wall. Flow 

rate of coolant for compared channels (as well as the Reynolds 

number at the channel inlet) was taken to be equal. During 

calculations were used the following ranges of the regime - 

design parameters. The porous material - copper felt with 

porosity Ө = 0,5 ÷ 0,9;  Reynolds number at the channel inlet 

Re = 100 ÷ 2300; diameter of channels d = 0,006 ÷ 0,05 m; 

temperature difference tw – ts in   = 1 ÷ 5 
0
C liquid temperature 

on saturated line at the inlet to channel ts in = 250 ÷ 300 
0
C. 

During calculations was found that for these conditions porous 

channels may have significantly shorter length compared to 

channels with smooth wall. 
 

INTRODUCTION 
The limitations of the world's energy resources 

requires a search for energy-saving technologies. One way in 

this direction is to study the possibility of using energy-efficient 

porous heat exchange elements. An earlier digitally simulated 

study of thermal-hydraulic efficiency of porous heat exchange 

channels with a single phase liquid coolant flow [1] - [4] 

showed the presence of domains of both, regime and design 

dependent parameters where possible energy gain in 

comparison to the smooth-wall heat exchanger channels. 

However, the biggest interest would be to investigate thermal-

hydraulic efficiency of the highly porous channels in the phase 

transition of coolant evaporation. As a reference surface for 

comparison let's choose a smooth pipe, working as a once-

through steam generator. 

It should be noted that the analysis of the literature [5] 

- [7] showed that most of the researches of thermal phase 

transition from boiling to evaporation (in the smooth-walled 

and porous channels) was carried out for the boundary 

conditions of the second kind, i.e. at a constant heat flux on 

channel wall. However, as shown by a study on the 

effectiveness of porous thermal-hydraulic channels for single-

phase heat transfer medium, the energy effect can be achieved 

with the boundary conditions of the first or third kind, i.e. when 

specifying the channel wall either a constant temperature, or 

with a known law of heat at ambient temperature. 

Let's consider the problem of finding thermal-hydraulic 

efficiency of porous cylindrical channels at the phase transition 

temperature to the evaporation of the boundary conditions of 

the first kind. 

NOMENCLATURE 
 

d [m] Diameter of the channel 

Fcs  [m2]  Cross-sectional area of the channel 
G [kg/m2s] Specific mass rate of flux of a coolant 

hv [W/m3K] Intensity volumetric heat exchange Inside of porous 

material 
K [-] Slide factor 

KF [-] Geometric efficiency coefficient  

L [m] Length 

m  [kg/s]  Mass flow rate 

N [W] Power consumed for press (pumping) heat transfer 
medium through the channel 

Nu [-] Nusselt number 

P [N/m2] Pressure 
ΔP [N/m2] Pressure drop 

Pe [-]  Peclet number 

Pr [-] Prandtl number 

Q  [W] Quantity of heat that enters inside of the channel in 

unit of time 

Q [W/m2] Specific heat flux 
Re [-]  Reynolds number 

T,t [K] Temperature 

V [m3/kg] Specific volume 
W [m/s] Speed  

X [-] Parameter of Lockart and Martinelli 

X [-] Mass content of steam in the flow 
xbound  Boundary mass content of steam in the flow 

 
Special characters 

α [m-2] Viscous coefficient of resistance of a porous material 

α [W/m2K] Heat transfer coefficient in zone of the nucleate boiling 
αк [W/m2K] Heat transfer coefficient in the water flow phase within a 

pipe or channel 

α0 [W/m2K] Heat transfer coefficient at boiling in a large volume 

αV [W/m3K] Volumetric heat exchange coefficient at motion of two-

phase vapor-liquid flow through the porous material  

αVLO [W/m3K] Volumetric heat exchange coefficient inside of the porous 
material at moving of the liquid at a rate equal to the total 

rate of the mixture 
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β [m-1]  Inertial coefficient of resistance of a porous material 
γ [-] Parameter, which characterizes intensity of heat exchange 

inside of porous material 

θ [-] Porosity 
λl [W/mK] Thermal conductivity of a fluid 

λp [W/mK] Thermal conductivity of porous material 

μ [kgm/s]  Coefficient of dynamic viscosity 

ν [m2/s] Coefficient of cinematic viscosity 
ξ [-] Pipe resistance coefficient 

ρ [kg/m3] Density 

σ [N/m] Coefficient of surface tension of the liquid 

 
Subscripts 

cs  Cross section 
G  Gas 

in  Inlet  

L,l  Liquid 

p  Porous  

sm  Smooth-wall 

tw. ph.  Two phase 
w  Wall 
’  Relation to the liquid on the saturation line 
”  Relation to the vapor on the saturation line 

BOILING INTO SMOOTH-WALLED CYLINDRICAL 
CHANNELS (PIPES) 

Zone of nucleate boiling 

At creation of methodology for calculating thermal 

characteristics of smooth and porous channels, we assume that 

the liquid at the inlet to the channel is on the saturation line. 

According to [5], in the zone of the nucleate boiling heat 

transfer coefficient is defined by the formula 

,2
)/7,0(

2/3
)/(

9
1071 1oqrmixw1 


   (1) 

 

where   ,2
)7,0(

2
oк1                           (2) 

 

here к – heat transfer coefficient in the water flow 

phase within a pipe or channel, which is calculated by the 

formula 

)1(5,4

)8/(






2/3
Pr    

tCPrRe
Nu









k

dк
d ,             (3) 

where            k = 1 + 900/Re;                                     (4) 

 

 = (1,82 lg Re – 1,64)                                            (5) 

 

Ct – adjustment for nonisothermality flow. 

For liquid drops at       w/t = 0,08÷40            

Ct = (f /w)
n
,                                                     (6) 

where  n = 0,11 – while heating the liquid; 

n = 0,25 – while cooling the liquid. 

In formula (6)  - coefficient of dynamic viscosity, 

indices f and w  means relating to the mean temperature and the 

wall temperature, respectively. 

Value о in formula (1) – boiling heat transfer 

coefficient in a large volume. Calculating value о using 

formula 

о=4,34q
0,7

(p
0,14

+1,3510
-2

 p
2
),                     (7) 

where q - value of the specific heat flux in W/m
2
; 

р – pressure in МPа;  

о - heat transfer coefficient in W/(m
2
K). 

Value  wmix in formula (1) - the average speed of the 

water-steam mixture, m/s. Calculated by formula 

wmix=wo[1+x(/-1)],                                       (8) 

where  wo - flow speed, m/s; 

 и  -  respectively, the density of the liquid and 

vapor on the saturation line; 

х  - expendable mass vapor content. 

As can be seen, in the formula (1) to determine the 

heat transfer coefficient entered  the value of  heat flux q. 

When substituted in equation (1) of value q=(tw – ts) can be 

seen that in this case the value of   included in the left and 

right sides of the equation. It means, the equation (1) is non-

linear algebraic equations for the heat flux , which can not be 

solved analytically in an explicit form. For calculating the value 

of   for equation (1) the method of consecutive 

approximations have to be used. 

 

Calculation of boiling heat transfer in cylindrical smooth 

wall channels at dryout zone 

As it is known [5] - [7] at boiling liquid in the smooth-

walled pipe, with an increase in the value of mass consumable 

steam content, starting with a certain value, called the boundary 

vapor content, dispersed flow regime occurs, when starting the 

drying of the liquid film on the wall. Vapor-liquid stream 

begins to move in a vaporized mixture of steam and liquid 

droplets. Thus there is a significant deterioration in the heat 

exchange channel. According to [5], [6] a generalization of data 

on the boundary vapor content has led to the expression 

% 20
19

exp 0,861 

















σρd/ρw
x

bound
 ,     (9) 

where  - coefficient of surface tension. 

The heat transfer coefficient in the dryout zone was 

calculated from the equation proposed by Z. L. Miropol'skii [7]: 

15,1
)/(

4,08,0
028,0  rPeRuN  ,       (10) 

where vdwd  // eR  ;uN   - the Reynolds 

number is calculated using the reduced speed of steam 

ρ)x/wρ(w r . Here 

d –diameter of the channel; 

λ˝ - thermal conductivity of a vapour. 

 

CALCULATION OF HEAT TRANSFER IN THE 
MOVEMENT OF TWO-PHASE FLOW IN POROUS 
MATERIALS 

The problem of experimental study of heat transfer at 

moving steam mixture through porous media addressed in 

dissertation of Kalmykov I. V. [9]. Based on the generalization 

of experimental data the author has received of the following 

generalized relationship characterizing heat exchange when 

moving steam-water mixture through porous media 

x

x
wxVLOV






1

)(8101/ 0



  ,      (11) 
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where V  - volumetric heat exchange coefficient at 

motion of two-phase vapor-liquid flow through the porous 

material, W/m
3
K; 

VLO – volumetric heat exchange coefficient inside of 

the porous material at moving of the liquid at a rate equal to the 

total rate of the mixture (the amount of heat absorbed by the 

fluid per unit time per unit volume of the porous body), 

W/m
3
K. 

(w)0= m /FП – filtration rate of the mixture (mass 

flow rate, kg/m
2
s; 

m  - full mass flow rate of mixture,  kg/s; 

Fcs=d
2
/4 – cross-sectional area of the channel, m

2
;  

ν - coefficient of cinematic viscosity of the fluid on 

the saturation line, m
2
/s; 

 - coefficient of surface tension of the liquid, N/m; 

х – mass content of steam in the flow. 

 

To find value of VLO was used recommended by 

Kostornov A.G. [10] relationship to calculate the heat transfer 

inside the porous metal-fiber material when moving through a 

single-phase coolant. 

 

                            NuV=0,007Re
1,2

                          (12) 

 

where NuV = V(β/α)
2
/λl,  

 
Re

l

w



 )/(0)(
 , index l 

refers to the parameters of fluid. 

As seen from the expression (11) it does not include in 

explicit form of the porous structure characteristic parameters, 

such as particle size, or flow resistance coefficients  и β. This 

makes it possible to use these expressions for virtually any 

porous materials. 

One of the minor flaws of the formula (11) is that, as 

the author [9] indicates, in the course of the experiments at high 

steam content occurred thermal nonequilibrium flow. 

Therefore, the generalization of the experimental data was 

conducted only for values v, corresponding to x ≤ 0,8. 

Application of the formula (11) with steam content greater than 

0.8 are not recommended, as this could lead to significant error. 

Estimation of the value v  in the interval x ≈ 0,8 ÷ 1,0 

recommended exercise by interpolation calculated by (11), 

values v for x = 0.8 and expressions characterizing the 

convective heat transfer in a porous material with steam coolant 

flow (x = 1). 

2,1
007,0  

"
Re

"
Nu   ,                         (13) 

where  







2
)/(h

uN  ;  







)/(G   
eR  ,    (14) 

Here Nu and Re respectively Nusselt number and 

Reynolds number calculated by the thermal properties of steam 

at saturation line  

G = (w)0 – full mass flow rate of the coolant, kg/m
2
s. 

In calculating the specific heat flux, which is absorbed 

by the coolant during evaporation in a porous cylindrical 

channel, we used the expression obtained in [12] 

)1(
)(0

)(12/1
)( 






I

I

Vhq   ,                  (15) 

where I0(γ) and I1(γ) – modified Bessel functions of the 

first kind of zero and first order, respectively; 

λ – coefficient of thermal conductivity of the porous 

material. For it's calculation the material of the frame of the 

wick, the thermal conductivity of  liquid and vapor at saturation 

line have to be taken in to consideration; 

hV  - the intensity of the volume of the intraporous heat 

transfer; 




2
)2/(2 dVh

  - parameter characterizing the 

intensity of the of the intraporous heat exchange; 

d – diameter of channel; 

  = Т-ts,  where Т – the temperature of the porous 

structure, ts - the coolant temperature at the saturation line; 

 (1) = Тw-ts, - temperature difference of the porous 

frame and on the cooler inner surface of the wall. 

 

CALCULATION OF HYDRAULIC RESISTANCE AT 
THE MOTION OF TWO-PHASE VAPOUR-LIQUID 
FLOW IN SMOOTH-WALL CHANNELS  

When calculating the hydraulic resistance at the 

motion of two-phase vapour-liquid flow in the pipes and 

channels, the method developed by Lockhart and Martinelli 

[12] and particularized in [13], is commonly used. The essence 

of it is that the pressure gradient due to friction in the two-

phase flow is usually expressed in terms of coefficients, which 

are multiplied by the respective gradients in the single-phase 

flows, i.e 

L)
dz

dp
(

2
LΦ)

dz

dp
( ..phtw                      (16) 

 

or             G)dz

dp
(

2
GΦ )

dz

dp
( ..phtw

 ,                      (17) 

 

where 
..phtw)

dz

dp
(  is pressure drop due to friction in 

the two-phase flow; 

х is a coordinate; 

L)
dz

dp
(  and G)

dz

dp
(  are respectively, the pressure 

drop for a liquid or gas, if a liquid or gas occupied the entire 

cross section of the pipe; 
2
LΦ  and 

2
GΦ  - empirically determined coefficients; 

z is a coordinate. 

Lockhart and Martinelli [12] found that the 

coefficients
 

2
LΦ  and 

2
GΦ  are the function of the parameter X

2
, 

which is determined as follows 
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G)
dz

dp
(L )

dz

dp
(

2
X   .                 (18) 

 

Chisholm and Sutherland [14] proposed an analytical 

expression for the dependences )(2
, xfGL   in the following 

form 

2

1
1

2

XX

C
LΦ   ,                        (19) 

2
1

2
XCXGΦ   ,                      (20) 

 

where           

Lρ

Gρ
K

Gρ

Lρ

K

1
C   .                (21) 

 

Herein K is the slide factor. 

Basing on a simple model, Zivi [15] found that for the 

vapour-water flow  

1/3
)G/ρL(ρK   .                          (22) 

After the analysis of the correlations (16) - (22) it 

becomes apparent that the system of equations allows us to 

calculate the pressure drop in the channels and pipes at the 

motion of two-phase vapour-liquid flow. 

To calculate the parameter G)
dz

dp
(L )

dz

dp
(

2
X   

, we use the correlations that characterize the pressure drop in a 

single-phase flow at different velocities (Reynolds numbers) of 

motion of the cooler [16]. 

In the general case, the pressure drop across the pipe at 

the motion of a single-phase liquid or gas (vapour) heat 

carrying agent is calculated as per the formula [16] 

2

2
avρu

d

l
ξΔP   ,                   (23) 

where ξ is the pipe resistance coefficient; 

l, d are, correspondingly, the length and the diameter 

of the pipe, m; 

 is the density of the liquid (gas), kg/m
3
; 

uav is the average velocity of liquid along the cross 

section in the pipe, m/s. 

Taking into consideration that the Reynolds number is 

calculated from the correlation 
μ

davρu


Re , the expression 

(23) can be transformed into 

2

2








 


ρd

μRe
ρ

d

l
ξΔP  .             (24) 

For laminar flow at Reynolds number Re ≤ 2300, the 

coefficient of resistance is determined from the correlation [16] 

ξ = 64/Reo                                      (25) 

To calculate the coefficients of hydraulic resistance for 

transitional and turbulent areas of the flow in smooth-wall pipe 

S. S. Kutateladze correlations were used [17], 

                              ξ ≈ 6,3·10 
-  4

 Re
0,5

                      (26) 

Blasius [16] 

                               ξ = 0,3164 Re
-1/4

                        (27) 

and Nikuradze [16] 

                                ξ= 0,0032 + 0,221/Re
-0,237

        (28) 

When calculating values L)
dz

dp
(  and G)

dz

dp
(  in 

formulas (16) and (17), the following values of Reynolds 

numbers have to be used: 

ReL = Reo (1 – x ) ,                                      (29) 

              ReG = Reo x (μ′/μ″) ,                                   (30) 

where Reo is Reynolds number at the channel inlet; 

x is the mass expendable vapour content of the flow; 

μ′  and  μ″ are , correspondingly, coefficients of 

dynamic viscosity of liquid and vapour at saturation line. 

 

CALCULATION OF HYDRAULIC RESISTANCE IN 
POROUS CHANNELS WITH HIGH HEAT 
CONDUCTIVITY AT TWO-PHASE VAPOUR-LIQUID 
MOTION OF HEAT CARRYING AGENT 

Calculation of hydraulic resistance in porous channels 

with high heat conductivity at two-phase vapour-liquid motion 

of heat carrying agent will be performed as per the method 

similar to Lockhart-Martinelli’s method [12], [13]. According 

to this method, which Yu. A. Zeigarnik and I.V. Kalmykov 

applied to the motion of two-phase vapour-liquid adiabatic 

flows in porous media [9], [18], the calculation of the frictional 

resistance of adiabatic two-phase mixture in porous channels is 

performed as per the formulas: 

2
LL)()( ΦP.tw.ph. por

P






/    ,        (31) 

or  

2
GG)()( ΦPr.  tw.ph. po

P






/  ,        (32) 

where L)( /P   and  G)( /P  are pressure drops at the 

flow through a porous structure of a liquid phase only in the 

quantity that the mixture contains, or of steam phase only. 

These values are calculated as per the equation (33), in which 

corresponding mass filtration velocities of each phase are used 

as mass filtration velocities w = G.  

 

2
βυGαμυG

dZ

dP



               (33) 

where α and β –are inertial and viscosity coefficients 

of a porous material resistance;  

μ and υ are dynamic viscosity coefficient and specific 

volume of liquid; 

G is mass flow rate of liquid through a porous 

material. 
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According to [12], parameters ФL and  ФG  are the 

function of Martinelli parameter G)(L)(Δ  /// PPX  . 

The following formula can be written for X
2
 parameter [18] : 

 











''
μxGβ/α

μxGβ/α

ρ

''
ρ

''
μ

μ

x

x2
X

/1

/1(1

])[(

)])[(1
))()((  

 

             = 
eR1

eR1
))()((









ρ

''
ρ

''
μ

μ

x

x1
                                 (34) 

The connection between parameter Х and  L and  G 

can be expressed analytically [14]: 

 

             L
2
  =1 + C/X + 1/X

2
 ,                      (35) 

 

              G
2
 = 1 + CX + X

2
 .                          (36) 

 

After processing test data, Zeigarnik Yu. A and 

Kalmykov I.V. [18] concluded that coefficient C is the function 

of mass filtration velocity (ρw)0 = G, physical characteristics 

( and  ) and hydraulic characteristics of porous structure 

(coefficients    and   ) 

4,0
0,4 )(

μ

ρ

G

β/α
C




 .                        (37) 

 

THE ANALYTICAL MODEL FOR CALCULATING 
THERMO PHYSICAL AND HYDRAULIC PARAMETERS 
OF TWO-PHASE FLOW UNDER BOUNDARY 
CONDITIONS OF THE FIRST TYPE 
 

The full description of re-calculation of the original 

equations from boundary conditions of the second type to the 

boundary conditions of the first type will include a fairly large 

amount of material and can be the subject of a separate article. 

In essence, the method can be summarized as follows. A 

cylindrical channel is divided into separate 1 mm long sections, 

within which calculation is performed for fixed values of 

specific heat flow rate. The specific heat flow rate in the inlet 

section is calculated as per the known heat hydraulic 

characteristics. Further, taking into consideration the lateral 

surface area of the sector, total amount of heat absorbed in this 

sector is calculated. After that, the increment of steam content 

at the sector and the value of steam content in the final section 

of the sector are calculated. Based on average thermo physical 

properties of the flow at the sector, pressure drop within 1 mm 

long sector and the power to pump the heat carrying agent 

within the sector are calculated. Further, based on the existing 

calculated data, specific heat flow rate in the final section of the 

sector, the average value of the specific heat flow rate at the 

sector and the total amount of absorbed heat at the sector on the 

second iteration step are determined. Calculation within a 1 mm 

long sector continues as long as the total values of heat 

absorbed at the sector that were calculated in two consecutive 

iteration steps do not coincide with the desired accuracy. 

Further, the calculation is made for the next sector. The initial 

calculated values of thermo physical characteristics for the 

subsequent sector are to be taken equal to the calculated values 

in the final section of the previous sector. Calculation of the 

length of the evaporation channel is performed until the value 

of steam content takes the value of 1. It should be noted that 

with the same mass flow rates of cooler, the total quantity of 

heat that is used for evaporation of the flow in both cases are 

the same. 

 

THE RESULTS OF RESEARCHES 
As a result of executed researches the calculations of 

efficiency of cylindrical porous channels during evaporation of 

a water flow (once-through steam generator) were carried out. 

A smooth-wall pipe was used as a reference surface for 

comparison. 

As the calculation base were taken following regime-

design parameters: temperature of the liquid at the saturation 

line at the channel inlet: Tso(in)=260 
о
С, 270 

о
С, 280 

о
С, 290 

о
С, 

300 
о
С; difference between temperature of the channel's wall 

and a liquid inlet temperature ΔT = Tw-Tin = 1, 2, 3, 4, and 5 
0
C; 

the Reynolds number at the channel inlet Re0 = 100, 200, 500, 

1000, 2000, 2300; porosity of a channel θ = 0,5, 0,6, 0,7, 0,8, 

0,9; the porous material - copper felt with diameter of fibers 

200 microns mkm; diameter of a channel d = 6 ·10
-3

, 1· 10
-2

, 2 

·10
-2

, 5 ·10
-2

 m. Total was  calculated 3000 regime-design 

points  that characterize the structural parameters of the model. 

Example (fragment) of calculation’s results  for Tso(in) = 270 
0
C, 

d = 0,006 m, ΔT = Tw-Tin=4 
0
C are shown in Table. 1-7.  

 

    Table 1 The length of the smooth wall vapor generator, lsm,m 

 
Reynolds number Re 0 

100 200 500 1000 2000 2300 

Length 

l, m 
28,2 56,4 139,7 265,4 445,2 479,3 

 

     Table 2  The length of the porous vapor generator, lp , m 

Poro-

sity, 

Ө 

Reynolds number Re 0 

100 200 500 1000 2000 2300 

0,9 17.56 16.37 16.45 16.16 14.73 14.28 

0,8 16.1 13.27 12.17 11.49 10.12 9.75 

0,7 16.59 12.42 10.13 8.99 7.52 7.18 

0,6 17.54 12.19 8.70 7.11 5.58 5.27 

0,5 18.0 11.78 7.32 5.42 3.94 3.66 

 

     Table 3  Geometric efficiency coefficient kF=lsm/lp=f(Ө, Re) 

Poro- 

sity ,Ө 

Reynolds number Re 0 

100 200 500 1000 2000 2300 

0,9 1.61 3.44 8.5 16.42 30.23 33.56 

0,8 1.75 4.25 11.49 23.1 43.98 49.14 

0,7 1.7 4.54 13.79 29.51 59.18 66.72 

0,6 1.61 4.62 16.07 37.35 79.83 91.04 

0,5 1.57 4.79 19.09 49.01 113.1 131.0 
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     Table 4  Pressure drop in smooth-wall channel ΔPsm, N/m
2
 

 
Reynolds number Re 0 

100 200 500 1000 2000 2300 

ΔPsm, 

N/m
2
 

99,51 397,8 
2,5·

10
3
 

12,67

·10
3
 

57,5·

10
3
 

74,7·

10
3
 

 

     Table 5  Pressure drop in porous channel ΔPp, N/m
2 

ΔPp, 

N/m
2
 

Reynolds number Re 0 

100 200 500 1000 2000 2300 

0,9 
22,23

·10
3
 

38,06

·10
3
 

98,39

·10
3
 

226,5·

10
3
 

537,5

1·10
3
 

638,85

·10
3
 

0,8 
34,14

·10
3
 

52,37

·10
3
 

127,1

·10
3
 

285,9·

10
3
 

663,0

4·10
3
 

784,71

·10
3
 

0,7 
63,75

·10
3
 

89,73

·10
3
 

198,9

·10
3
 

426,4·

10
3
 

947,1

9·10
3
 

1113,9

·10
3
 

0,6 
135,4

·10
3
 

177,4

·10
3
 

352,3

·10
3
 

705,4·

10
3
 

1496,

2·10
3
 

1749,2

·10
3
 

0,5 
310,8

·10
3
 

391,4

·10
3
 

694,0

·10
3
 

1289,8

·10
3
 

2639,

6·10
3
 

3079,4

·10
3
 

 

     Table 6  The ratio Q / N for smooth-wall vapor generator  

 
Reynolds number Re 0 

100 200 500 1000 2000 2300 

Q/N 2,33

·10
10

 

5,82

·10
9
 

9,1·

10
8
 

1,64·

10
8
 

3,64·

10
7
 

2,83·

10
7
 

      
Table 7  The ratio Q / N for porous vapor generator 

Poro-

sity, Ө 

Reynolds number Re 0 

100 200 500 1000 2000 2300 

0,9 
1,03

·10
8
 

5,78

·10
7
 

2,10

·10
7
 

8,71·

10
6
 

3,50·

10
6
 

2,91·

10
6
 

0,8 
6,77

·10
7
 

4,2·

10
7
 

1,62

·10
7
 

6,9·1

0
6
 

2,82·

10
6
 

2,35·

10
6
 

0,7 
3,65

·10
7
 

2,46

·10
7
 

1,04

·10
7
 

4,64·

10
6
 

1,95·

10
6
 

1,62·

10
6
 

0,6 
1,75

·10
7
 

1,26

·10
7
 

5,91

·10
6
 

2,79·

10
6
 

1,17·

10
6
 

9,63·

10
5
 

0,5 
7,73

·10
6
 

5,78

·10
6
 

2,99

·10
6
 

1,46·

10
6
 

5,61·

10
5
 

4,37·

10
5
 

 

Graphs of geometric efficiency coefficient Kf=lsm/lp on 

porosity θ, Reynolds number Re of flow at inlet, the channel's 

diameter d, the temperature difference ΔT= Tw-Tin and the fluid 

temperature on the saturation line at the inlet channel Tso(in) , 

built in the Excel application programme, for a set of design 

parameters θ = 0.9; Re = 2000; d = 0,006 m; Tw = 274 
0
C; Tin = 

270 
0
C are shown in Fig. 1-5. 
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Figure 1 The dependence of the geometrical efficiency 

coefficient on the porosity of the channel 
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Figure 2 The dependence of the geometrical efficiency 

coefficient on the Reynolds number 
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Figure 3 The dependence of the geometrical efficiency 

coefficient on the diameter of the channel 
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Figure 4  The dependence of the geometrical efficiency 

coefficient on the temperature difference ΔT= Tin-Tw, 
0
C 
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Figure 5 The dependence of the geometrical efficiency 

coefficient on the fluid temperature on the saturation line at 

the inlet channel Tin(so) , 
0
C 

 

CONCLUSIONS 
1. At  laminar regime  motion of evaporating liquid and for the 

conditions of equal mass flow rate and the same diameter of 

channels it is possible to achieve a significant reduction  (up to 

several tens of times and more)  length of porous once-through 

steam generator compared to the length of a smooth - wall    

once-through steam generator. 
 

2. At the given set of calculating parameters and in the context 

of significantly shorter length of porous once-through steam 

generators it is not possible to reach reduction of a pressure 

drop in them and accordingly power reduction  to pump coolant 

in comparison with smooth-wall once-through steam 

generators. 
 

3. The dependences of the geometrical efficiency factor of the 

porous steam generator on the porosity, the channel diameter, 

the temperature difference and the saturation temperature 

(pressure) at the channel inlet are inversely proportional. 
 

4. Dependence of the geometric efficiency factor of the porous 

steam generator on the Reynolds number of flow at the channel 

inlet is directly proportional. 
 

5.Performed calculations demonstrate necessity of realization 

of further researches. 
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ABSTRACT 

In the present study, the hydrodynamic characteristics of a 

pump-jet have been numerically investigated using an 

incompressible RANS flow solver based on pseudo-

compressibility. For this purpose, a vertex-centered finite-

volume method on unstructured meshes was utilized. For the 

unsteady time integration, a dual-time stepping method and the 

Gauss-Seidel iteration were used. An unstructured overset mesh 

technique was adopted to treat the relative motion between the 

rotor and the main body of the pump-jet. To validate the flow 

solver, the calculations were initially made for the High-

Reynolds-Number-Pump (HIREP) configuration at several 

advancing ratios. To investigate the effect of the ring on the 

flow characteristics and the propulsion performance of the 

pump-jet, additional calculations were made for the HIREP 

configuration installed with the circumferential ring at the rotor 

blade tip, and the results were compared with those of the 

original HIREP configuration. It was found that the addition of 

the ring at the blade tip helps reducing the tip vortex strength, 

which might be beneficial to suppress the formation of water 

vapor. With the addition of the ring, the efficiency of the pump-

jet is well maintained, even though the blade loading is slight 

reduced. 
 

INTRODUCTION 
Recently the pump-jets have been widely used as an 

alternative propulsion system of modern underwater vehicles. 

Pump-jets are typically composed of rotating rotor, stator, and 

duct. They usually exhibit relatively high propulsive efficiency, 

and maintain good balance of the rotating moment on the body. 

The duct surrounding the rotor helps prevent the noise radiating 

outside. However, the flow field inside the pump-jets are very 

complicated, accompanying those features, such as the interaction 

between the rotor and the stator, horseshoe vortex at the hub, rotor 

blade tip leakage flow, and flow separation. Therefore, physical 

understanding of the hydrodynamic characteristics is important to 

design pump-jets with an improved performance. 

In the past, several researches were carried out regarding the 

performance and the flow characteristics of the pump-jets. Furuya 

and Chiang [1] presented a design methodology and various 

related issues about the pump-jets. Zierke et al. [2] conducted an 

experimental study of the High-Reynolds-Number-Pump (HIREP) 

for physically understanding the complex flow fields and for 

acquiring a data base for the validation of numerical predictions. 

Several other researchers, such as Dreyer and Zierke [3], Yang [4], 

Yu et al.[5], and Lee et al. [6], have also conducted numerical 

simulations of the HIREP configuration to validate their RANS 

flow solvers. Vosper and Brown [7] reported the cases where 

pump-jets are adopted as a submarine propulsive system. Das et al. 

[8] presented the computational fluid dynamics (CFD) validations 

of the drag force of an axisymmetric underwater body with a 

pump-jet using a commercial software package. Suryanarayana et 

al. [9] presented a technique for experimentally evaluating pump-

jet propulsors. Ivanell [10] also used a commercial software 

package and performed CFD simulations of a torpedo with a 

pump-jet, and the calculated results were compared with 

experiments.  

In spite of the favorable features of the pump-jets as a 

propulsive system for underwater vehicles, the formation of 

vortex cavitation at the rotor blade tip and along the tip 

clearance gap is usually unavoidable. Cavitation on marine 

propulsors is an undesirable phenomenon that causes 

asymmetric load, performance breakdown, vibration, noise and 

erosion. In order to remedy the problems related to cavitation, 

and to further improve the performance of pump-jet propulsors, 

the concept of pump jet with ring rotors was suggested by Lee 

et al. [11]. In the proposed pump-jet configuration, a 

circumferential ring is attached at the tip of the rotor blades, 

and the blades are interconnected by the ring. The ring 

presumably helps prevent the generation of the strong tip vortex, 

and thus delays the cavitation inception. However, the effect of 

the ring rotor on the overall flow characteristics and the 

performance of the pump-jet propulsor has not been assessed 

and validated in detail yet for practical applications. 

In the present study, the propulsion performance and the 

flow characteristics of a pump-jet with ring rotor was 

numerically evaluated using an incompressible Navier-Stokes 

flow solver on unstructured meshes. For this purpose, the 

HIREP configuration tested by Zierke et al. [2] was adopted, 

and the original rotor configuration was modified by attaching a 

ring at the rotor blade tip. To validate the flow solver, 

calculations were initially made for the original HIREP 

configuration, and the predicted results were compared with the 

experimental data. Then additional calculations were made for 

the configuration with the ring rotor, and the results were 
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compared with those of the original configuration without ring, 

and the effect of the ring was investigated. 

 

NUMERICAL METHOD 
In the present calculations, an unstructured mesh CFD flow 

solver [12] was used to simulate the time-accurate viscous 

flows around the pump-jet with and without the ring. The fluid 

motion was modeled by using the incompressible Reynolds 

averaged Navier-Stokes equations in conjunction with an 

artificial compressibility method.  

The governing equations were discretized using a vertex-

centered finite-volume method. The inviscid flux terms were 

computed using Roe’s flux-difference splitting scheme, while the 

viscous flux terms were computed by adopting a modified central 

difference method. The implicit time integration was performed 

based on a linearized Euler backward difference scheme of 

second order. The Spalart-Allmaras one-equation turbulence 

model [13] was used to estimate the eddy viscosity, and the flow 

was assumed to be fully turbulent. An unstructured overset mesh 

technique [14] was adopted for the simulation of the relative 

motion between the rotor and the other components of the pump-

jet in a fully unsteady manner. 

To reduce the large computational time, a parallel algorithm 

based on a domain decomposition strategy was adopted. The 

load balancing between the processors was achieved by 

partitioning the global computational domain into local 

subdomains using the MeTiS libraries. The Message Passing 

Interface was used to transfer the flow variables across the 

subdomain boundaries. All calculations were performed on PC-

based Linux clusters. 

 

PUMP-JET CONFIGURATION 
The basic pump-jet configuration adopted in the present study 

is the High-Reynolds-Number-Pump (HIREP) configuration. The 

experimental test was made by Zierke et al. [2] at the Garfield 

Thomas water tunnel at the Pennsylvania State University, and a 

large quantity of data was acquired for the validation of numerical 

prediction tools. The HIREP configuration consists of a row of 13 

inlet guide vanes (IGV), a row of seven rotor blades with 

significant circumferential blade skew, and a casing. The inlet 

guide vanes have a chord length of 17.53cm and a solidity ranging 

from 1.36 at the hub to 0.68 at the tip. The rotor blades have a 

chord length of 28.50cm and a solidity of 1.19 at the hub, and a 

chord length of 26.64cm and a solidity of 0.56 at the tip. The 

diameters of the hub and the casing are 0.53m and 1.07m, 

respectively. The gap clearance between the casing endwall and 

the rotor blade tip is 3.3mm. 

At the design operating condition, the inlet flow velocity is 

10.63m/s, and the rotor blades rotate at 260rpm with a blade tip 

speed of 14.52m/sec. The Reynolds number based on the chord 

length of the IGV and the inlet flow velocity is 2.3milions. Even 

though most of the data were obtained for the design operating 

condition, two off-design conditions of 236rpm and 290rpm were 

also tested in the experiment. The measured data were given in 

terms of the time-averaged static pressure on both the IGV and the 

rotor blade surface, the circumferentially averaged velocity 

components inside the flow field, and the integrated thrust and 

torque of the rotor. 

To investigate the effect of the ring on the pump-jet 

performance, a circumferential ring was attached at the rotor blade 

tip of the original HIREP configuration. The ring covers the 

whole chord length of the rotor blade tip, and the leading edge and 

the trailing edge of the sectional geometry of the ring are 

semicircular. The thickness of the ring is 3.33% of the span of the 

rotor blade. The HIREP configurations with and without the ring 

are presented in Fig. 1.  

 

COMPUTATIONAL MESH & BOUNDARY CONDITIONS 
The computational meshes were constructed for both pump-jet 

configurations with and without the ring using an unstructured 

mesh topology. For the present overset mesh topology to handle 

the relative motion between the IGV and the rotor, the meshes are 

composed of multiple independent mesh blocks. The main block 

mesh represents the complete computational domain, including 

the IGV, and the sub block mesh covers the rotating rotor. To 

resolve the boundary layer accurately on surface of the IGV, 

casing end wall and the rotor, 30 layers of prismatic cells were 

packed in the direction normal to the surface. The grid spacing of 

the first layer was selected such that the y
+
 coordinate is 

approximately one. The remainder of the computational domain 

was populated by using tetrahedral elements. 

Figure 2 shows the computational meshes for both 

configurations. The main block meshes contain 4,730,688 nodes 

and 14,977,734 cells. The sub block meshes around the rotor 

contain 3,749,819 nodes and 11,688,808 cells for the 

configuration without the ring, and 4,824,147 nodes and 

13,618,568 cells with the ring. The parallel calculations were 

made using 180 processors. 

At the solid wall, the no-slip boundary condition was 

applied for viscous flow such that all components of velocity 

and the normal gradient of static pressure vanish. At the inlet 

boundary plane, the velocity components were specified and 

the static pressure was extrapolated from the interior. At the 

outlet boundary, the static pressure was specified, and the 

velocity components were extrapolated from the interior. 

 

VARIDATION FOR CONFIGURATION WITHOUT RING 
For the validation of the present flow solver, simulations of 

the original configuration without the ring were initially 

performed, and the results were compared with the experiment at 

the design condition. 

The time-averaged static pressure coefficient distributions at 

five spanwise locations of the IGV are compared with the 

experimental data in Fig. 3. The static pressure coefficient is 

defined as 

21

2

ref

P

tip

P P
C

U




                                            (1) 

where P  is the static pressure, 
refP  is the averaged static 

pressure at the inlet plane, and 
tipU  is the velocity of the rotor 

blade tip. It is shown that good agreement was obtained between 

the present calculation and the experiment at all spanwise 
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locations.  

The circumferentially-averaged velocity components are 

compared with the experimental data in Fig. 4. The measuring 

plane is at 49.7% chord axially downstream of the IGV tailing 

edge. Each velocity component was normalized by the rotor blade 

tip velocity. It is shown that the agreement between the 

measurement and the computation is good for all velocity 

components. The boundary layers were also well captured at the 

hub and at the casing endwall. 

Figure 5 shows the time-averaged static pressure coefficient at 

the five spanwise locations of the rotor blade. Again, the 

agreement between the predicted results and the experimental data 

is good. 

The circumferentially-averaged velocity components at the 

plane 32.2% chord axially downstream of the trailing edge of the 

rotor blades are compared with the experimental data in Fig. 6. 

Near the hub surface, while the axial velocity is decreased, the 

tangential velocity is increased due to the viscous effect on the 

rotating hub. Near the casing endwall, the axial velocity is 

decreased, and the magnitude of the tangential velocity is 

decreased due to the effect of the tip vortex. The agreement 

between the computation and the experiment is reasonable for all 

velocity components. 

Figure 7 shows the torque and thrust coefficients in terms of 

the flow coefficient, which is defined as the ratio of the inlet 

velocity and the rotor blade tip velocity. In this definition, the 

flow coefficients are a design value of 0.74 and off-design values 

of 0.66 and 0.81. The thrust and torque coefficients are defined as 

2 4T

tip

T
K

n D
                                   (2) 

2 5Q

tip

Q
K

n D
                                    (3) 

where T  and Q  are the thrust and the torque, respectively,  is 

the density of the water, n  is the revolutions per second, and 
tipD  

is the rotor blade diameter. Good agreement was obtained 

between the present calculation and the experiment. 

 

EFFECT OF RING 
To investigate the hydrodynamic characteristics of the pump-

jet with a ring rotor, the results for the configuration with ring 

were compared with those of the configuration without ring.  

Figure 8 shows the flow visualization near the gap clearance 

between the rotor blade tip and the casing endwall. The tip vortex 

is formed and shedded from the pressure side to the suction side 

on the configuration without ring. On the other hand, the ring 

attached at rotor blade tip helps prevents the generation of tip 

vortex on the configuration with ring, and the tangential velocity 

near the rotor blade tip is increased by the rotating ring. 

Figure 9 shows instantaneous axial velocity contours at a 

sectional plane of 50% chord of the rotor blades. Because the flow 

passage for the configuration with ring is decreased by the 

attached ring, the flow near the rotor blades is accelerated so as to 

conserve the mass flow. It is expected that the accelerated velocity 

reduces the effective angle of attack of the rotor blades, and 

affects the thrust of the rotor blades. 

Circumferentially averaged velocity components on the plane 

of 49.7% chord axially downstream of the IGV trailing edge are 

compared for two configurations in Fig. 10. Two results are 

almost same. It means that rotor blades surrounded ring don’t 

affect this region. 

The circumferentially-averaged velocity components on the 

plane of 32.2% chord axially downstream of the rotor tip tailing 

edge are compared in Fig. 11. While the axial velocity patterns are 

almost same, the tangential velocity shows different phenomenon. 

Above 90% span, the magnitude of the tangential velocity for the 

configuration without ring is increased by the tip vortex, and the 

magnitude of the tangential velocity for the configuration with 

ring is decreased in the opposite direction due to the rotating ring. 

The time-averaged static pressure coefficients on the IGV and 

the rotor blade surfaces are shown in Figs. 12 and 13. The static 

pressure on the IGV surface is almost same, regardless of the 

existence of the ring. On the other hand, the static pressure on the 

rotor blade surface for the configuration with ring is lower than 

the other, except at the leading edge of the suction side. Especially, 

at 90% span, the static pressure on the pressure side of the rotor 

blade for the configuration with ring is significantly lower than 

the other. This is presumably due to the increased velocity by the 

rounded ring section. 

The time-averaged thrust distribution on the rotor blade is 

shown in Fig. 14. The thrust on the blade of the configuration 

with ring is decreased at all spanwise locations, and the 

decreasing rate gets larger at the rotor blade tip.  

The thrust and torque coefficients at several conditions of 

the advancing ratio are shown in Fig. 15. It is shown that 

relatively small thrust is generated for the configuration with 

ring at all advancing ratios. However, the torque is also 

decreased, and the efficiency, defined by the ratio of thrust to 

torque, is maintained. 

 

CONCLUSIONS 
In the present study, numerical simulations were carried out to 

investigate the propulsion performance and the flow 

characteristics of the pump-jet with a ring rotor by using an 

unstructured mesh Navier-Stokes flow solver. For this purpose, 

the HIREP configuration was adopted for the simulations, and the 

original rotor configuration was modified by attaching a ring at 

the rotor blade tip. 

To validate the flow solver, calculations were initially made 

for the original HIREP configuration, and the predicted results 

were compared with the experimental data. Good agreements 

were obtained for the static pressure coefficients on the blades of 

the IGV and the rotor, for the velocity distributions behind the 

IGV and the rotor, and for the rotor blade loading. 

Then, additional calculations were made for the configuration 

with ring, and the results were compared with those of the 

configuration without ring, and the effect of the ring was 

examined. It was found that addition of the ring at the blade tip 

helps reducing the tip vortex strength, and the effect might be 

beneficial to suppress the formation of water vapor. With the 

addition of the ring, the efficiency of the pump-jet is well 

maintained, even though the blade loading is slight reduced.  
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(a) Without ring                    (b)  With ring 

Figure 1 Geometry of the HIREP configurations. 

 

 

        
(a)Without ring                     (b)  With ring 

Figure 2 Computational meshes for the HIREP configurations. 

 

 

 
 

 
(a) 10% span 

 
(b) 30% span 

 
(c) 50% span 

 
(d) 70% span 

 
(e) 90% span 

Figure 3 Pressure coefficient distribution at selected spanwise 

sections of the IGV surface. 
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Figure 4 Circumferentially averaged velocity components at 

49.7% chord downstream of the IGV trailing edge. 

 

 

 
 

 
(a) 10% span 

 
(b) 30% span 

 
(c) 50% span 

 
(d) 70% span 

 
(e) 90% span 

Figure 5 Pressure coefficient on the rotor blade surface. 

 

 

 
Figure 6 Circumferentially averaged velocity components at 

32.2% chord downstream of the rotor trailing edge. 

 

 
Figure 7 Thrust and torque coefficient at different flow 

coefficients. 

 

 

            
(a) without ring                                     (b) with ring 

Figure 8 Streamlines at gap clearance between the rotor blades 

and casing endwall. 

 

 

    
(a) without ring                   (b) with ring 

 
Figure 9 Axial velocity contours on a sectional plane of 50% 

chord of the rotor. 

 

 

 
Figure 10 Circumferentially averaged velocity components at 

49.7% chord downstream of the IGV trailing edge. 
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Figure 11 Circumferentially averaged velocity components at 

32.2% chord downstream of the rotor trailing edge. 

 

 

 
 

 
(a) 10% span 

 
(b) 30% span 

 
(c) 50% span 

 
(d) 70% span 

 
(e) 90% span 

Figure 12 Pressure coefficient on the IGV blade surface. 

 

 

 

 

 

 

 

 

 

 

 
 

 
(a) 10% span 

 
(b) 30% span 

 
(c) 50% span 

 
(d) 70% span 

 
(e) 90% span 

Figure 13 Pressure coefficient on the rotor blade surface. 

 

 

 
Figure 14 Time-averaged spanwise thrust distribution on the 

rotor blade. 

 

 

 
Figure 15 Thrust and torque coefficient at different flow 

coefficients. 
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ABSTRACT 
Preliminary results of experimental investigation of the 

boundary layer in decelerating flow are presented. The 
decelerating flow was simulated in the closed circuit wind 
tunnel 0.9 m × 0.5 m at IT AS CR. Characteristics inside the 
boundary layer under negative pressure gradient were studied 
by means of constant temperature anemometer. The free stream 
turbulence was risen up by square mesh plane grid. The details 
of experimental settings and measurement procedures are 
described. The distributions of the shape factor and the skin 
friction coefficient of the boundary layer are presented.  
 
INTRODUCTION 

Regions with decelerating flow frequently occur in 
industrial machinery flows. Thus understanding the effect of an 
adverse pressure gradient on the by-pass transition seems very 
important. Experimental investigation of the transition in zero 
pressure gradient boundary layers has been done for many 
years at IT AS CR. The results and conclusions were presented 
in e.g. Antoš at al. (2014). A diffuser has been placed in the test 
section in order to extend the boundary layer research on 
decelerated flow. The experiments were carried out in the 
closed type wind tunnel and the investigated boundary layers 
were developing on the smooth flat plate. In fig. 1, the scheme 
of the wind tunnel setup is shown and orthogonal coordinate 
system is introduced.  

The wind tunnel has a cross section of 0.9 m x 0.5 m. The 
length of a flat plate was of 2.65 m. The flat plate was made of 
laminated wood board and the surface was aerodynamically 

 
NOMENCLATURE 
x, y [m] Cartesian coordinates 
u, v [m/s] fluctuations of fluid velocity in direction  x, y 
Ue [m/s] free-stream velocity  
U0 [m/s] incoming free-stream velocity at x=0 
Iue [-] free-stream intensity of turbulence 
K [-] dimensionless pressure gradient parameter 
τw [Pa] wall shear stress 
ν [m2/s] kinematic viscosity 
δ99 [m] customary boundary layer thickness 
δ1 [m] displacement thickness  
δ2 [m] momentum thickness 
H12 [-] shape factor 
Re2 [-] Reynolds number based on a momentum thickness 
Cf [-] skin friction coefficient 
Cf Bl [-] skin friction coefficient from the Blasius solution 
Cf LT [-] Ludwig and Tilmann skin friction coefficient  
 

smooth. The streamwise pressure gradient is imposed on the 
flat plate boundary layer by a confusor/diffuser body fastened 
to the upper wall. The flow acceleration begins about 1.2 m 
upstream the flat plate. The deceleration starts at a leading edge 
(x=0) where the flow velocity is U0 = 10 m/s. The plane 
diffuser has a length of 1.4 m and opening angle is 11°. It was 
checked carefully that there was no flow separation on the 
deflected wall. 
 
 

 
 

Figure 1 Experimental setup of the flat plate  
 
The leading edge of the plate has a super-ellipse shape. This 

leading edge (MSE6) was used also in previous experiments in 
zero pressure gradient and is described in Antoš at al. (2014).  

The free stream turbulence intensity at the leading edge was 
either Iue = 0.01 or Iue = 0.03. The level was manipulated by 
grids being placed upstream the plate. The CTA measurements 
in the free stream proved that the grid generates homogenous 
and close to isotropy turbulence. 

 
MEASUREMENT TECHNIQUE 

The mean flow characteristics were measured by a Prandtl 
tube at the inlet of test section. Measurement of the velocity 
profiles and turbulence characteristics was carried out by hot-
wire probe operated in CTA system - Dantec Streamline. 
Measurement time was set to 20 s.  

The hot-wire probe was put into defined positions by the 
traversing system. The distance y from the wall is measured by 
cathetometer with accuracy ±0.02 mm. 

The reference value of the free stream velocity was 
measured by Prandtl probe (dia 6 mm) connected to pressure 
transducer Druck DPI 145 (range 7 kPa, accuracy ±0.005% 
FS). Barometric pressure was measured also by Druck DPI 145. 
The differential pressure between the barometric and the local 
static pressure was measured by pressure transducers Omega 
PX653-0.5D5V (range 125 Pa, repeatability 0.05% FS). 
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Figure 2 Hot wire probe and traversing system 

 
The flow temperature was measured by thermometer Pt100. 

Output voltage from the transducers were read by Data 
acquisition unit HP 34970A.  

A single hot-wire probe was used for HWA measurement. 
A sensor of the probe has tungsten wire of the diameter of 
dw=5e-06 m and the length of lw=1.25e-03 m. Operating wire 
temperature during measurement was of Tw=493 K. The output 
anemometer signal was digitalized using the A/D transducer 
(National Instruments data acquisition system) and recorded in 
the PC using the LabVIEW scripts (sampling frequency 75 
kHz, 16 bit, 2.25e6 samples). 

A cooling law of Koch and Gartshore (1972), was used for 
hot-wire measurements: 

 
m

nm
w w

T
Nu A B Re

T
⎛ ⎞ = +⎜ ⎟
⎝ ⎠

, (1) 

where the Nusselt and the Reynolds numbers are defined by 
equations: 

 
( ) ( )

2

2 ;w

mw m A w w a

R E d u
Nu Re

l R R T T
w mρ
μπ λ

=
+ −

=  . (2) 

The output voltage of the anemometer is denoted E, 
Tm=0,5(Tw+Ta) is a film temperature, ρ is density, λ is thermal 
conductivity, μ is molecular viscosity, lw and dw are length and 
diameter of the wire, Rw is operating resistance and RA is a sum 
of leads resistance, which is connected in series with Rw.  

The hot-wire probe was calibrated in the calibration rig with 
variable flow velocity. The constants in eq. (1) A, B, n, m  were 
evaluated from calibration data in the range U=(2−20) m/s at 
operating temperatures within the range of Tw=(450−510) K. 

 
 
MEASUREMENT UNCERTAINITIES 

The experimental uncertainties are estimated based on 
calculated root mean square errors of interpolations and 
observed repeatability. The upper limits of relative errors of 
evaluated quantities depend mainly on precision of the height 
adjustment of the probe y, accuracy of hot-wire local velocity U 
and reference dynamic pressure qr measurement: 
∆U/U=±0.005; ∆qr/qr=±0.02 (Ue=10 m/s); 
∆δ1/δ1=∆δ2/δ2=±0.015; ∆H12/H12=±0.03. The estimated 
accuracy of evaluation of skin friction τw is about 4%. 

 
TURBULENT FREE STREAM FLOW 

The free stream velocity decreases with the distance x in the 
diffuser from the value of U0. Dimensionless velocity is shown 
in figure 3.  

 
Figure 3 Dimensionless free stream mean  

velocity Ue/U0=f(x). 
 

The course can be described in the set up with both levels of 
free stream turbulence by the empirical formulae:  

 2

0

1- 0.523 0.234 0.02 , [ ] m eU
x x x

U
= + ± =  (3) 

The intensity of the longitudinal component of turbulent 
velocity fluctuations in the free stream Iue is defined: 

 
2

e

uIu
U

=  (4) 

The intensity increases downstream the diffuser, as one can 
see in figure 4.  

 
Figure 4  Intensity of free stream velocity fluctuations 

Iue=f(x). 
 
The definition of commonly used dimensionless pressure 

gradient parameter K is as follows:  

 2
e

e

dU
K

dxU
ν

=   , (5) 

whereν is a kinematic viscosity. Measured distribution of K 
along the x-coordinate is plotted in figure 5. 
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Figure 5  Pressure gradient parameter K=f(x).  
 
The absolute value of negative pressure gradient parameter 

K in free stream decreases namely due to forming shear layers 
on upper wall of diffuser and the flat plate.  

 
BOUNDARY LAYER CHARACTERISTICS  

The main characteristics evaluated from the measurement 
are: the customary boundary layer thickness δ99=y(U=0.99Ue), 
the displacement thickness δ1, the momentum thickness δ2, the 
wall shear stress τw, the shape factor H12, and the skin friction 
coefficient Cf.  

Current setup of decelerated flow with: U0=10 m/s, Iu0=0.01 
and with diffuser angle of 11° is denoted (1% gradP).  The 
configuration without diffuser (zero pressure gradient): U0=10 
m/s, Iu0=0.03 is denoted (3% constP). One of previously 
performed measurements on smooth flat plate with zero 
pressure gradient: U0=5 m/s, Iu0=0.03, denoted (3% T3A+), is 
also plotted for comparison. Details of that setup are described 
in Jonáš et al. (2000). 

Following two graphs show developments of the skin 
friction coefficient and the shape factor along the x-coordinate. 

 
Figure 6  Skin friction coefficient Cf=f(Re2). Decelerated 

flow: Cf (1% gradP), zero pressure gradient: Cf (3% constP) and 
Cf (3% T3A+), Cf Bl, Cf  LT . 

 
The graph in fig. 6 shows the skin friction coefficient vs. the 

momentum Reynolds number. One can see that the transition 

process is more rapid and ends at lower values of Re2 in case of 
adverse pressure gradient (Cf gradP) then at zero pressure 
gradient (Cf  constP). Both zero gradient setups (3% constP) 
and (3% T3A+) have very similar pattern. Distributions of Cf 
correspond with the distributions of the shape factor H12, shown 
in fig. 7.  

 
 

Figure 7  Shape factor H12=f(Re2). Decelerated flow: H12 
(1% gradP), zero pressure gradient: H12 (3% constP) and H12 
(3% T3A+), H12 Bl, H12 LT .  
 

The shape factor in case of pressure gradient (H12 gradP) 
decreases quickly to the limit given by Ludwig and Tilmann 
relationship. It can be seen that transition (1% gradP) finishes at 
Re2≈600, where the turbulent boundary layer is observed. Data 
available for zero pressure gradient are up to Re2≈1000 and 
boundary layer is not yet fully turbulent there. Established 
pressure gradient K=1.4e-6 has quite a strong effect on the 
transition process.  

CONCLUSION  
Distributions of the skin friction coefficient Cf and the shape 

factor H12 are presented. The setup of decelerated flow with 
diffuser angle of 11° was compared with the configuration 
without diffuser. Preliminary results of experiments on the 
smooth flat plate transition under negative pressure gradient 
shows that the transition process is more rapid in case of 
adverse pressure gradient. Fully developed turbulent boundary 
layer occurs at lower values of Re2 under pressure gradient then 
at zero pressure gradient.  
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ABSTRACT 
Wall-to-bed heat transfer in hydraulic transport of spherical 

particles was studied. Experiments were performed by spherical 
glass particles of 1.20, 1.94 and 2.98 mm in diameter with 
water in a 25.4 mm I.D. cooper tube equipped with a steam 
jacket. 

The influence of different parameters as liquid velocity, 
particles size and voidage on heat transfer in hydraulic transport 
is presented. In the hydraulic transport experiments the 
Reynolds number varied between 3300 and 20150. The loading 
ratio (Gp/Gf) was between 0.009 and 0.328, and the fluid 
superficial velocity was from 0.30ˑUt to 2.86ˑUt, where Ut 
represents the single particle terminal velocity. For these ratios, 
the voidage ranged from 0.711 to 0.901. 

The data for wall-to-bed momentum and heat transfer, in the 
hydraulic transport of particles, show that an analogy between 
these two phenomena exists. The data were correlated by 
treating the flowing fluid–particle suspension as a pseudofluid, 
by introducing a mixture-wall friction coefficient (fw) and a 
modified Reynolds number (Rem). 

In the hydraulic transport two characteristic flow regimes 
were observed: turbulent and parallel particle flow regime. The 
transition between two characteristic regimes occurs at a 
critical voidage ε ≈ 0.85. 

INTRODUCTION 
Wall-to-bed heat transfer in vertical fluid-solids flow plays 

an important role in some industrial processes. Numerous 
industrial applications of fluid-solid systems require transfer 
determination of transfer characteristics, such as heat transfer in 
liquid-solid systems. Note that, much industrial continuous 
processing equipment use a two-phase mixture of solids and 
fluid such as water treatment, polymerization, biotechnology, 
food processing etc. 

For single-phase flow, there is large number of wall-to-fluid 
investigations. The most important result, in single-phase flow, 
is known Chilton-Colburn analogy [1]. For turbulent flow 
conditions, these authors found: 

2
f

H

f
j           (1) 

where jH is heat transfer factor and ff is fluid-wall friction 
coefficient. 
 

† Dedicated to the memory of Emeritus Prof. Dr Željko Grbavčić 

The literature is lack of experimental data of momentum 
and heat transfer in fluid-particles systems, which could be 
used for establishing analogy of these phenomena [2]. The most 
of knowing papers investigate heat transfer in vertical flow of 
suspensions of smaller or bigger particles of fruits and 
vegetables in food industry [3, 4]. The correlations we obtained 
in our previous research for large particles [5, 6] are: 

NOMENCLATURE 
 
At [m2] Cross-sectional area of the transport tube 
cp [J/kg K] Specific heat 
cs [m/s] particle superficial velocity in the transport tube, =Gp/ρpAt 
dp [m] Particle diameter 
Dt [m] Diameter of the transport tube 
f [-] Friction coefficient 
fw [-] Mixture-wall friction coefficient 
g [m/s2] Gravitational acceleration 
G [kg/s] Mass flowrate in the transport tube 
jH [-] heat transfer factor, =Nu/RePr1/3 
LH [m] Length of the heating zone 
Nu [-] Nusselt number, αDt/ 
Pr [-] Prandtl number, =Cpf/ 
Re [-] Reynolds number, =DtρfU/μ 
Rem [-] Modified mixture Reynolds number, =DtρmUm/μm 
T [K] Temperature 
u [m/s] Mean interstitial fluid velocity in the transp. tube, =U/ε 
U [m/s] Superficial fluid velocity in the transport tube 
Um [m/s] Superficial mixture velocity, =U+Gp/ρpAt 
Ut [m/s] Particle terminal velocity in an infinite medium 
Wp [kg/m2 s] Particle mass flux, =Gp/At 
 
Special characters 
α [kW/m2 K] heat transfer coefficient 
β   
γ [-] Defined by eqn.(15) 
γ* [-] Criterion for regime transition 
ε [-] Averaged voidage in the transport tube 
 [W/mˑK] Water thermal conductivity 
ρ [kg/m3] Density 
ρm [kg/m3] Mean mixture density, =f+(1-)p 
 [Ns/m2] Viscosity of the fluid 
m [Ns/m2] Viscosity of the fluid-particle mixture 

 [%] exp. . exp.

1

1
100

n

calcn
     

 
Subscripts 
mF  Minimum fluidization 
f  Fluid 
p  Particle 
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15000Re2800
Re

6565
5.1

 m
m

H forj      (2) 

32000Re15000
Re

0395.0
25.0

 m
m

H forj     (3) 

where the Rem is modified mixture Reynolds number. 
The aim of the present investigation was to study the 

simultaneous momentum and heat transfer in vertical liquid-
solid flow i.e. hydraulic transport, and to confirm the analogy 
between these two phenomena obtained in our previous 
research [5]. 

EXPERIMENTAL 
Simultaneous wall-to-bed momentum and heat transfer in 

vertical liquid-solids flow of spherical glass particles 1.20, 1.94 
and 2.98 mm in diameter was investigated. An outline of the 
experimental apparatus is shown in Figure 1. 

 

Figure 1. Schematic diagram of experimental systems: Vertical 
transport setup; 

 a – inlet nozzle, 20 mm I.D., 
b – screen, 
c – transport tube, 25.4 mm I.D., 
d – heating section, 700 mm in 

length, 
e – overflow, 
f – water overflow, 
g – box, 
h – modified spouted bed, 70x70 

mm in ross-section, 
i – pressure taps, 
j – flowmeter, 
k – valve, 

L – distance of 20mm, 
m – steam generator, 30 kW, 
T – temperature, 
V – water flowrate at the 

column inlet. 
 
Detail 'A' 
 
n – Ni-Cr thermocouple, 
o – cooper tube 8/6 mm, 
p – jacket wall, 
q – transport tube wall, 
r – thermoisolation. 

 
The transport line (c) was a copper tube 27.4/25.4 mm in 

diameter and 1360 mm long equipped with a 700 mm long 

steam jacket (d, Figure 1). The heating section (d) was located 
far enough (320 mm) above the inlet to the transport line for the 
flow there to be non-accelerating. 

At the bottom of the bed the water is introduced through a 
nozzle (a). The separation distance between the bed bottom and 
the transport tube inlet (L, Figure 1) was 20 mm. The tube was 
mounted in a modified spouted bed in order to obtain non-
fluctuating controlled flow of particles (h, Figure 1). The inlet 
flowrate (V, Figure 1) is divided into the tube flow (VT) and 
annular flow (VA). In our experiments, the ratio VA/V varies 
between 0.07 and 0.52, so that heated particles falling into the 
annulus region have enough time to approach inlet water 
temperature. The particle residence time in the heating section 
of the transport tube varied between 0.9 and 60 s. 

The fluid and particle flowrates are measured using a 
specially designed box (g), which allows all of the flow (fluid 
and particles) to be collected, separated and weighed. When the 
fluid and particle flowrates are to be measured the box (g) is 
moved to the left to collect the entire flow for a short period of 
time (10 s to 1 min). The water is then separated from the 
particles. The particles are weighed dry and the volume of 
water recorded. The pressure gradient was measured using 
piezometers. 

Saturated steam at atmospheric pressure was supplied to the 
steam jacket. The inlet water temperature was maintained 
constant during each experimental run. It ranged from 14 to 
16C. Temperatures were measured with Ni-Cr thermocouples. 
The wall temperature was measured at two points (inlet and 
exit) on a such way that junction point was filled with tin at 
about 0.2 mm from the inside tube wall, as shown schema-
tically on Figure 1 (detail ʹAʹ). The exit temperature of the 
fluid-particle mixture was measured by a thermocouple located 
in the tube axis. It was assumed that at the inlet and at the exit 
of the heating zone, the particles and fluid have the same 
temperature. Assuming that the particles and fluid have the 
same temperature at exit, the heat transfer coefficient is [7, 8]: 

lmHt

ppppff

TLD

TTcGcG

)(

)()( 1,2,




       (4) 

The mean logarithmic temperature difference is defined as: 

0,2 ,2 0,1 ,1

0,2 ,2
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T T T T
T

T T

T T

  





  





     (5) 

Particle characteristics as well as the range of experimental 
conditions are summarized in Table 1. As a transport medium 
water was used. The physical parameters of water were 
determined at mean water temperature [9]. 

 
Table 1. Particle characteristics and range of experimental 
conditions 
dp (mm) 1.20 1.94 2.98 
ρp (kg/m3) 2641 2507 2509 
Ut (m/s) /8/ 0.188 0.2878 0.3698 
U/Ut 0.435-2.208 0.303-2.863 0.295-2.112 
Wp (kg/m2s) 6.5-87.0 0.8-226.1 5.9-239.2 
Gp/Gf 0.080-0.237 0.009-0.302 0.055-0.328 
 0.794-0.901 0.748-0.882 0.711-0.862 
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RESULTS AND DISCUSSION 
 

Momentum transfer in vertical liquid-solids flow 
The one-dimensional momentum equation for the mixture 

outside of acceleration zone for the transport tube is: 

    wp f
dP

 =  g 1  + F
dz

         (6) 

The individual momentum balances for the fluid and 
particles [10, 11] are: 

 2 f
dP

 =  u v  + F
dz

    
 

      (7) 

       2
1 1p f p

dP
u v g F

dz
              
 

  (8) 

where β(u-v)2 is the hydrodynamic drag force per volume unit 
of suspension. Ff and Fp are pressure losses due to fluid-wall 
and particle-wall friction written in terms of friction coefficient 
ff and fp: 

2

f f f
t

U
 = 2f   F

D
        (9) 

  21
2p p p

t

v
F = f  

D





     (10) 

Fluid-wall friction term (Ff) was determined using equation 
(9) and a standard friction coefficient correlation [7]: 

0.25

0.0791

Re
ff        (11) 

where Reynolds number is based on superficial fluid velocity 
(Re=DtρfU/). 

A particle-wall friction coefficient fp, in particle-wall 
friction term Fp (equation 10), was correlated in our previous 
work [11] as: 

3 27.33 10 ,pf v v in m s        (12) 

As seen above, from the individual momentum balances for 
the fluid and particles phases (equations 7 and 8), could be 
concluded that the overall friction of the flowing mixture with 
the wall, have additive character, i.e. 

w f p =  + F F F       (13) 

Flow regime in vertical liquid-solids flow 
In our previous works [5, 11] we found that the choking 

criterion for vertical pneumatic transport lines [12], can also be 
applied as a criterion for the determination of flow regimes in 
vertical liquid-solids flow of coarse particles. 

For the non-steady flow at the transport tube inlet, the one-
dimensional momentum equation in the accelerating region of 
the transport tube [11, 13] is: 

p f w
d dP

( )g(1 ) F
dz dz

           (14) 

where 
2 2

p fv u          (15) 

For the steady state conditions, d/dz=0 (equation 14) and 
equation (14) resulting to equation (6). 

The criterion  (equation 15), together with a semi-
theoretical relationship for the slip velocity at the inlet, leads to 
an equation for prediction of the choking velocity in vertical 
gas-particle flow. Our visual observations indicate that =0 in 
hydraulic transport corresponds to the transition from turbulent 
to the parallel flow. Figure 2, shows the relationship between 
dimensionless parameter * and transport line voidage, where 

2 2
*

2

p f

f t

v u

U

 





      (16) 
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Figure 2. Relationship * vs.  for vertical liquid solid flow. 

 
Voidage in the transport line, in our investigation, was 

calculated using measured values of particle mass flowrate 
(Gp), fluid mass flowrate (Gf) and pressure gradient (-dP/dz) 
and the model was described in detail in our previous work 
[11], i.e. based on equation (613) voidage is: 

1
( )

f p

p f

dP
F F

dz

g


 

      
   

  
 
 

    (17) 

We have assumed that the particle wall friction coefficient 
fp (equation 12) is unaffected by the transport tube material and 
water temperature, so that correlation (12) for calculating  
(equation 17) was used. This correlation was developed using 
the same spherical glass particles and a glass transport tube of 
the similar diameter, but operated with cold water (1416C). 
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Figure 2 shows correlation γ*=f(ε), where the porosity was 
experimentally measured in the transport tube with diameter Dt 
= 24 mm [11]. As can be seen, on the same plots, the critical 
voidage for regime transition is about 0.85. 

Another way to determine flow regime in liquid-solid flow 
is the dependence-dP/dz = f (U/Ut). Also, the loading ratio 
method Gp/Gf can be used for liquid-solids systems. 

Figure 3 the experimental data of -dP/dz and Gp/Gf were 
presented as well as data for . In this figure can be noticed that 
there is a change in the functions Gp/Gf and -dP/dz at the 
0.85 and U/Ut1. On a plot of -dP/dz vs. U/Ut the change 
point is close to the pressure minimum. 

 

U/Ut

0.5 1.5 2.5 3.50.0 1.0 2.0 3.0

- 
d

P
/d

z,
 k

 P
a

 /m

1.5

2.5

3.5

4.5

2.0

3.0

4.0

5.0

G
p
/G

f, 


0.0

0.2

0.4

0.6

0.8

1.0

-dP/dz=f(U/Ut)

Gp/Gf=f(U/Ut) 

=f(U/Ut) 

=0.85

U/Ut=1

 
Figure 3. Variation of –dP/dz, Gp/Gf  and  with U/Ut (dp=1.94 mm). 
 
Concept of pseudofluid 

From the overall pressure gradient (equation 6) the sum of 
fluid-wall friction and particle-wall friction represents mixture 
overall friction with tube walls (equation 13), i.e. 

   1w p f
dP

 =  gF
dz

         (18) 

Treating a flowing mixture as a pseudofluid with the mean 
density: 

(1 )
fm p             (19) 

by the analogy with the Fanning friction factor for single phase 
flow (equation 9), a mixture-wall friction coefficient can be 
defined [14]: 

22
w t

w
m m

F D
f

U
       (20) 

where the mean mixture superficial velocity is: 

f p
m s

f t p t

G G
U U c

A A 
        (21) 

Figure 4 gives the variation of the ratio fw/ff, with the U/Ut. 
As one can expected, the ratio of the friction coefficients fw/ff is 

monotonically decreasing function of fluid superficial velocity. 
With increase in U/Ut, the ratio fw/ff asymptotically tends to 1. 
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Figure 4. Variation of fw/ff with superficial fluid velocity. 
 
Heat transfer in vertical liquid-solids flow 

Values of heat transfer coefficient α, are determined from 
heat balances: 

 ,2 ,1p t H lmm c T T D L ΔT            (22) 

where ( )p f pf p ppm c G c G c   , as it use in equation (4). 

Effect of the fluid velocities and particle concentration, on 
the heat transfer coefficients, in our investigation is shown in 
Figure 5. 
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Figure 5. Interdependence fluid velocity, porosity and heat 
transfer coefficient in a vertical liquid-solids flow 
(dp=1.94mm). 
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The presence of particles improves the heat transfer for 
lower fluid velocities, where the particle concentration in 
flowing suspension is generally higher and where the flow 
regime is turbulent. Also, in this dependence, we can notice the 
change in flow regime at 0.85. 

 
Analogy between momentum and heat transfer in vertical 
liquid-solids flow 

In the 1930s, based on the Nernst Film Theory, two duPont 
researchers, Chilton-Colburn, proposed an analogy between 
heat transfer and momentum transfer (equation 1). They 
defined a dimensionless number termed a j-factor, jH: 

1
3 2Re Pr

f
H

fNu
j  


     (23) 

where Re number for the flowing mixture is modified as: 

Re t m m
m

m

D U
 =




     (24) 

Treating a flowing mixture as a pseudofluid, the effective 
flowing mixture viscosity is [15]: 

5(1 )
exp

3m  
 


    

 
     (25) 

The heat transfer factor and mixture-wall friction coefficient 
as a function of Reynolds number for the flowing mixture for 
hydraulic transport is shown in Figure 6. 

 

Rem

0 5000 10000 15000 20000 25000

j H
, f

w
 /  2

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

dp, mm             jH,                      fw/2,

                    experimental data   equation (20)

1.20

1.94

2.98

dp, mm             jH,                      fw/2,

                    experimental data   equation (20)

1.20

1.94

2.98

 
Figure 6. jH and fw/2 as a function of flowing mixture Rem 

number in a vertical liquid-solids flow. 
 
In this figure could be noticed that momentum and heat 

transfer, analogy, exists only for parallel flow regime of fluid-
particles mixture (Rem>15000). Temperature influence on heat 
transfer factor, mixture-wall friction coefficient (from this and 
our previous work [11]), and modified Rem number, was shown 
in Figure 7. It is obvious that temperature influence is more 

significant for turbulent vertical flow (Rem<15000), while is 
negligible for parallel flow regime. At low velocities i.e. low 
Rem mean fluid temperature is high and because of that 
influence of density and viscosity on flow parameters of 
mixture fluid-particles is more considerable. 
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Figure 7. Interdependence jH, fw/2, Tmean,f and Rem in a vertical 

liquid-solids flow. 
 

To avoid temperature influence on momentum transfer 
obtained experimental results are processed the same way as it 
done in our previous investigations [6, 9, 11], which means that 
values of fw/2 are calculated for the fluid inlet temperature T,1, 
cold water (Figure 7, Figure 8), using correlation (26): 
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Figure 8. Correction fw/2 and flowing mixture Rem number on 

the inlet fluid temperature (cold water). 
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Figure 8 presents obtained data for friction coefficient fw/2, 
at Tmean,f (equation 20), but also friction coefficients fw/2 
calculated for the inlet fluid temperature T,1 (equation 26). On 
the same Figure previous experimental data [11] as well as 
obtained analogies, equations (2) and (3), are also shown. 

All of the experimental data for the jH factor in our 
hydraulic transport runs are plotted against the modified 
mixture Reynolds number together with the data for the 
mixture-wall friction coefficient corrected on the inlet fluid 
temperature (cold water) are shown in Figure 9. 
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Figure 9. jH and fw/2 as a function of flowing mixture Rem 

number in a vertical liquid-solids flow. 
 

On the Figure 9 could be seen good agreement between 
corrected values of fw/2 with equations (2) and (3). These 
values are practically the same in the range of investigated 
conditions, clearly indicating an analogy between the two 
phenomena. Medium relative deviations  between corrected 
values of fw/2 for the inlet fluid temperature (equation 26) and 
equations (2) and (3) are respectively 20.7% and 10.4%. 
 

CONCLUSION  
Simultaneous momentum and heat transfer in hydraulic 

transport of coarse spherical glass particles was studied. 
In hydraulic transport of coarse spherical glass particles two 

characteristic flow regimes were observed: "parallel" flow and 
"turbulent" flow regime. A parameter * appears as criterion for 
the regime distinction. 

The data were correlated treating the flowing fluid-particle 
mixture as a pseudofluid, by introducing mixture-wall friction 
coefficient (fw) and modified mixture Reynolds number (Rem). 

The data for wall-to-bed heat transfer in hydraulic transport 
of coarse spherical glass particles shows that an analogy 

between  momentum and heat transfer exist since there is clear 
realationship between experimental values for jH and values for 
mixture-wall friction coefficient at inlet temperature of the 
fluid. 
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ABSTRACT 
Enhancement of forced-convection boiling heat transfer by 

electric field is investigated experimentally. In an early stage of 
the immersion process of a high temperature horizontal 
filament into water, a gas sheet is formed around and after the 
filament and it markedly decreases the boiling cooling rate of 
the filament. In this study, in order to enhance the boiling 
cooling rate, forced collapse of the gas sheet by imposing 
electric field was attempted. The experimental conditions is 
boiling of a pure water occurs on horizontal platinum wire 
0.5mm in diameter under the atomospheric pressure, and a D.C. 
voltage up to 600V is applied between the heat transfer surface 
and an electrode made of electrical conductivity glass of 1mm 
thick apart. The whole boiling curve is mesured under different 
applied voltages and different the falling velocity of wire of 0.5 
to 2.2 m/s, and subcool temperature 40K, 60K, 80K. The 
experimental results are effective for the electric field to 
promote disintegration of the gas sheet when the dipping 
speed(0.5 ~ 2.2m/s), subcooling degree(40K, 60K, 80K) boiling 
cooling rate applied electric field of 600V/cm are shown to be 
increased twice. 

 
INTRODUCTION 

In rapid solidification processes that aim at micro-
structuring, formation of amorphous phases, and solute capture, 
a rapid cooling rate is generally required. The rotating-water 
spinning method is typical of the rapid solidification systems 
that produce fine-wire materials by rapid cooling, using liquid 
boiling. In this method, a molten liquid is ejected into rotating 
water as a jet, and downstream of this jet, a gas-sheet is formed. 
This gas sheet is at the initial states of film-boiling, which 
causes the cooling rate to decrease [1, 2]. Several methods are 
known to have effects of varying degrees on promoting heat 
transfer under film boiling. For example, application of an 
electric field (including its ability to forcefully break up the 
film-boiling state) and ultra-sonic wave each have an effect to 
some degree [3, 4]. Further, it is also know that application of 
an electric field on the gas-liquid interface formed in film 
boiling leads to instability in the interface [5]. Therefore, there 
is a possibility that the above-mentioned gas-sheet can be made 
to collapse by destabilizing the interface with the application of 
an electric field on the interface. In order to investigate the 
possibility of forceful collapsing of the gas-sheet, an electric 

field is applied in this work, on the gas-sheet that is formed 
during the fall of a heated horizontal wire through water at a 
sub-cooled temperature. 

 

NOMENCLATURE 
 
Cp [J/kgK] Specific heat at constant pressure 
g [m/s2] Gravitational acceleration 
k [W/mK] Thermal conductivity 
L [J/kg] Latent heat of vaporization 
U [m/s] Velocity 
 
Special characters 
α [m2/s] Thermal diffusivity 
δ [m] Vapor thickness 
ε [-] Relative permittivity 
η [-] Interface disturbance 
λ [m] Wavelength of vapor 
ν [m2/s] Kinematic viscosity 
ρ [kg/m3] Density 
σ [N/m] Surface tension 

ω [1/s] Disturbance angular frequency 
 
Subscripts 
l  Liquid 
v  Vapor 
W  Wall surface 
sat  Saturation 
sub  Subcool 

 

EXTERNAL APPARATUS 
Figure 1 shows a schematic diagram of the experimental 

apparatus used in this work. The heat transfer surface is a fine 
platinum wire of 0.5mm dia., which models the Rotation 
underwater spinning process. In order to prevent the end-point 
collapse of the vapor film from the point where the electrode is 
connected to the fine platinum wire, this platinum wire is bent 
in a ‘U’ shape. The wire is kept horizontally and is 80 mm long. 
In this horizontal section, ultra-fine platinum wires of 0.03mm 
dia. are spot-welded at 30 mm intervals in order to measure 
voltage. To conduct the experiments, the fine platinum wire is 
first heated in the atmosphere to 1300°C by direct flow of 
current through the wire, using a DC stabilized power supply. 
Next, the wire is dipped at a constant speed U in a pool of water 
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Figure 1 Experimental apparatus 

 
maintained at a fixed sub-cooling ∆Tsub and atmospheric 
pressure. An experiment run is continued until the wire comes 
to a stop after falling a distance H=150mm through the pool of 
water. In the experiments, ∆Tsub is varied as 40, 60 and 80 K. 
The falling speed U is varied between 0.5 and 2.2 m/s by 
changing the falling height of the wire above the bath.  

Inside the water bath, electrically-conducting flat glass 
strips (used as positive electrodes) have been placed vertically 
at intervals of 10 mm, centred about the falling path of the 
horizontal wire. In the experiments where an electric field is 
applied, a DC voltage E is applied between the conducting 
glass strips and the horizontal wire; note that the horizontal 
wire is used as the earth connection. The state of the falling 
wire is recorded in the back-lit method in which lighting is 
made through the conducting the glasses and a high-speed 
video camera of 500 frames/sec used.                 

The experiments carried out are of the following two types. 
The first type is the experiments in which fundamental data on 
the cooling rates of the falling horizontal wire are obtained. To 
do this experiment, first the horizontal wire is heated in the air, 
and dropped through the water bath after reducing the wire 
current to a very small value and with the applied voltage E=0V. 
The voltage variation of this fine wire during the cooling 
process is measured, and the cooling curve of the fine wire is 
obtained from a relationship between the resistance of the 
platinum wire and temperature. The second type is the 
experiment in which the effect of applied voltage is 
investigated. In this experiment, obtaining the cooling curve 
from the changes in the wire resistance is rather difficult 
because of the applied voltage. Therefore, only the high-speed 
video observations are recorded. 

 
PRELIMINARY CONSIDERATIONS 

Figure 2 shows the cooling curve of the fine wire when it 
falls through the water bath. The figure shows that the film 
boiling condition prevails on the platinum wire for up to about 
the wire temperature of 500°C. This film boiling condition is 
such that it consists of two conditions: the first is the one in 
which the cooling rate is drastically low due to the existence of 
a gas-sheet and the second is the condition that the cooling rate 
increases due to the detachment of the gas-sheet from the wire 
[1, 2].  

It should be noted that the gas-sheet formed in the system 
shown in Fig. 1 (or described by Fig. 2) can be destabilized by 
the application of an electric field if the characteristic length of 
the gas-sheet exceeds the instability critical wavelength. 
Further, for the generated disturbances to cause the instability 
 

 
Figure 2 Cooling curve of horizontal platinum thin line 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 3 Model for instabillity analysis 
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in the interface in a short time as in the present experiment of 
the falling horizontal wire, the growth rate of the disturbances 
should be high enough. Therefore, preliminary considerations 
are made here regarding the effect of electric field on the 
critical wavelength and growth rate of disturbances. To do so, it 
is necessary to destabilize the liquid-vapor inter-surface soon 
after the fine wire plunges into the liquid. Thus, a disturbance is 
introduced to the vapor film formed around the fine wire as 
soon as the wire enters the liquid, and its destabilizing effect on 
the gas-sheet is examined. To simplify this problem and 
examine the effect of the applied electric field, the state of film 
boiling on the wire at a position 90° from the lowest point on 
the wire is approximated by the system of film boiling on a 
vertical surface as shown in Figure 3, under a uniform electric 
field. The test liquid considered is water, which has a charge 
saturation time of [µsec] order. Therefore, by considering water 
as a fully-conducting fluid, the following equation for the 
disturbance is obtained. 
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Here, liquid phase velocity Ul is the velocity of the falling 

wire; ω is the angular velocity of the disturbance; σ is surface 
tension; εv is the dielectric constant of vapor; m and n are the 
wave numbers in x and y directions, respectively, and 
M2=m2+n2;    

Note that the vapor film thickness is small in the 
circumferential direction of the fine wire (i.e. x direction in Fig. 
3), and therefore, the disturbances in the axial direction of the 
wire has a strong effect on the vapor-liquid interface formed by 
film boiling. Hence, if m=0 in Eq.(1), then the minimum or the 
critical voltage Ecr that generates a disturbance on the gas-liquid 
interface of Fig. 3 due to the electric field can be obtained from 
the following equation 
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Using this equation, it is possible to obtain the critical 

wavelength at a given applied voltage E, and also the rate of 
growth of a disturbance and the most dangerous wavelength (or 
the wavelength of the most rapidly growing wave) at a given E 
can be obtained in the same manner. Figure 4 shows the critical 
wavelengths (by curves) and the most dangerous wavelengths 
(by symbols) as a function of the applied voltage E. However, 
the vapor film thickness cannot be evaluated accurately from 
the experiments because of the entrapment of air in vapor, and 
is thus treated as a parameter in the calculations. The straight 
line in the figure is drawn at a coordinate equal to the length of 
the horizontal fine wire used in the experiments. The figure 

shows that if E<100V, the critical wavelength is less than the 
wire length even at a larger vapor film thickness. Thus, it is 
possible to obtain disturbances along the wire. 

Figure 5 shows an example of how the applied electric field 
affects the growth rate of disturbances. It can be seen that the 
growth rate increases sharply with the applied electric field. 
The above preliminary considerations show that the gas-sheet 
can be destabilized by the application of an electric field E of 
the order of 100V 

. 

 
Figure 4 Effect of imposed voltage on unstable wavelength 
 
 

 
Figure 5 Effect of imposed voltage on growth rate 
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Figure 6 Visual observation of efcts of imposed voltage 

 

 

  Figure 7 Effects of imposed voltage on time elaped to gas 
sheet detachment 

 
EXPERIMENTAL RESULTS: 
APPLICATION OF ELECTRIC FIELD 

Figure 6 shows a comparison of the states of the fine wire  
for E=0 and 600 V when the wire is being immersed in a liquid 
bath where ∆Tsub=60 K at a rate v=2.2 m/s. The figure shows 
that E=600 V results in more disturbances in the gas sheet soon 
after the immersion in comparison to the case of E=0 V. In 
addition, it shows that both the time taken for the gas-sheet to 
detach itself from the wire, and the time taken for the bubbling 
to stop have reduced on the application of the electric field. As 
stated in the preliminary considerations section, the turbulences 
that occur on the gas-liquid interface of the gas sheet form 
waves in the horizontal direction, causing the gas-sheet to break 
up into several vertical gas cylinders with the passing of time 
from the starting point of immersion. 

As a measure of the effect of the forced gas-sheet collapse 
by the applied electric field, the time taken for the gas-sheet to 
collapse is shown in Figure 7 as a function of the immersion 
velocity, at different applied voltages E for ∆Tsub=60 K. The 
figure shows that the application of the electric field has made 
it possible to obtain about a two-fold cooling improvement in 
the time taken for the gas-sheet collapse. 

CONCLUSIONS 
The aim of this work was to promote the rate of rapid 

cooling in the rotating-water spinning method, which is a 
typical example of a rapid solidification system that uses liquid 
boiling for rapid cooling. To promote the cooling rate, the 
possibility of breaking the gas-sheet forcefully by application 
of an electric field was investigated. It was found that the 
application of an electric field is effective in breaking up the 
gas-sheet forcefully. Also, it was shown that forceful breakage 
of the gas-sheet promotes the rapid cooling rate. 
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