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Abstract

The thesis addresses two main problems. The first is that of designing

reliable numerical method for approximating an SIS (susceptible-infected-

susceptible) disease transmission model with discrete time delay. This is

achieved by using the theory and methodology of nonstandard finite differ-

ence discretization which leads to a novel and robust numerical methods

which, unlike many other standard numerical integrators, were shown to be

dynamically consistent with the continuous delay SIS model.

The second problem is the mathematical modeling of the transmission

dynamics of bovine and mycobacterium tuberculosis in a human-buffalo pop-

ulation. The buffalo-only component of the resulting deterministic model

undergo the phenomenon of backward bifurcation, due to the re-infection of

exposed and recovered buffalos. Furthermore, this sub-model has a unique

endemic equilibrium point which is shown to be globally asymptotically sta-

ble for a special case, whenever the associated reproduction number exceeds

unity. Uncertainty and sensitivity analyses, using data relevant to the dy-

namics of the two diseases in the Kruger National Park, South Africa, show

that the distribution of the associated reproduction number is less than unity

(hence, the diseases would not persist in the community). Crucial parame-

ters that influence the dynamics of the two diseases are also identified. The

human-buffalo model exhibit the same qualitative dynamics as the sub-model

with respect to the local and global asymptotic stability of their respective

disease free equilibrium, as well as the backward bifurcation phenomenon.



Numerical simulations for the human-buffalo model show that the cumula-

tive number of mycobacterium tuberculosis cases in humans (buffalos) de-

creases with increasing number of bovine tuberculosis infections in humans

(buffalos).



CHAPTER 1

INTRODUCTION

Epidemics of infectious diseases have historically, induced devastating pub-

lic health and socio-economic burden on human populations. For instance,

between 1345 - 1351 CE, the Black Death (bubonic (plague)) struck Cen-

tral Asia and Europe, killing one-third of the population (24 million) and 40

million people worldwide [85]. Furthermore, since its inception in the 1980s,

the Human Immunodeficiency Virus (HIV), the causative agent of Acquired

Immune Deficiency Syndrome (AIDS), caused over 39 million fatalities (and

about 35 million currently live with the disease globally). Most of the AIDS-

related fatalities are in low- and middle-income countries, particularly in

sub-saharan Africa [88]. Several other infectious diseases, such as Tuberculo-

sis (TB), Malaria, Ebola and Cholera, have emerged and reemerged causing

severe socio-economic and public health burden in affected areas/regions. In

order to get deep insight into the types, spread and possible control strate-

gies of infectious diseases, Epidemiologists conduct scientific experiments,

sometimes with controlled settings using self-experimentation. However, de-

signing such controlled experiments is often difficult or impossible based on

ethical issues and possible erroneous data collection [17, 85]. These reasons

motivate the possibility of using mathematical modeling and analysis as tools

to substantiate the perception of disease transmission, testing theories, and
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suggesting better intervention strategies.

The concept of modeling for infectious diseases dates back to work of

Daniel Bernoulli, a public health physician who used statistical modeling to

analyze the potential impact of Smallpox vaccine in the 18th century [94].

Subsequently, the framework for epidemic modeling was developed in the

20th century by other public health physicians such as Sir Ronald Ross,

Hamer and Kermack-Mckendrick [3, 55, 56, 68]. In particular, the Kermack-

Mckendrick compartmental modeling approach [68] laid the foundation for

modeling the spread of infectious diseases was amongst the early models

that excel in mathematical epidemiology. In such Kermeck-Mckendrick type

compartmental models, the population being studied is mainly sub-divided

into three mutually-exclusive compartments (classes), based on disease sta-

tus: susceptible, S; infective (infectious), I; and removed (recovered), R;

individuals. The transition between these compartments is governed by the

development of infection and the assumed waiting times in each compart-

ment.

As observed by Hale [51], in many applications, one assumes that the

system under consideration is governed by a principle of causality. That is,

the future state of the system is independent of the past states, and is de-

termined solely by the present. However, under closer scrutiny, it becomes

apparent that the principle of causality is often only a first approximation to

the true situation and that a more realistic model would include some of the

past states of the system [51]. An example is the case of the predator-prey

models studied by Volterra in 1930, using the concepts of delay differential

equations (DDE) [112]. This is also the case for biological systems in general,

and infectious diseases in particular, as they (typically) exhibit time lapse

(delay) in both transmission and progression of the disease. To be more ex-

plicit, time delay can be used to describe any of the following three situations

[61]:

(a) Delay as latent or incubation period: This is a time delay in

which individual exposed to certain infectious disease can be infective

but become fully infectious after the elapse of the time as considered

in [25, 59, 77, 104].
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(b) Delay as maturation time: Maturation delay is the time lapse as-

sociated with stage development of an organism before it can spread

diseases, for instance, in vector-borne diseases, see [23, 37, 86].

(c) Delay as wanning time of immunity: The delay in this case is the

time from the loss of immunity by recovered individual to the time of

re-infection, as studied in [101, 114].

In epidemiology, time delay can be considered in two different forms. The

first approach is to introduce an additional exposed compartment in which

individuals stay before becoming infectious. In its simplest form, the second

approach is to assume that there is constant waiting time τ for an individual

to become infectious at time t from the past history t − τ . Based on this

transition, several epidemiological models have been formulated by adding

other compartments such as infants passive (maternal) immunity M and

exposed E classes resulting in Kermack-Mckendrick models of type SIRS,

MSEIS, MSEIR, MSEIRS etc [55].

This thesis focuses on the two ways of introducing delay. The first is

associated with the formulation, analysis and numerical discretization of the

SIS model with (discrete) time delay. Although this model seems to be

simple, its explicit solution cannot be determined. Furthermore, finding ef-

fective/efficient numerical solutions for systems of differential equations with

time delay is quite challenging as noted in [9, 35, 76]. Thus, the objectives

of this thesis in this direction are:

(1) To carry out a rigorous qualitative and quantitative analysis of the

SIS model with discrete time delay, a study which is highly relevant

considering the fact that results are scattered in the literature [58, 59,

91, 108].

(2) To design and analyze novel and reliable nonstandard finite difference

(NSFD) scheme which replicate the realistic dynamical behaviour of

linear delay differential equations and SIS models with delay.

Another main objective is to design models for the transmission dynamics

of bovine tuberculosis (BTB) and mycobacterium tuberculosis (MTB) in a
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human-buffalo population. More precisely, detailed quantitative, qualitative

and statistical analyses of the resulting BTB-MTB will be carried out. Our

models are gradually built up from the standard SEIR model in the following

steps:

(3) Considering the recovered/removed compartment (R) as a class of

treated individuals (T ), the spread of the BTB disease in African Buf-

falos is modeled using simple SEIT system [20, 46].

(4) The SEIT model in (3) is extended to include the reinfection of exposed

buffalos [38].

(5) The extended SEIT model with reinfection is further extended to in-

clude the dynamics of early and advanced exposed buffalos [2, 20].

(6) The model in (5) above is further refined to allow for the transmission

of both diseases (BTB and MTB) in the buffalo-human population.

The results in Item (2) above are new and published in [44]. The models

in Items (5) and (6) are new, as reported in [52].

The rest of the thesis is organized as follows: In Chapter 2, the main

mathematical theories and techniques used in the thesis are briefly described.

For instance fixed-point theorems, as presented in [51, 102], are applied to

establish the well-posedness of the models designed in the thesis. This, to-

gether with Gronwall inequality [102], and the method of integrating factor,

are employed to prove positivity and boundedness of solutions on associated

initial data. The Hartman-Grobman theorem [116], together with its exten-

sion in [11, 24] for DDE and the next generation method [107], are used to

prove the local asymptotic stability (LAS) property of associated equilibria

for the disease transmission models presented in the thesis. Furthermore,

the LaSalle’s Invariance Principle [70], in conjunction with Lyapunov func-

tion theory [116], are employed to prove global asymptotic stability (GAS)

of some equilibria.

Lagrange interpolation polynomials are used to approximate the delay

term, and the Jury’s condition is used to prove the local stability of the fixed

points of the associated finite difference schemes. Furthermore, we use the
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NSFD method to reliably replicate the dynamics of the continuous-time delay

differential equation system, based on the following Mickens’ Rules [80]:

(i) The standard denominator, ∆t > 0, of the discrete derivatives, is re-

placed by a more general function ϕ(∆t), which satisfies the require-

ment ϕ(∆t) = ∆t+O(∆t2).

(ii) Nonlinear terms in the right-hand sides of the model equation are ap-

proximated in a non-local manner, by using multiple mesh points.

For instance, in the linear delay model and the SIS model considered, these

rules are implemented for approximating the involved variables at discrete

time tn = n∆t, where n ∈ N and ∆t is the time-step as follows:

• The derivative dI(t)
dt

is approximated by In+1−In
ϕ(∆t)

instead of In+1−In
∆t

,

where the denominator function ϕ(∆t) captures the dynamics of the

model, and In = I(tn).

• The delay term, I(tn − τ), is approximated by P (tn − τ), where P (t)

is the Lagrange interpolation polynomial of degree 1 at suitable node

points.

• The nonlinear term, S(tn)I(tn), is approximated by Sn+1In, instead of

SnIn.

Chapter 3 deals with the qualitative analysis, and construction of reliable

numerical method, for the SIS model with discrete time delay. First, the ba-

sic dynamical properties, and NSFD schemes for the SIS non-delayed model,

are reviewed [73, 83, 119]. The well-posedness and asymptotic stability of the

associated equilibria of the SIS delay model are established. Using an innova-

tive strategy of approximating the delay term via the Lagrange interpolation

polynomial, robust NSFD schemes that replicates the basic properties of the

continuous model are gradually constructed and discussed. The dynamical

consistency of the NSFD scheme is established by combining both the rigor-

ous approach (see Theorem 3.4.5, Theorem 3.4.6 and Theorem 3.4.7) and the

numerical simulations. The new theoretical results obtained are illustrated

numerically (using appropriate parameter and initial values). The NSFD
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schemes developed in this chapter constitute a major contribution to the

numerical solution of DDE which is reported to be challenging in [9, 35, 76].

Chapter 4 addresses the problem of modeling the dynamics of bovine and

mycobacterium tuberculosis in a human-buffalo population. A novel model

is constructed for this purpose. It is shown that both the BTB-only and the

BTB-MTB model exhibit the same qualitative dynamics with respect to the

local and global asymptotic stability of their respective disease-free equilibria.

More importantly, unlike other BTB, MTB models, these two new models

are shown to exhibit the phenomenon of backward bifurcation (which play a

major role on the persistence or effective control of the two diseases, when the

associated reproduction number is less than unity). Similarly, the two models

have unique endemic equilibria, which are globally asymptotically stable for

special cases, when the reproduction number exceeds unity. Using relevant

data from Kruger National Park, South Africa, uncertainty and sensitivity

analyses are carried out to determine the dominant parameters that affect

the transmission dynamics of both diseases. Numerical simulations, using

MATLAB ODE45, are conducted to illustrate the theoretical results obtained

in the thesis, as well as to assess the burden of the two diseases in the buffalo-

human population.

The main contributions of the thesis (in terms of modeling, mathematical

analysis and contributions to public health), as well as directions for future

work, are summarized in Chapter 5.



CHAPTER 2

MATHEMATICAL PRELIMINARIES

This chapter presents the main concepts used in the thesis which are mostly

taken from [102] and [116], in accordance with the presentations in the theses

[66, 95, 103].

2.1 Continuous-time dynamical systems

Consider the following p−dimensional initial value problem (IVP)

dx

dt
= x′ = f(x), x(0) = x0 ∈ Rp, (2.1.1)

where x = x(t), f ∈ C(Rp,Rp) and x(0) = x0 is a vector of initial conditions.

Furthermore, let the subset Ω ⊆ Rp.

Definition 2.1.1 System (2.1.1) is said to define a dynamical system on a

set Ω ⊆ Rp if, for every x0 ∈ Ω, there exists a unique solution of (2.1.1)

which is defined for all t ∈ [0,∞) and remaining in Ω for all t ∈ [0,∞).

Definition 2.1.2 A function f : Rp → Rp is said to be Lipschitz on Ω ⊂ Rp

with lipschitz constant L ≥ 0 if

||f(x)− f(y)|| ≤ L||x− y|| ∀x, y ∈ Ω.
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Here, ||.|| denotes the Euclidean norm in Rp. If f is lipschitz on Rp, then

f is said to be globally lipschitz. While if f is lipschitz on every bounded

subset of Rp, then f is said to be locally lipschitz. When 0 ≤ L < 1, f is

called a contraction and there is exactly one equilibrium point x ∈ Ω such

that x = f(x).

Theorem 2.1.1 Let f be globally Lipschitz. Then (2.1.1) defines a dynam-

ical system on Rp).

Realistically, when f is locally Lipschitz, a global existence result can be

obtained under some a priori estimate as stated in the following classical

result.

Theorem 2.1.2 Let f : Rp → Rp be Lipschitz on the ϵ-neighborhood N(Ω, ϵ),

where Ω ⊂ Rp is bounded. If for any for any x0 ∈ Ω, the solution x(t) of

(2.1.1) satisfies x(t) ∈ Ω for each t ≥ 0 where the solution exists, then (2.1.1)

defines a dynamical system on Ω.

The Gronwall Lemma is used, among other things, to show that a given

dynamical system is continuous with respect to the associated initial data.

Theorem 2.1.3 (Gronwall Lemma) Let z(t) satisfy

zt ≤ az + b, z(0) = z0,

for constants a, b. Then for t ≥ 0

z(t) ≤ eatz0 +
b

a
(eat − 1), a ̸= 0

and

z(t) ≤ z0 + bt, a = 0.

2.1.1 Stability of dynamical systems

Definition 2.1.3 (Evolution Semigroup) For a dynamical system on Ω, we

define its evolution semigroup operator (solution map or flow map) to be the

map Φt : Ω → Ω such that the solution of the system (2.1.1) u(t) = Φtu0 or

Φt(u0) = x(t;u0). That is, Φt maps the initial data u0 to the solution at time

t.
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The terminology semigroup for the evolution operator Φ is motivated by the

following properties:

(a) For any s, t > 0, Φ(t+s) = ΦtΦs = ΦsΦt,

(b) For t = 0, Φ(0) = I, the identity operator.

Definition 2.1.4 A point x ∈ Rp such that f(x) = 0 is called an equilibrium

point (steady-state solution or critical point) of equation (2.1.1).

Definition 2.1.5 An equilibrium point x of the dynamical system (2.1.1) is

said to be:

(1.) Stable if for any ϵ > 0 there exists δ = δ(ϵ) > 0 such that if x(0) ∈
Ω(x, δ) then x(t) ∈ Ω(x, ϵ) for all t ≥ 0.

Equivalently, for all x(0) ∈ Rp if

||x(0)− x|| ≤ δ then ||x(t)− x|| ≤ ϵ for all t ≥ 0

.

(2.) Locally attractive if ||x(t) − x|| → 0 as t → ∞ for all ||x(0) − x||
sufficiently small.

(3.) LAS if x is stable and locally attractive. For an asymptotically stable

equilibrium point x of (2.1.1), the set of all initial data x(0) = x0 such

that

lim
t→∞

Φt(x0) = x

is said to be the basin of attraction of x.

(4.) Globally attractive if (2) holds for any x(0) ∈ Ω i.e. the basin of at-

traction of x is Ω.

(5.) GAS if (1) and (4) hold.

(6.) Unstable if it is not stable, i. e., (1) fails to hold.

Interpretation of stability is given below:
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Remark 2.1.1 An equilibrium point x is stable if the dynamical system can

be forced to remain in any neighbourhood of x by appropriate choice of initial

condition. It is asymptotically stable if, in addition, any solution starting

near the steady state approaches it as t → ∞. Thus, the basin of attraction

of an asymptotically stable equilibrium point includes a neighbourhood of the

equilibrium.

Definition 2.1.6 A function p(t) ∈ C1(R, Rp) is a periodic solution of

(2.1.1) with period T if pt = f(p(t)), p(t) = p(t + T ) for all t ∈ R, and

p(t) ̸= p(t+ s) for all s ∈ (0, T ).

Theorem 2.1.4 (Stability for Linear Ordinary Differential Equations) Con-

sider the differential equation

x′ = Ax, (2.1.2)

where A is a p× p matrix and prime, represents differentiation with respect

to time. Let A have eigenvalues {λi}li=1, l ≤ p. Then

(i) The origin is asymptotically stable if and only if Re(λi) < 0 for all i.

(ii) If Re(λi) ≤ 0 for all i, and those eigenvalues with Re(λi) = 0 are non-

defective (λ has multiplicity k ≤ 1, k = 0, 1, . . .), then the origin is

stable.

Definitions 2.1.5 cannot easily be used in practice. Fortunately, the method

of linearization permits to reduce the analysis to the user-friendly Theorem

2.1.4. The simplest natural way to proceed would have been to replace the

system (2.1.1) by its linearized system . The starting point is the following

definition :

Definition 2.1.7 Let x = x, x ∈ Rp. Then x is called a hyperbolic equilib-

rium point if none of the eigenvalues of Jf(x) (the Jacobian matrix of f at

x) have zero real part.

The linearized form of (2.1.1), near x, is given by

u′ = Ju, (2.1.3)

where f is assumed to be of class C1.
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Theorem 2.1.5 (Hartman-Grobman Theorem) Assume that f in (2.1.1) is

of class C1 and consider a hyperbolic equilibrium point x of the dynamical

system defined by (2.1.1). Then, there exist δ > 0, a neighborhood N ∈ Rp of

the origin and a homeomorphism h from the ball B = {x ∈ Rp : ||x−x|| < δ}
onto N such that

u(t) := h(x(t)) solves (2.1.3) if and only if x(t) solves (2.1.1).

Theorem 2.1.5 states that the behavior as t → ∞ of solution x(t) of (2.1.1)

near an equilibrium point x is the same as the behavior of solution u(t) of its

linearization Jf(x) near the origin. This observation leads us to the following

result.

2.1.2 Lyapunov function

Definition 2.1.8 Let the system (2.1.1) define a dynamical system on an

open subset Ω ⊂ Rp and x̄ ∈ Ω an equilibrium point. A function V ⊂
C1(Ω,R) is called a Lyapunov function of the system (2.1.1) for x̄ on a

neighborhood B ⊂ Ω of x̄ provided that

V̇ (x) := lim
h→0

V (x+ hf(x))− V (x)

h
= ∇V (x).f(x) ≤ 0, ∀x ∈ B, (2.1.4)

where V̇ (x) is the directional derivative of V in the direction of f . If in

addition, V (x̄) = 0 and V (x) > 0 for all x ∈ B \ {x̄}, then V is said to be a

positive definite Lyapunov function at x̄.

If x = x(t) is a solution of (2.1.1), applying the chain rule on V (x(t)), we

have

d

dt
V (x(t)) =

p∑
i=1

∂V (x(t))

∂xi
� dxi(t)

dt
,

= ∇V � f(x),
= V̇ (x(t)).

(2.1.5)

The Equation (2.1.5) reveals the reason why V̇ is sometimes called “the

derivative along the trajectories” and one can get information about V with-

out prior knowledge about the solutions.
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The method of Lyapunov can be applied whenever the linearization ap-

proach is not conclusive, i.e. when some eigenvalues are purely imaginary.

Theorem 2.1.6 If there exists a positive definite Lyapunov function V of the

dynamical system (2.1.1) on a neighborhood B of an equilibrium point x̄ then

x̄ is stable. If in addition, V̇ (x̄) < 0, ∀x ∈ B \ {x̄}, then x is asymptotically

stable and unstable if V̇ (x̄) > 0, ∀x ∈ B \ {x̄}.

Global asymptotic stability using Lyapunov function theory, is determined

in conjunction with LaSalle’s Invariance Principle, first we consider the fol-

lowing definition.

Definition 2.1.9 ([116]) Let S ⊂ Rp be a set, then S is said to be invariant

under the system (2.1.1) if for any x(0) ∈ S we have x(t, 0, x(0)) ∈ S for all

t ∈ R. If we restrict ourselves to positive times (i.e. t > 0 then, we refer

to S as a positively invariant set and, for a negative time, as a negatively

invariant set.

Definition 2.1.10 A dynamical system on Ω ⊂ Rp is said to be dissipative

if there exists a bounded, positively invariant set S with the property that for

any bounded set B ⊆ Rp, there exists a time t∗ = t∗(S,B) ≥ 0 such that

ΦtB ⊆ S for all t > t∗. The set S is called an absorbing set.

Theorem 2.1.7 (LaSalle’s Invariance Principle ([70]). Let x̄ be an equilib-

rium point of a dissipative dynamical system on Ω define by (2.1.1). Let V

be a positive definite Lyapunov function for x̄ on the set Ω. Furthermore,

let U = {x ∈ Ω : V̇ (x) = 0}. If M is the largest invariant set of U such

that M ⊂ Ω, then x̄ is globally asymptotically stable on Ω if and only if it is

globally asymptotically stable for the system restricted to M.

The Comparison theorem [100], stated below is applied to prove global sta-

bility of equilibria for a monotone dynamical system on the space of related

system of ODEs by comparing their solutions. A monotone dynamical system

is the dynamical system on an ordered metric space which has the property

that ordered initial states lead to ordered subsequent states. Consider the

nonautonomous system

x′ = g(t, x), where g : D → Rp, D ⊂ Rp, (2.1.6)



Epidemic models & Numerics with/without Delay 13

with the solutions of the differential inequality system

z′ ≤ g(t, z), (2.1.7)

or,

y′ ≥ g(t, y), (2.1.8)

on an interval. This method requires that the solution of the dynamical

system (2.1.6) to be unique.

Theorem 2.1.8 ([100, Comparison Theorem, pp 86]) Let g be monotone

continuous and Lipschitz on D, x(t) be a solution of (2.1.6) defined on

[a, b]. If z(t) is a continuous function on [a, b] satisfying (2.1.7) on (a, b)

with z(a) ≤ x(a), then z(t) ≤ x(t) for all t in [a, b]. If y(t) is continuous on

[a, b] satisfying (2.1.8) on (a, b) with y(a) ≥ x(a), then y(t) ≥ x(t) for all t

in [a, b].

2.2 Reproduction threshold

In epidemiology, the existence of thresholds forms an underlying concept in

determining the spread or decline of a disease in a community. The basic

reproduction number, denoted by R0, is the average number of secondary

cases generated by a single infected individual during its entire period of

infectiousness when introduced into a completely susceptible population [4,

32, 53]. The threshold quantity, R0, typically, determines whether disease

will invade a community, if R0 > 1 or will not invade if R0 < 1. This

corresponds to the qualitative property of epidemic models that if R0 < 1,

there is a DFE which is asymptotically stable, and the infection dies out. If

R0 > 1, the usual situation is that there is an EE which is asymptotically

stable, and the infection persists [16]. This exchange of stability between the

DFE and an EE occur at R0 = 1, and is referred as forward bifurcation (or

transcritical bifurcation).

For simple models, the basic reproduction number is the product of the

infection rate and the duration of infectiousness.
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2.2.1 Next generation operator method

The next generation operator method is typically employed to determine the

basic reproduction number, R0, of a disease transmission model and to subse-

quently, establish the local asymptotic stability of the associated disease-free

equilibrium. The method is described below using the formulation and no-

tations in [107].

Let x = (x1, . . . , xn), be the number of individuals in each compartment

with each xi ≥ 0 and the first m compartments correspond to infected indi-

viduals. Define Xs to be the set of all disease-free states. That is,

Xs = {x ≥ 0 | xi = 0, i = 1, . . . ,m}.

The disease transmission model consists of nonnegative initial conditions

together with the following system of equations:

ẋi = fi(x) = Fi(x)− Vi(x), i = 1, . . . , n, (2.2.1)

where Vi(x) = V−
i (x) − V+

i (x), Fi(x) be the rate of appearance of new in-

fections in compartment i, V+
i (x) be the rate of transfer of individuals into

compartment i by all other means and V−
i (x) be the rate of transfer of indi-

viduals out of compartment i. The functions are differentiable at least twice

and satisfy assumptions (A1)-(A5) described below

(A1) if x ≥ 0, then Fi,V+
i ,V−

i ≥ 0 for i = 1, . . . , n.

(A2) if xi = 0 then V+
i = 0. In particular, if x ∈ Xs then V+

i = 0 for

i = 1, . . . ,m.

(A3) Fi = 0 if i > m.

(A4) if x ∈ Xs then Fi(x) = 0 and V+
i (x) = 0 for i = 1, . . . ,m.

(A5) If F(x) = 0 is set to zero, then all eigenvalues of Df(x0) have negative

real parts, where Df(x0) is the derivative [∂fi/∂fj] evaluated at the

DFE, x0 (i.e., the Jacobian matrix).
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Let A be a square matrix with nonpositive off-diagonal and nonnegative

diagonal entries as shown below

A =


a11 −a12 −a13 · · ·
−a21 a22 −a23 · · ·
−a31 −a32 a33 · · ·
...

...
...

. . .

 ,
where the aij are nonnegative. Furthermore, let A be expressed as

A = sI −B, s > 0, B ≥ 0. (2.2.2)

Definition 2.2.1 (M-Matrix [12]) Any matrix A of the form (2.2.2) for

which s ≥ ρ(B), (where ρ(B) is the spectral radius of B), is called an M-

matrix.

Lemma 2.2.1 If x0 is a DFE of (2.2.1) and fi(x) satisfies (A1)-(A5), then

the derivatives DF(x0) and DV(x0) are partitioned as

DF(x0) =

[
F 0

0 0

]
and DV(x0) =

[
V 0

J3 J4

]
,

where F and V are the m×m matrices defined by

F =
[
∂Fi

∂xj
(x0)

]
and V =

[
∂Vi

∂xj
(x0)

]
with 1 ≤ i, j ≤ m.

Further, F is non-negative, V is a non-singular M-matrix and J3, J4 are

matrices associated with the transition terms of the model, and all eigenval-

ues of J4 have positive real part.

The following theorem states that R0 is a threshold quantity that govern the

persistence or effective control (elimination of the disease).

Theorem 2.2.1 (van den Driessche and Watmough [107]) Consider the dis-

ease transmission model given by (2.2.1) with f(x) satisfying conditions (A1)-

(A5). If x0 is a DFE of the model, then x0 is locally asymptotically stable if

R0 < 1, but unstable if R0 > 1, where R0 is defined by R0 = ρ(FV −1).
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2.3 Bifurcations

A dynamical system typically involves a number of parameter values, in

addition to the state variables. Bifurcation is a point in parameter space

where equilibria appear, disappear, or change stability [17]. Typically, in epi-

demic modeling, bifurcation occurs when the associated reproduction number

equals unity. There are different types of bifurcations, such as saddle-node,

transcritical, pitchfork, backward and Hopf bifurcations (the last two are

relevant to this thesis) [84, 116].

2.3.1 Backward bifurcation

Analyses of some compartmental epidemic models have shown that a sta-

ble disease-free equilibrium coexists with a stable endemic equilibrium even

when the basic reproductive number (R0) is less than unity [21, 106, 111].

This phenomenon is called backward bifurcation. In other words, under some

conditions in parameter space, an outbreak can occur, or a stable endemic

equilibrium can exists, even when the threshold quantity (R0) of the model

being studied is less than unity. In such situations, the reduction of the

associated reproduction number (R0) below unity is insufficient for disease

eradication in the community. Figure 2.1 displayed a schematic diagram

for backward bifurcation with force of infection λ∗, evaluated at equilibrium

and basic reproduction number R0. The center manifold theory described in

[21, 33, 42, 50, 97, 106] is often used to establish the presence of backward

bifurcation in a disease transmission model. The theorem shows that the di-

rection of bifurcation at R0 = 1 is backward (with the first solution branch, a

saddle, separating the basin of attraction of the associated DFE and that of

a stable end branch). The center manifold theorem (in particular, Theorem

4.1 in [21] reproduced below for convenience)is used to establish the presence

of backward bifurcation phenomenon in Chapter 4 of this thesis.

Theorem 2.3.1 (Castillo-Chavez and Song [21]) Consider a general system

of ordinary differential equations with a parameter ϕ:

dx

dt
= f(x, ϕ), f : Rp × R → Rp and f ∈ C2(Rp × R). (2.3.1)
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Figure 2.1: Backward bifurcation diagram.

Without loss of generality, it is assumed that 0 is an equilibrium for system

(2.3.1) for all values of the parameter ϕ, that is

f(0, ϕ) ≡ 0 for allϕ, (2.3.2)

and assume

A1: A = Dxf(0, 0) =
(

∂fi
∂xj

(0, 0)
)

is the linearization matrix of System

(2.3.1) around the equilibrium 0 with ϕ evaluated at 0. zero is a simple

eigenvalue of A and all other eigenvalues of A have negative real parts;

A2: Matrix A has a nonnegative right eigenvector w and a left eigenvector

v corresponding to the zero eigenvalue. Let fk be the kth component of
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f and

a =
n∑

k,i,j=1

vkwiwj
∂2fk
∂xi∂xj

(0, 0), (2.3.3)

b =
n∑

k,i,j=1

vkwi
∂2fk
∂xi∂ϕ

(0, 0). (2.3.4)

The local dynamics of (2.3.1) around 0 are totally determined by a and b.

(i). a > 0, b > 0. When ϕ < 0 with | ϕ |≪ 1, 0 is locally asymptotically

stable and there exists a positive unstable equilibrium; when 0 < ϕ≪, 0

is unstable and there exists a negative and locally asymptotically stable

equilibrium;

(ii). a < 0, b < 0. When ϕ < 0 with | ϕ |≪ 1, 0 is unstable; when

0 < ϕ≪ 1, 0 is locally asymptotically stable, and there exists a positive

unstable equilibrium;

(iii). a > 0, b < 0. When ϕ < 0 with | ϕ |≪ 1, 0 is unstable, and there exists

a locally asymptotically stable negative equilibrium; when 0 < ϕ≪ 1, 0

is stable, and a positive unstable equilibrium appears;

(iv). a < 0, b > 0. When ϕ changes from negative to positive, 0 changes its

stability from stable to unstable. Correspondingly a negative unstable

equilibrium becomes positive and locally asymptotically stable.

In particular, a backward bifurcation occurs at ϕ = 0 when Condition (i)

holds.

2.3.2 Hopf bifurcation

Hopf bifurcation occurs when a certain parameter µ is not only a point of

change in stability, but also a point near which periodic solutions are born.

Definition 2.3.1 Let f(x̄, µ) = 0 for all µ ∈ R. A point µ0 is said to be a

Hopf bifurcation point from an equilibrium point x̄ of (2.1.1) if there exists a
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sequence of parameter values µn → µ0 as n → ∞ such that, for µ = µn the

system (2.1.1) has a periodic solution µn(t) with period Tn and

max
0≤t≤Tn

||xn(t)− x̄|| → 0 as n→ ∞.

Theorem 2.3.2 (Hopf Bifurcation Theorem) Consider the system (2.1.1)

with p = 2 Assume that

(i) f ∈ Cr(Rp ×R,Rp) for some r ≥ 2 and that f(x̄, µ) = 0 for all µ ∈ R;

(ii) df(x̄, µ) has a pair of complex eigenvalues λ±(µ) which satisfy λ±(µ0) =

±ia for some a ∈ R \ {0};

(iii) d
dµ
(Re(λ(µ))) ̸= 0 for µ = µ0.

Then µ0 is a Hopf bifurcation point from x̄.

Definition 2.3.2 (Conservation Law [82]) Consider a system modeled by a

system of n-first-order differential equations

dX

dt
= F (X), (2.3.5)

where

X(t)T = (x1(t), ..., xn(t)), F (X)T = (f1(X), ..., fn(X)). (2.3.6)

Let

M(t) =
n∑

i=1

xi(t).

If M(t) satisfies a scalar differential equation of the form

dM

dt
= f(M), (2.3.7)

where f is a function depending only on M , then (2.3.7) is a conservation

law for the system given by (2.3.5) and (2.3.6).
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2.4 Discrete-time dynamical systems

In this section, we focus on the properties of discrete dynamical systems

associated with the numerical discretization of some continuous dynamical

systems. For discrete time dynamical systems, the nonnegative time interval

[0,∞) is replaced by a set of nonnegative integers, [0, 1, 2, . . . , n, ...).

Let F : Rp → Rp. Consider a sequence {xn}∞n=0 be defined recursively

from x0 ∈ Rp by

xn+1 = F (xn). (2.4.1)

Definition 2.4.1 Equation (2.4.1) defines a discrete dynamical system on

Ω ⊂ Rp if, for every x0 ∈ Ω, the sequence {xn}∞n=0 remains in Ω.

Definition 2.4.2 A vector x̄ ∈ Ω ⊂ Rp is said to be a fixed point of a

discrete dynamical system on Ω defined by Equation (2.4.1) if f(x̄) = x̄ for

all n ≥ 0.

Definition 2.4.3 Let x̄ ∈ Ω ⊂ Rp be a fixed point of a discrete dynamical

system (2.4.1) on Ω. Then x̄ is said to be

(1.) stable if, for any ϵ > 0, there exists δ = δ(ϵ) > 0 such that x0 ∈ Ω,

||x0 − x̄|| < δ

implies ||xn − x̄|| < ϵ for all n ≥ 0.

(2.) (locally) asymptotically stable if (1) holds and in addition there exists

a constant b > 0 such that, x0 ∈ Ω, ||x0 − x̄|| < b implies

lim
n→∞

||xn − x̄|| = 0

.

(3.) globally asymptotically stable on (Ω) if (1.) above holds and

lim
x→∞

||xn − x̄|| = 0

for any x0 ∈ Ω.
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(4.) unstable if it is not stable (i.e., 1. above fails).

Assume that the map F is of class C1. Let J = DF (x̄), the Jacobian

matrix of F at x̄. Then,

yn+1 = Jyn, n = 0, 1, 2, . . . , (2.4.2)

is the linearization of (2.4.1) around x̄ where yn = xn−x̄. The stability prop-

erties of the linear system is determined by the eigenvalues of the Jacobian

matrix J .

Definition 2.4.4 A fixed point x̄ of the discrete dynamical system given by

Equation (2.4.1) is said to be hyperbolic if the Jacobian matrix J has no

eigenvalue of unit modulus. Otherwise the fixed point is called non-hyperbolic.

The map F in (2.4.1) is said to be hyperbolic if all fixed points are hyperbolic.

Theorem 2.4.1 (HartmanGrobman Theorem) Let F : Rp → Rp be of class

C1 have a hyperbolic fixed point x̄. Then there exist δ > 0, a neighborhood

N ⊂ Rp of the origin and a homeomorphism h : B(x̄, δ) → N such that

h(F (x0)) = Jh(x0)

for all x0 ∈ B(x̄, δ).

In practice, Theorem 2.4.1 is implemented as shown below:

Theorem 2.4.2 Consider f in (2.1.1) with a hyperbolic fixed point x̄. Then

x̄ is asymptotically stable if and only if for xn = Jnx0, solution of xn+1 = Jxn
with ||x0|| := ||y0 − ȳ|| small enough, we have

lim
n→∞

xn = 0

or equivalently |λ| < 1 for all λ ∈ σ(J). The fixed point is unstable if and

only if there exists at least one λ ∈ σ(J) such that |λ| > 1 or

lim
n→∞

xn = ∞.
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2.4.1 Jury stability criterion

The Jury stability criterion is a method applied to test the stability of fixed

points for discrete dynamical systems. It gives the step-by-step process of

determining whether the roots of a discrete polynomial of degree n all have

magnitude lying within the unit disk.

Definition 2.4.5 ([65]) A necessary and sufficient condition for the follow-

ing polynomial

F (z) = a0 + a1z + a2z
2 + · · ·+ an−1z

n−1 + anz
n, an > 0 (2.4.3)

to have all its roots inside the unit circle is given by:

(1) F (1) > 0

(2) F (−1)

{
> 0 for n even

< 0 for n odd

(3) (a) |a0| < an,

(b) |b0| > |bn−1|,

(c) |c0| > |cn−2|,

(d) |d0| > |dn−3|,
...

(e) |r0| > |r2|,

where the coefficients b0 to r2 are obtained from the table

The elements of row three through (2n − 3) are given by the following

determinants:

bk =

∣∣∣∣∣ a0 an−k

an ak

∣∣∣∣∣ , k = 0, 1, 2, · · · , n−1; ck =

∣∣∣∣∣ b0 bn−1−k

bn−1 bk

∣∣∣∣∣ , k = 0, 1, 2, · · · , n−2

dk =

∣∣∣∣∣ c0 cn−2−k

cn−2 ck

∣∣∣∣∣ , k = 0, 1, 2, · · · , n−3; ek =

∣∣∣∣∣ d0 dn−3−k

dn−3 dk

∣∣∣∣∣ , k = 0, 1, 2, · · · , n−4
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Row z0 z1 z2 z3 . . . zn−2 zn−1 zn

1 a0 a1 a2 a3 . . . an−2 an−1 an
2 an an−1 an−2 an−3 . . . a2 a1 a0
3 b0 b1 b2 b3 . . . bn−2 bn−1

4 bn−1 bn−2 bn−3 bn−4 . . . b1 b0
5 c0 c1 c2 c3 . . . cn−2

6 cn−2 cn−3 cn−4 . . . . c0
. . . . . .

. . . . . .

. . . . . .

2n− 3 r0 r1 r2

Definition 2.4.6 ([80]) The Systems (2.1.1) and (2.4.1) are said to have

the same general solution if and only if

xk = x(tk)

.

Definition 2.4.7 (Exact scheme ([80])) An exact finite difference scheme

is one for which the solution to the difference equation (2.4.1) has the same

general solution as the associated differential equation (2.1.1).

Definition 2.4.8 Consider the differential equation in (2.1.1). Let a finite

difference scheme for (2.1.1) be

xk+1 = f(xk, tk, h). (2.4.4)

Let the differential equation and/or its solutions have property P . The dis-

crete model, (2.4.4), is dynamically consistent with respect to property P if

it and/or its solutions also has property P .

2.5 Nonstandard finite difference method

The Nonstandard finite difference (NSFD) scheme, a numerical discretization

method invented by Mickens [80, 81, 82], is especially designed to capture the
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essential qualitative features of the corresponding continuous-time dynamical

system being discretized. Usually, these continuous dynamical systems are

formulated using systems of non-linear differential equations, whose exact

solution, if at all exists, is very difficult to determine. This compels the use

of numerical methods, preferably, those that best approximate and replicate

the basic properties of the continuous systems. The NSFD schemes do not,

in general, suffer from the instabilities and/or convergence to spurious zeros

of standard finite-difference methods (such as the explicit forward-Euler and

Runge-Kutta methods), as observed in [43, 49, 81, 90]. Further details of the

mathematical framework are given in [5, 7].

A finite difference method is NSFD if it satisfies the following rules [7, 80]:

Rule 1 The orders of the discrete derivatives should be equal to the orders of

the corresponding derivatives of the differential equations.

Rule 2 The traditional denominator, h is replaced by a non-negative function,

ϕ(h) such that ϕ(h) = h+O(h2) as h→ 0.

Rule 3 Nonlinear Nonlinear terms are approximated in a nonlocal way, i.e. by

a suitable function of several points of the mesh.

Rule 4 Special conditions that hold for either the differential equation and/or

its solutions should also hold for the difference equation model and/or

its solutions.



CHAPTER 3

SIS MODEL

3.1 Introduction

The aim of this chapter is to construct and analyze a reliable numerical

method for solving an SIS model (where infection with the disease does not

confer permanent immunity against re-infection so that those who survived

the infection revert to the class of wholly-susceptible individuals [55]) with

discrete time delay. Although the SIS model with time delay has been studied

in the literature (see, for instance [25, 59, 60, 91, 104] and some of the refer-

ences therein), some of the pertinent aspects of the analyses are unreported.

As discussed in Chapter 1, disease transmission models are usually designed

by splitting the total population of interest at time t, denoted by N(t), into

mutually-exclusive epidemiological compartments based on the infection sta-

tus of the members of the population. The simplest of such models take the

form of an SIS model where N(t) is split into compartments of susceptible

individuals (S(t)) and infected individuals (I(t)), so that N(t) = S(t)+ I(t).

Diseases, such as Meningitis, Gonorrhea, Influenza, Chagas, Rocky moun-

tain, Malaria and Sleeping sickness, can be modeled using an SIS framework

[54, 58]. Numerous classical SIS models, using different assumptions on de-

mographic and incidence parameters,are widely studied in the literature in



Epidemic models & Numerics with/without Delay 26

[58, 108, 119] and the references therein.

Infection occurs following effective contact between an infectious individ-

ual and a susceptible individual. There is often a time lag (delay) before the

newly-infected individual become infectious (typically at the end of the incu-

bation period, when the infected individual displays clinical symptoms of the

disease). In other words, time delay is used to represent a latent period (in-

cubation period), maturation time or wearing time of immunity [25, 59, 104].

Compartmental models with time delay are known to generally exhibit com-

plex dynamic of behaviour (including sustained oscillations associated with

the (Hopf) bifurcation of an EE into a limit cycle [47, 57, 69, 113]). More-

over, the explicit solutions of such models are formulated using systems of

non-linear differential equations, whose exact solution, if at all exists, are

very difficult (or impossible) to compute in close form. This necessitate the

use of numerical methods, preferably, those that best approximate and repli-

cate the basic properties of the governing continuous-time systems. Time

delays have also been used in other biological and non biological studies,

such as respiratory system [109] tumor growth [110], chemostat models [118]

and neural networks [19].

The main objective of this chapter is two-fold. The first is to quali-

tatively analyze the SIS delay differential equation system ((3.3.1)-(3.3.2)).

The second is to construct a robust numerical method for approximating its

solution. For the later objective, a reliable numerical method (NSFD scheme)

for a linear delay differential equation is designed for solving some classes of

epidemiological models (including an SIS delay model). It is shown, theoret-

ically and computationally, that the NSFD scheme is dynamically consistent

with respect to the asymptotic stability of the trivial equilibrium solution

of the continuous time model. The NSFD scheme has been extended to a

logistic epidemic model and finally to SIS delay model in a reliable manner.

Before studying the DDE system (3.3.1)-(3.3.2), it is instructive to study

the non-delayed model (3.2.1), for comparison purposes. This is done in

Section 3.2. Afterwards, in Section 3.3, we consider the complete qualitative

and quantitative analysis of the SIS model with discrete delay. Section 3.4

is based on the construction of dynamically consistent NSFD scheme for
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SIS model with delay (starting, first, with setting down the foundation by

analyzing a linear delay differential equation, followed by nonlinear logistic

epidemiological delay logistic model). Numerical simulations are provided

for each of these cases to illustrate the theoretical results derived.

3.2 SIS model without time delay

As stated earlier, the focus of this chapter is to study the dynamics of an

SIS model with discrete time delay. However, to make the presentation self-

contained, it is outlined, in this section, some of the key facts and notations

that will later be used in future (regarding the SIS model without delay).

The non-delayed SIS model is given by the following deterministic system of

nonlinear differential equations [18, 55]:

dS(t)

dt
= Π+ γI(t)− βS(t)

I(t)

N(t)
− µS(t),

dI(t)

dt
= βS(t)

I(t)

N(t)
− (γ + µ+ δ)I(t),

(3.2.1)

where

I Π is the constant recruitment rate of individuals by birth and immi-

gration;

I β is the effective contact rate;

I µ is the natural death rate;

I δ is the disease-induced death rate;

I γ is the transition rate from the infected class to susceptible class. It

can also stand for assumed rate of loss of infection-acquired immunity.

The term βSI/N is the incidence rate. It measures the average number

of susceptible individuals infected by infectious person per contact per unit
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of time. The system (3.2.1) is to be solved subject to the following initial

conditions:

S(0) = S0 ≥ 0, I(0) = I0 ≥ 0. (3.2.2)

γ 
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Figure 3.1: Schematic diagram of an SIS model.

The flow chart of the non-delayed SIS model (3.2.1) is given in Figure 3.1.

Adding the equations in (3.2.1), gives

dN(t)

dt
= Π− µN(t)− δI(t). (3.2.3)

Qualitative analysis

The following standard results hold for the model (3.2.1) [18, 55, 108, 119]:

Theorem 3.2.1 (i) The model (3.2.1) is a dynamical system in the bio-

logical feasible region

Γ =

{
(S, I) ∈ R2

+ : S + I ≤ Π

µ

}
. (3.2.4)

(ii) The basic reproductive number of the model is given by

R0 =
β

δ + γ + µ
. (3.2.5)
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(iii) If R0 ≤ 1, then the DFE, given by

E0 = (S∗, I∗) = (Π/µ, 0), (3.2.6)

is GAS in Γ. When R0 > 1, the DFE is unstable and there exists a

unique EE, given by

E1 = (S∗∗, I∗∗) =

(
Π

µ+ (δ + µ)(R0 − 1)
,

Π(R0 − 1)

µ+ (δ + µ)(R0 − 1)

)
,

(3.2.7)

which is GAS in Γ.

Theorem 3.2.1 shows that the model (3.2.1) undergoes a transcritical bifur-

cation at R0 = 1. Furthermore, the unique EE (E1) collapses into the DFE

(E0) at R0 = 1 (the bifurcation point).

Nonstandard finite difference method

Although the SIS model is simple, it cannot be solved explicitly (in terms

of elementary functions of S(t) and I(t)) owing to its nonlinearity. Thus, its

solution has to be obtained numerically. In this section, we present an NSFD

scheme which captures the essential qualitative properties of the SIS model

(3.2.1). The equations of the model (3.2.1) are descritized in the following

way (see [73]):

Sn+1 − Sn

ϕ(∆t)
= Π + γIn −

βInSn+1

Sn+1 + In
− µSn+1,

In+1 − In
ϕ(∆t)

=
βInSn+1

Sn+1 + In
− γIn − (δ + µ)In+1,

(3.2.8)

where Sn ≈ S(tn) and In ≈ I(tn) are the approximations of number of

susceptible and infective individuals, respectively, at time tn = n∆t, respec-

tively. Furthermore, ∆t > 0 is the step size. Also, ϕ(∆t) is any complex

denominator function satisfying the asymptotic relation

ϕ(∆t) = ∆t+O(∆t2). (3.2.9)
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In practice, we will use [81]

ϕ = ϕ(∆t) ≡ ϕ(h) =
1− e−µh

µ
, (3.2.10)

or,

ϕ(h) =
1− e−(µ+γ+δ)h

µ+ γ + δ
. (3.2.11)

It should be mentioned that the complex denominator functions in (3.2.10)

and (3.2.11) are obtained from the conservation law (3.2.3) as follows:

dN(t)

dt
= Π− µN(t)− δI(t),

≥ Π− (µ+ δ + γ)N(t).
(3.2.12)

Adding the equations in (3.2.8) shows that the NSFD replicates the conser-

vation law (3.2.3) in the form

Nn+1 −Nn

ϕ(h)
= Π− µNn+1 − δIn+1. (3.2.13)

More generally, the discrete analog of Theorem 3.2.1 is summarized below

[73, 103]:

Theorem 3.2.2 The NSFD scheme (3.2.8) is dynamically consistent with

respect to the qualitative properties of the SIS model (3.2.1), stated in Theo-

rem 3.2.1, in the following specific ways:

(i) The NSFD scheme (3.2.8) is a dynamical system in the biological fea-

sible region Γ.

(ii) The fixed points of the NSFD scheme (3.2.8) are precisely the equilibria

of the continuous model (3.2.1).

(iii) The disease-free fixed point,

E0 = (S∗, I∗) = (Π/µ, 0), (3.2.14)

is GAS in Ω if R0 ≤ 1.
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(iv) If R0 > 1, the disease-free fixed point is unstable and there is a unique

endemic fixed point

E1 = (S∗∗, I∗∗) =

(
Π

µ+ (δ + µ)(R0 − 1)
,

Π(R0 − 1)

µ+ (δ + µ)(R0 − 1)

)
,

(3.2.15)

which is LAS.

Consider now, the model (3.2.1) with δ = 0. Adding the equations in

(3.2.1), with δ = 0, we have

dN(t)

dt
= Π− µN(t),

so that N(t) = Π
µ
as t→ ∞. Thus, it can be remarked that the SIS model

(3.2.1), with δ = 0, is equivalent to the logistic equation given by

dI(t)

(dt)
= β

(
1− 1

R0

)(
1− I(t)

N(1− 1
R0

)

)
I(t). (3.2.16)

The exact solution of the logistic model (3.2.16) is given by [54], with N(t) =
Π
µ
,

I(t) =

Π
µ
(1− 1

R0
)I0

I0 +
[
Π
µ
(1− 1

R0
)− I0

]
e
−β(1− 1

R0
)t
. (3.2.17)

Similarly, the exact numerical scheme for (3.2.16) is given by [73]

In+1 − In
ϕ

= β

(
1− 1

R0

)(
1− In+1

Π
µ
(1− 1

R0
)

)
In, (3.2.18)

where the denominator function,

ϕ ≡ ϕ(h) =
1− exp[−|β(1− 1

R0
)|h]

|β(1− 1
R0

)|
,

satisfies the asymptotic relation (3.2.9).
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3.3 SIS model with discrete time delay

To account for effect of latency in disease transmission, the non-delayed SIS

model (3.2.1) is extended to include time delay, denoted by τ > 0, resulting

in the following delay differential equation (DDE) system [59, 91, 119]:

dS(t)

dt
= Π+ γI(t)− βI(t− τ)S(t)e−µτ

N(t)
− µS(t),

dI(t)

dt
=
βI(t− τ)S(t)e−µτ

N(t)
− (γ + δ + µ)I(t).

(3.3.1)

The parameters (noting the addition of τ > 0, the discrete time delay) and

variables of the delayed SIS model (3.3.1) have the same meaning as those

for the non-delayed SIS model (3.2.1). However, it is worthwhile noting

henceforth that:

I I(t−τ) is the population of individuals who were infected at time (t−τ)
and become infectious after τ units of time have elapsed;

I e−µτ is the probability that a newly-infected individual survives natural

death (µ) during the time τ period, and become infectious.

Moreover, the initial conditions (3.2.2) must be replaced by

S(t) = ψ1(t), I(t) = ψ2(t), t ∈ [−τ, 0]. (3.3.2)

3.3.1 Basic properties of continuous-time delayed sys-

tem

As a consequence to the way the analysis of delay differential equations sys-

tem are scattered, and in view of our future quest of constructing a dynami-

cally consistent discrete delay scheme, it is of paramount importance to study

the qualitative properties of the continuous model in full detail. We start by

proving the well-posedness of the model (3.3.1)-(3.3.2), as below.

Theorem 3.3.1 Assume that the initial function ψ = (ψ1, ψ2) ≥ 0 is of

class C0([−τ, 0],R2) and satisfies 0 ≤ ψ1 + ψ2 ≤ Π
µ
. Then, there exists a
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unique solution X ≡ (S, I) ≥ 0 of class C0 ([−τ,+∞), R2)
∩
C1 ((0,+∞), R2)

of (3.3.1)-(3.3.2) such that 0 ≤ S + I ≤ Π
µ
.

Proof. By the fundamental theorem of calculus, the DDE system (3.3.1)-

(3.3.2) is equivalent to the following system of integral equations [51]:

S(t) =

{
ψ1(t), for t ∈ [−τ, 0],
ψ1(0) +

∫ t

0
f1[S(u), I(u− τ), I(u)]du, for t > 0,

(3.3.3)

I(t) =

{
ψ2(t), for t ∈ [−τ, 0],
ψ2(0) +

∫ t

0
f2[S(u), I(u− τ), I(u)]du, for t > 0,

(3.3.4)

where

f1[S(u), I(u− τ), I(u)] = Π− βI(u− τ)S(u)e−µτ

N(u)
− µS(u) + γI(u),

f2[S(u), I(u− τ), I(u)] =
βI(u− τ)S(u)e−µτ

N(u)
− (γ + δ + µ)I(u).

(3.3.5)

Let T = (T1, T2) be an operator that transforms the function X = (S, I)

into Y = T X = (T1X, T2X) defined for every t ∈ (0,+∞) through (3.3.2)

and (3.3.1) as follows:

(T1X)(t) = ψ1(0)) +

∫ t

0

f1 [S(u), I(u− τ), I(u)] du,

(T2X)(t) = ψ2(0) +

∫ t

0

f2 [S(u), I(u− τ), I(u)] du.

(3.3.6)

It follows that solving the DDE system (3.3.1)-(3.3.2) is equivalent to finding

the fixed points of the operator T :

X = T X. (3.3.7)

The fixed points of the system (3.3.7) are obtained via the following stages:

Stage 1: In this stage, (which follows Theorem 2.3 in [51]), the existence of

a local solution is proved. We employ the Banach contraction principle [117],
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following the structure in [66].

Given r > 0, let B = B(ψ(0), r) ⊂ R2 be the closed ball with center ψ(0)

and radius r. Furthermore, for T > 0 and q > 0, let Cq
(
[−τ, T ],B

)
be the

set of continuous functions from [−τ, T ] into B, which is a complete metric

space under the metric defined, for any y,w ∈ Cq
(
[−τ, T ],B

)
, by

dq(y,w) := sup
−τ≤t≤T

e−qt||y(t)−w(t)||.

We show below that there exist T and q such that the operator T is a con-

traction from Cq
(
[−τ, T ],B

)
into Cq

(
[−τ, T ],B

)
. For any y ∈ Cq

(
[−τ, T ],B

)
,

we have by (3.3.6)

||T (y)(t)−ψ(0)|| ≤
∫ t

0

||f(y1(u), y2(u− τ), y2(u))||du,

≤ T sup
x∈B

||f(y1(x), y2(x− τ), y2(x))||,

where T is chosen to be

T :=
r

sup
x∈B

||f(y1(x), y2(x− τ), y2(x))||
.

This shows that T operates from Cq
(
[−τ, T ],B

)
into Cq

(
[−τ, T ],B

)
.

Fix y,w ∈ Cq
(
[−τ, T ],B

)
. Since the function f in (3.3.5) is Lipschitz on B

(with Lipschitz constant LB), it follows that:

||T (y)(t)− T (w)(t)|| ≤
∫ t

0

||f(y(s))− f(w(s))||ds,

≤ LB

∫ t

0

||y(s)−w(s)||ds,

= LB

∫ t

0

eqse−qs||y(s)−w(s)||ds,

≤ LB||y −w||Cq([−τ,T ],B)

∫ t

0

eqsds,

= LB

(
eqt − 1

q

)
||y −w||Cq([−τ,T ],B).
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Thus,

e−qt||T (y)(t)− T (w)(t)|| ≤ LB

q
||y −w||,

and taking the supremum of both sides gives

dq(T (y), T (w)) ≤ LB

q
dq(y,w).

For the choice of q > LB, the operator T is a contraction. Hence, by

Banach contraction principle, there exists a unique fixed point of T (and,

thus, a unique local solution of the DDE system (3.3.1)).

Stage 2: The second stage of the proof is based on using Theorem 3.1 in

[51]. We show that whenever the solution exists at some time t, it satisfies

some apriori estimate, namely 0 ≤ S(t), 0 ≤ I(t) and S(t) + I(t) ≤ Π
µ
. This

is specifically done in Theorem 3.3.2 and Theorem 3.3.3 below.

Stage 3: The final (third) stage is to establish the global existence result

and is covered by Theorem 3.3.4 below. �

The following result, which is needed in the proof of Theorem 3.3.1, re-

flects a qualitative property of the solution.

Theorem 3.3.2 Whenever it exists, the solution S(t), I(t) of the DDE sys-

tem (3.3.1) corresponding to the non-negative initial data (3.3.2), remains

non negative for all t > 0.

Proof. Assume that S(t) > 0 and I(t) > 0, for all t ∈ [−τ, 0]. Let t0 =

sup{t > 0 : S(t) > 0} and t˜0 = sup{t > 0 : I(t) > 0}.
We claim that t0 = +∞ and t˜0 = +∞. Assume, by contradiction, that

t0 < +∞ and t˜0 < +∞ or t0 < +∞ and t˜0 = +∞ or t0 = +∞ and t˜0 < +∞.

We deal with the case when t0 < +∞ and t˜0 < +∞, other cases being

relatively easy. By continuity S(t) changes sign at least once in the interval

[t0,+∞) and I(t) also changes sign at least once in the interval [t˜0,+∞). Let

t1 ∈ [t0,+∞) be the first real number such that S(t1) = 0 and t˜1 ∈ [t˜0,+∞)
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be the first real number such that I(t˜1) = 0. Without loss of generality, we

assume that t1 ≤ t˜1. Hence,
S(t) ≥ 0, ∀ 0 < t < t1, S(t1) = 0 and S ′(t1) ≤ 0.

It follows from the first equation in (3.3.1) that

S ′(t1) = Π + γI(t1) > 0.

But t1 is extremum of S so that S ′(t1) = 0, which is a contradiction. There-

fore, t0 = +∞ and t˜0 = +∞. �

The result below is a qualitative property of the model (3.3.1), namely

the a priori estimate needed in the proof of Theorem 3.3.1.

Theorem 3.3.3 Whenever it exists, the solution S(t), I(t) ≥ 0 of (3.3.1)

corresponding to non negative initial data (3.3.2) such that ψ1 + ψ2 ≤ Π
µ

belong to the compact set Γ.

Proof. Assume that (3.3.1) has a non negative solution X = (S, I). From

the conservation law (3.2.3), we have

dN

dt
≤ Π− µN.

It follows from the Gronwall lemma [48] that

N(t) ≤ N(0)e−µt − Π

µ

(
e−µt − 1

)
=

(
N(0)− Π

µ

)
e−µt +

Π

µ
.

Hence,

0 ≤ N(t) = S(t) + I(t) ≤ Π

µ
, if 0 ≤ N(0) ≤ Π

µ
.

�
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Theorem 3.3.4 Let the initial function ψ be as in Theorem 3.3.1. Consider

the sequence of times (Tm)m≥0 defined by

Tm =
mΠ

µ

sup
x∈Γ

||f(y1(x), y2(x− τ), y2(x))||
.

Then there exists a sequence of functions

Y m : [Tm − τ, Tm+1] → Γ,

such that each Y m is the unique solution of the model (3.3.1) on the interval

[Tm, Tm+1] and satisfies the compatibility conditions

Y 0(t) = ψ(t), for t ∈ [−τ, 0]
Y m(t) = Y m−1(t), for t ∈ [Tm − τ, Tm+1] m = 1, 2, 3, · · · .

Consequently, the function

Y :=
∪
m≥0

Y m : [−τ,+∞) → Γ,

is the global solution of the model (3.3.1)-(3.3.2).

Proof. The construction of the sequence (Y m)m≥0 is done by mathemati-

cal induction. The function Y 0 is obtained, as in the proof of the second step

of Theorem 3.3.1, by applying Banach contraction principle to the operator

T in (3.3.6) defined on Cq ([−τ, T1],Γ).
Assume that the function Y m ∈ Cq ([Tm − τ, Tm+1],Γ) satisfying the com-

patibility condition is constructed. Then the function

Y m+1 ∈ Cq ([Tm+1 − τ, Tm+2],Γ) is constructed as follows:

We modify the operator T in (3.3.6) into

(T X)(t) = Y m(Tm+1) +

∫ t

Tm+1

f [X1(u), X2(u− τ), X2(u)] du,

for X ∈ Cq ([Tm+1 − τ, Tm+2],Γ).

Following the procedure in the proof of the second step of Theorem 3.3.1,

it is easy to show that for a suitable choice of q, the operator T is a contrac-

tion on Cq ([Tm+1 − τ, Tm+2],Γ). This proves the existence and uniqueness of

Y m+1. �



Epidemic models & Numerics with/without Delay 38

Remark 3.3.1 Theorem 3.3.1 is the analog of Part (i) of Theorem 3.2.1 for

the DDE system (3.3.1).

The rest of this subsection is devoted to the qualitative analysis of the

system (3.3.1). Let us first find its equilibrium points. To this end, we set the

right hand side of (3.3.1) to be zero; we want to find (S∗∗, I∗∗) in Γ defined

in (3.2.4) such that

Π + γI∗∗ − βI∗∗S∗∗e−µτ

S∗∗ + I∗∗
− µS∗∗ = 0,

βI∗∗S∗∗e−µτ

S∗∗ + I∗∗
− (γ + δ + µ)I∗∗ = 0.

(3.3.8)

Note that at equilibrium I(t− τ) = I(t) = I∗∗. At DFE (I∗∗ = 0), we have

E0 = (S∗, I∗) = (Π/µ, 0). (3.3.9)

However, in the presence of disease, i.e. I∗∗ ̸= 0, solving (3.3.8) for the EE,

[E1 = (S∗∗, I∗∗)], from the second equation we have:[
βS∗∗e−µτ

S∗∗ + I∗∗
− (γ + δ + µ)

]
I∗∗ = 0.

Therefore,
βS∗∗e−µτ

(S∗∗ + I∗∗)(γ + δ + µ)
− 1 = 0.

Hence,

I∗∗ = S∗∗
[

βe−µτ

(γ + δ + µ)
− 1

]
. (3.3.10)

Substituting (3.3.10) into the first equation of (3.3.8), and simplifying for

S∗∗, gives:

S∗∗ =
Π

( βe−µτ

(γ+δ+µ)
− 1)(γ + δ + µ)− γ( βe−µτ

(γ+δ+µ)
− 1) + µ

,

=
Π

( βe−µτ

(γ+δ+µ)
− 1)(δ + µ) + µ

.

(3.3.11)
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Substituting (3.3.11) into (3.3.10) gives

I∗∗ =
Π( βe−µτ

(γ+δ+µ)
− 1)

( βe−µτ

(γ+δ+µ)
− 1)(δ + µ) + µ

. (3.3.12)

Therefore, the EE is given by

E∗ = (S∗∗, I∗∗) =

(
Π

(R0(τ)− 1)(δ + µ) + µ
,

Π(R0(τ)− 1)

(R0(τ)− 1)(δ + µ) + µ

)
.

(3.3.13)

Hence, the unique EE exists only whenever βe−µτ

δ+γ+µ
> 1 and no equilibrium

otherwise.

From (3.3.11) - (3.3.12), we single out the expression

R0(τ) =
βe−µτ

δ + γ + µ
, (3.3.14)

which, apart from helping to determine the existence or nonexistence of an

EE, is the threshold quantity for the stability as seen in Theorem 3.3.5 below.

Here, the quantity R0(τ), basic reproduction number, is the product of

the infection rate βe−µτ and the average duration of infectiousness ( 1
δ+γ+µ

).

To determine the local asymptotic stability of an arbitrary equilibrium

of the DDE system (3.3.1), we linearize the system about this equilibrium

point [24, 102]. More precisely, Taylor expansion of the right hand side with

respect to dependent variables S(t), I(t), I(t− τ) yields:
dŜ(t)
dt

dÎ(t)
dt

 = A

 Ŝ(t)

Î(t)

Î(t− τ)

 , (3.3.15)

where Ŝ(t) = S(t)− S∗, Î(t) = I(t)− I∗ and

A =

 −βe−µτ I∗2

(S∗+I∗)2
− µ βe−µτS∗I∗

(S∗+I∗)2
+ γ −βe−µτS∗

(S∗+I∗)

βe−µτ I∗2

(S∗+I∗2)2
−βe−µτS∗I∗

(S∗+I∗)2
− (γ + δ + µ) βe−µτS∗

(S∗+I∗)

 .
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Thus, assuming solutions of the form S˜(t) = c1e
λt and I˜(t) = c2e

λt, where

c1, c2 are constants and λ is a complex number, Equation (3.3.15) gives:

[
c1λe

λt

c2λe
λt

]
= A

 c1e
λt

c2e
λt

c2e
λte−λτ

 . (3.3.16)

Let J1 =

 −βe−µτ I∗2

(S∗+I∗)2
− µ βe−µτS∗I∗

(S∗+I∗)2
+ γ

βe−µτ I∗2

(S∗+I∗)2
−βe−µτS∗I∗

(S∗+I∗)2
− (γ + δ + µ)

 and

J2 =

 0 −βe−µτS∗

(S∗+I∗)

0 βe−µτS∗

(S∗+I∗)

 ,
then (3.3.16) can be further simplified to give[

λI− J1 − e−λτJ2
]
Ĵ = 0,

where I is the identity matrix of order 2, Ĵ = [c1e
λt c2e

λt]T and 0 is 2 ×
1 zero matrix. Hence for nontrivial solution (i.e. Ĵ ̸= 0), the following

transcendental/characteristic equation in λ, must be solved:

det(λI− J1 − e−λτJ2) = 0. (3.3.17)

It should be noted that the local asymptotic stability of equilibrium is

determined by showing that all the roots of (3.3.17) have negative real parts.

We claim the following result which is in line with the one in [11, 59, 60].

Theorem 3.3.5 Consider, the DDE system (3.3.1)-(3.3.2).

(a) The DFE,

E0 = (S∗, I∗) = (Π/µ, 0), (3.3.18)

is LAS if R0(τ) < 1 and unstable if R0(τ) > 1 for all τ ≥ 0.

(b) For R0(τ) > 1, we have two possibilities depending on the disease in-

duced death rate δ:
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(i) If δ = 0, then the unique EE (3.3.13), is LAS for all τ ≥ 0.

(ii) If δ > 0, there exists a critical value τ ∗ of the delay such that the

EE is LAS for τ ∈ (0, τ ∗), while there will be periodic solutions

(stability switches) around the point EE, as τ > τ ∗ increases.

The proof of Theorem 3.3.5 is based on the following results in [11, 24]:

Lemma 3.3.1 Consider the transcendental equation in (3.3.17) expressed as

G(λ) = P (λ) +Q(λ)e−λτ = 0, (3.3.19)

where P (λ) and Q(λ) are polynomials in λ. Assume that for τ = 0 each root

λ of G(λ) = 0 is such that Reλ < 0 . Assume further that for τ > 0 there is

no purely imaginary root, λ = ±iy, y > 0, of the polynomial (3.3.19). Then

any root λ of (3.3.19) satisfies the relation Reλ < 0 for all τ ≥ 0. However,

if there is any purely imaginary root then any root λ of (3.3.19) satisfies the

relation Reλ < 0 for τ ∈ (0, τ ∗).

Before we prove this result, it is worth noting that the second and third as-

sumptions in Lemma 3.3.1 are needed to guarantee the finite “exit”, if there

is any, for roots to cross from the left half plane to the right and vice versa

for any given τ .

Proof. (a) At the DFE, E0 = (S0, I0) = (Π
µ
, 0), the transcendental equa-

tion (3.3.19) gives

P (λ) = λ2 + λK1 +K2,

Q(λ) = −(λ+ µ)K3R0(τ),

with K1 = K3 + µ, K2 = µK3, K3 = γ + δ + µ.

If τ = 0, then the polynomial in (3.3.19) becomes

λ2 + λ[µ+K3(1−R0(τ))] +K2(1−R0(τ)) = 0.

It follows from Descartes Rule of Signs that all the roots of (3.3.19) have

negative real parts whenever R0(τ) < 1 for all τ ≥ 0. Furthermore, without
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loss of generality, assume λ = iy, y > 0 is a root of the polynomial (3.3.19),

we have

−y2 + iyK1 +K2 = (iy + µ)K3R0(τ)e
−iyτ . (3.3.20)

Separating the real and imaginary parts, (3.3.20) gives

−y2 +K2 = yK3R0 sin yτ + µK3R0 cos yτ ,

yK1 = yK3R0 cos yτ − µK3R0 sin yτ .
(3.3.21)

Simplifying further by squaring and adding the equations in (3.3.21), we have

y4 + y2[µ2 +K2
3(1−R0(τ)

2)] + µ2K2
3(1−R0(τ)

2) = 0, (3.3.22)

Therefore, according to Descartes Rule of Signs, equation (3.3.22) has no

positive real root y. Consequently, the transcendental equation (3.3.19) has

no purely imaginary roots. Hence, any root λ of (3.3.19) satisfies the relation

Reλ < 0 for all τ ≥ 0 when R0(τ) < 1.

(b)(i) At the EE, with δ = 0, the point is given by

E1 = (S∗∗, I∗∗) =
(

Π
[(R0(τ)−1)+1]µ

, S∗(R0(τ)− 1)
)
while R0(τ) =

βe−µτ

γ+µ
. The

polynomials in Equation (3.3.19) are given as

P (λ) = λ2 + (2µ+ γ +K5R0(τ))λ+ µγ + µ2 + µK5R0(τ),

Q(λ) = −(λ+ µ)K4,

and K4 = βe−µτ

R0(τ)
, K5 = K4(R0(τ)−1)

R0(τ)
. Suppose τ = 0. Then (3.3.19) can be

simplified to

G(λ) = λ2 + [µ+K4(R0(τ)− 1)]λ+ µK4(R0(τ)− 1). (3.3.23)

Again it follows from Descartes Rule of Signs that (3.3.19) has roots with

negative real parts whenever R0(τ) > 1. Also, as in (a) above, substituting

λ = iy in the polynomial (3.3.19), and simplifying, gives

− y2 + (2µ+ γ +K5R0(τ))iy + µγ + µ2 + µK5R0(τ)

= (iy + µ)K4R0(τ)(cos yτ − i sin yτ).
(3.3.24)
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Separating the real and imaginary parts of Equation (3.3.24) gives

−y2 + µγ + µ2 + µK5R0(τ) = yK4R0 sin yτ + µK4R0 cos yτ ,

(2µ+ γ +K5R0(τ))y = yK4R0 cos yτ − µK4R0 sin yτ .
(3.3.25)

Further simplifications and squaring, and adding the equations in (3.3.25),

gives

y4 + [µ2 +K2
4(R0(τ)

2 − 1)]y2 + µ2K2
4(R0(τ)

2 − 1) = 0, (3.3.26)

Once again, Descartes Rule of Signs imply that (3.3.26) has no positive real

roots whenever R0(τ) > 1. As a result, the transcendental equation (3.3.19)

has no purely imaginary roots, hence any root λ of (3.3.19) satisfies the

relation Reλ < 0 for all τ ≥ 0 when R0(τ) > 1.

(ii) To prove the stability of EE when δ > 0, the polynomials in Equation

(3.3.19) are, again, given as

P (λ) = λ2 + (2µ+ γ + δ +K5R0(τ))λ+ µγ + µ2 + µδ + (µ+ δ)K5R0(τ),

Q(λ) = −(λ+ µ)K4.
(3.3.27)

Therefore, when τ = 0, the transcendental equation (3.3.19) becomes

G(λ) = λ2 + [µ+K4(R0(τ)− 1)]λ+ (µ+ δ)K4(R0(τ)− 1). (3.3.28)

It also follows from Descartes Rule of Signs that all the roots of (3.3.19) have

negative real parts whenever R0(τ) > 1. Using similar approach as in b(i)

above, assuming λ = iy is a root of the polynomial (3.3.19), then it implies

that

− y2 + (2µ+ γ + δ +K5R0(τ))iy + µ(γ + δ) + µ2 + (µ+ δ)K5R0(τ)

= (iy + µ)K4R0(τ)(cos yτ − i sin yτ).
(3.3.29)

Separating the real and imaginary parts, Equation (3.3.29) can be re-written

as

−y2 + µ(γ + δ) + µ2 + (µ+ δ)K5R0(τ) = yK4R0 sin yτ + µK4R0 cos yτ ,

(2µ+ γ + δ +K5R0(τ))y = yK4R0 cos yτ − µK4R0 sin yτ ,
(3.3.30)
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which can be simplified as:

y4 + [µ2 +K4(R0(τ)− 1)[K4(R0(τ)− 1)− 2δ]]y2

+ (µ+ δ)K2
4(R0(τ)− 1)[2µ+ (R0(τ)− 1)(µ+ δ)] = 0.

(3.3.31)

With R0(τ) > 1, there are two possibilities with regard to the sign of the

coefficient of y2 in the polynomial (3.3.31):

(iia) If µ2 + K4(R0(τ) − 1)[K4(R0(τ) − 1) − 2]δ > 0, then (3.3.31) has no

positive real roots, therefore the equation (3.3.19) has no imaginary

roots. Hence the real parts of all the roots in (3.3.19) are negative for

all τ ≥ 0.

(iib) The more interesting case is when µ2+K4(R0(τ)−1)[K4(R0(τ)−1)−
2δ] < 0, since according to Descartes Rule of Signs there are at most two

or zero positive real roots in (3.3.19). Therefore, there exists a critical

delay value τ ∗ such that the EE is LAS for τ ∈ (0, τ ∗), while there will

be periodic solutions around the point EE, as τ > τ ∗ increases.

The critical delay, τ ∗, can be obtained by first simplifying Equation

(3.3.30) to have:

sin yτ =
−PRQI + PIQR

|Q|2
,

cos yτ = −PRQR + PIQI

|Q|2
,

(3.3.32)

where, PR = µ(γ+δ)+µ2+(µ+δ)K5R0(τ)−y2, PI = (2µ+γ+δ+K5R0(τ))y,

QR = −µK4, QI = −K4y and |Q|2 = Q2
R +Q2

I .

Therefore, we seek for a unique θ = yτ , with θ ∈ [0, 2π], that will satisfy

(3.3.32). Dividing the second equation of (3.3.32) by the first gives

θ = cot−1

(
− PRQR + PIQI

−PRQI + PIQR

)
. (3.3.33)

Hence the critical delay is given by

τ ∗ =
θ

y
, (3.3.34)
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where y is any positive root of the polynomial in (3.3.31).

In general, we obtain a sequence of positive values of τn, corresponding

to any positive root y, given by:

τn =
(θ + 2nπ)

y
, for n = 0, 1, 2, · · · . (3.3.35)

Thus, for fixed parameter values, and each positive root of (3.3.31), there

exists an integer k, such that τ ∗ = τ0 < τ1 < τ2 < · · · < τk−1 < τk, as τ varies

from 0 to τk, we have alternately, switching from stability, when 0 ≤ τ < τ0,

τ1 < τ < τ2, · · · , to instability when τ0 < τ < τ1, τ2 < τ < τ3 · · · , and back

to stability k times, and eventually, unstable for all τ > τk.

�

3.4 Towards the construction of NSFD scheme

for delayed SIS model

3.4.1 Main setting

As stated in Section 3.2, even though the SIS model without delay is simple,

it cannot be solved explicitly. The situation is even more challenging for the

case of the SIS model with time delay. The results stated in Section 3.3 are

strongly related, and come from the linearization of the SIS delay model

(3.3.1) about the equilibrium as shown in Equation (3.3.15). Using the rela-

tion Ŝ = N̂ − Î, the system (3.3.15) can be transformed to

dÎ

dt
=

[
−βe

−µτS∗I∗

(S∗ + I∗)2
− βe−µτI∗2

(S∗ + I∗)2
(N̂ − Î)(t)− (γ + µ)

]
Î(t)

+
βe−µτS∗

(S∗ + I∗)
Î(t− τ),

dN̂

dt
= Π− µN + δI(t).

(3.4.1)
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To motivate what follows, in (3.4.1), when δ = 0 and assuming the total

population N(t) is constant. The model (3.3.1) is reduced to

dI

dt
= βe−µτI(t− τ)

[
1− I(t)

N

]
− (γ + µ)I(t), (3.4.2)

and the linearized form of (3.4.2) is reduced to the scalar equation

dÎ

dt
= βe−µτ

[
1− I∗

N

]
Î(t− τ)−

[
βe−µτI∗

N
+ (γ + µ)

]
(Î)(t). (3.4.3)

In view of equation (3.4.3), the general setting of this constructive part is

therefore a linear delay differential equation (LDDE),

x′(t) = Ax(t) + Bx(t− τ) + f(t) t > 0,

x(t) = ϕ(t) t ∈ [−τ, 0],
(3.4.4)

where A and B are constants, while f : [0,+∞) → R and ϕ : [−τ, 0] → R
are continuous functions, with ϕ being the initial function.

The NSFD scheme consists of two time splits as follows:

(a) It is an exact scheme at the early time evolution −τ ≤ t ≤ τ, where τ

is the discrete value of the delay.

(b) Thereafter, it is a nonstandard finite difference (NSFD) scheme ob-

tained by suitable discretizations at the backtrack points.

The existence and uniqueness Theorem 3.3.4 applies to the linear delay

differential equation. However, given the specific nature of this equation, we

provide a well-posedness result of the LDDE (3.4.4), which is best fitted to

our numerical purpose.

Theorem 3.4.1 Let A, B be constants and f , ϕ are continuous functions,

with ϕ being the initial function, there exists a unique continuously differen-

tiable function x : [−τ,+∞) → R which solves LDDE (3.4.4). The solution

is represented by the Volterra integral equation

x(t) = ϕ(t), t ∈ [−τ, 0],

x(t) = eAtϕ(0) +

∫ t

0

eA(t−s)[Bx(s− τ) + f(s)]ds, t ≥ 0.
(3.4.5)
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Proof. We follow [51] and the integrating factor approach for the proof of

this Theorem as follows:

Assume, that f is a continuous function and ϕ is the initial function.

Multiplying the first equation in (3.4.4) by e−At, gives

e−At[x′(t)− Ax(t)] = e−At[Bx(t− τ) + f(t)].

Integrating both sides over the interval [0, t], gives∫ t

0

d

ds

(
e−Asx(s)

)
ds =

∫ t

0

e−As[Bx(s− τ) + f(t)]ds,

e−At[x(t)− x(0)] =

∫ t

0

e−As[Bx(s− τ) + f(t)]ds,

x(t) = eAtx(0) + eAt

∫ t

0

e−As[Bx(s− τ) + f(t)]ds,

butx(0) = ϕ(0),

hence,

x(t) = eAtϕ(0) +

∫ t

0

eA(t−s)[Bx(s− τ) + f(t)]ds.

To prove the uniqueness of solution, we use the principle of mathematical

induction as follows:

Assume first of all, that x(t) and y(t) are solutions of (3.4.4) such that

x(t) ̸= y(t) and the initial function is such that x(t) = y(t) = ϕ(t) for

t ∈ [−τ, 0].
Furthermore, consider the interval [(k − 1)τ, kτ ], for any k = 0, 1, 2, . . .. For

k = 0, the interval is given by [−τ, 0], the solution from the initial function

is x(t) = y(t) = ϕ(t). Assuming the solution is unique for any k so that

x(t) = y(t), for t ∈ [(k − 1)τ, kτ ].

Therefore, for any integer k+1, the interval is [kτ, (k+1)τ ], and the solution

(3.4.5), is given by

x(t)− y(t) =

∫ t

τ

eA(t−s)B[x(s− τ)− y(s− τ)]ds. (3.4.6)
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But for any s ∈ [kτ, (k + 1)τ ] we have s − τ ∈ [(k − 1)τ, kτ ]. Hence, it

follows from the assumption above, that x(s− τ) = y(s − τ) . Substituting

x(s− τ) = y(s− τ) into (3.4.6) gives

x(t)− y(t) =

∫ t

τ

eA(t−s)B[x(s− τ)− x(s− τ)]ds.

Hence,

x(t) = y(t), t ∈ [kτ, (k + 1)τ ].

Therefore, the solution is unique (x(t) = y(t)) at any interval [(k − 1)τ, kτ ],

for any k = 0, 1, 2, . . .. This proves the uniqueness of the solution.

�
Regarding the qualitative feature of (3.4.4), we consider the homogeneous

equation

x′(t) = Ax(t) +Bx(t− τ), (3.4.7)

in which we assume, without loss of generality, that A + B ̸= 0. Hence,

x = 0 is the only equilibrium point of (3.4.7). The associated characteristic

equation of (3.4.7) is given by

λ− A−Be−λτ = 0. (3.4.8)

The general Theorem 3.3.5 for stability applies to the LDDE. However, we

have, once again, a specific result due to Hayes (Theorem 13.8 in [10]), given

below.

Theorem 3.4.2 The equilibrium x = 0 is asymptotically stable, or equiva-

lently, all roots of (3.4.8) have their real parts strictly less than zero if, and

only if, the following two conditions hold:

(a) A < 1/τ ;

(b) A < −B <
√

(a1/τ)2 + A2 where a1 is the root of the equation a =

A tan a with 0 < a1 < π, a ∈ R, on the understanding that a1 = π/2 if

A = 0.



Epidemic models & Numerics with/without Delay 49

In the absence of delay (τ = 0) and if f ≡ 0, the LDDE (3.4.4) reduces

to

x′(t) = (A+B)x(t). (3.4.9)

Equation (3.4.9) is the well-known exponential equation [80], which is of

paramount importance from both the theoretical and numerical analysis

point of view in the study of dynamical systems, without delay, of the form

x′(t) = g(x), g(0) = 0. (3.4.10)

3.4.2 Combined exact and theta-NSFD schemes

The relevance of (3.4.9) from the constructive point of view hinges on the

explicit and implicit knowledge of its exact scheme, which is [80],

xn+1 − xn
(exp[(A+B)∆t]− 1)/(A+B)

= (A+B)xn, (3.4.11)

or

xn+1 − xn
[1− exp(−(A+B)∆t)]/(A+B)

= (A+B)xn+1, (3.4.12)

where xn denotes here and after an approximation of the solution x(t) at the

discrete time tn = n∆t, n = 0, 1, 2, . . ., ∆t being the time step size. Most

reliable nonstandard finite difference (NSFD) schemes for Equation (3.4.10)

are designed on the basis of the exact scheme (3.4.11) or (3.4.12), assuming

that (3.4.9) is the linearized equation of (3.4.10) about the trivial equilibrium.

We follow similar methodology, for a nonlinear delay differential equation.

For the time being, let us focus on the construction of NSFD scheme for the

linear delay differential equation (3.4.4).

The ideal situation is to produce its exact scheme. According to Theorem

1.1 in [80], an exact scheme is readily determined once the solution of the

continuous differential model is known. However, this theorem does not apply

here because the second formula in Theorem 3.4.1 is an integral equation,

which therefore does not give the solution explicitly. A further complication

with the numerical approximation of the delay differential equation (3.4.4),

already observed in the literature [9], is that the backtrack points (tn − τ),
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n ≥ 0, do not in general coincide with the grid points. To overcome these

difficulties, we proceed as in our paper [44] in which the underlying idea is

to use the following time splitting strategy:

(a) We design an exact scheme of (3.4.4) for early times t ∈ [−τ, τ ];

(b) When t > τ, we switch to the construction of a NSFD scheme.

This leads to the combined exact and θ-NSFD schemes below in which x̃n is
a suitable approximation of the solution at the backtrack points and ψ(∆t)
is a complex denominator function to be specified shortly:

xn+1 − xn
ψ(∆t)

=



Axn + 1
ψ(∆t)

∫ tn+1

tn
eA(tn+1−s)(Bϕ(s− τ) + f(s))ds, if tn+1 ≤ τ,

Axn +Bϕ(tn − τ) + f(tn), if tn ≤ τ < tn+1,

A [(1− θ)xn + θxn+1] +B [(1− θ)x̃n + θx̃n+1] + f(tn), if tn > τ.

(3.4.13)

To the best of our knowledge, exact schemes have never been constructed for

delay differential equations, while the design and implementation of NSFD

schemes for such problems are not well developed. We now explain step by

step of how the numerical scheme is constructed.

Let x(t) be the unique solution of equation (3.4.4) given in Theorem 3.4.1.

Considering the second equation at the discrete times tn+1 = (n+ 1)∆t and

tn = n∆t, we have

x(tn+1)− x(tn) = eAtn(eA∆t − 1)ϕ(0)

+

∫ tn

0

(eA∆t − 1)eA(tn−s)[Bx(s− τ) + f(s)]ds

+

∫ tn+1

tn

eA(tn−s)eA∆t[Bx(s− τ) + f(s)]ds.

(3.4.14)

Hence,

x(tn+1)− x(tn)
(eA∆t−1)

A

= A

[
eAtnϕ(0) +

∫ tn

0

eA(tn−s)(Bx(s− τ) + f(s))ds

]
+

AeA∆t

(eA∆t − 1)

∫ tn+1

tn

eA(tn−s)(Bx(s− τ) + f(s))ds.

(3.4.15)
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By using again the second equation in Theorem 3.4.1, Equation (3.4.15)

becomes

x(tn+1)− x(tn)

ψ1(∆t)
= Ax(tn) +

1

ψ1(∆t)

∫ tn+1

tn

eA(tn+1−s)(Bx(s− τ)

+ f(s))ds,

(3.4.16)

where,

ψ1(∆t) =
eA∆t − 1

A
= ∆t+O(∆t2). (3.4.17)

It follows, by applying the mean-value theorem to the integral in (3.4.16),

that there exists sn ∈ [tn, tn+1] such that

1

ψ1(∆t)

∫ tn+1

tn

eA(tn+1−s)(Bx(s− τ) + f(s))ds,

= [Bx(sn − τ) + f(sn)]
1

ψ1(∆t)

∫ tn+1

tn

eA(tn+1−s)ds,

= Bx(sn − r) + f(sn).

(3.4.18)

We consider three different cases regarding the time intervals.

Case 1: Suppose that tn+1 ≤ τ . Then s− τ ≤ tn+1− τ ≤ 0 for s ∈ [tn, tn+1].

It follows from the first equation in Theorem 3.4.1 that Equation (3.4.16)

reduces to the exact scheme:

x(tn+1)− x(tn)

ψ1(∆t)
= Ax(tn) +

1

ψ1(∆t)

∫ tn+1

tn

eA(tn+1−s)(Bϕ(s− τ)

+ f(s))ds.

(3.4.19)

Case 2: Suppose that tn+1 > τ ≥ tn. In this case, the initial condition

(given by the first equation of Theorem 3.4.1) can be used to show that

x(tn − τ) = ϕ(tn − τ).

Case 3: Suppose that tn > τ . In this case, the backtrack point tn − τ does

not necessarily coincide with a discrete time. Let n∗ be the positive integer

such that tn∗ ≤ tn − τ < tn∗+1. We consider

P (t) = xn∗+1

(
t− tn∗

∆t

)
− xn∗

(
t− tn∗+1

∆t

)
, (3.4.20)
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the Lagrange interpolation polynomial of degree one at the points (tn∗ , xn∗)

and

(tn∗+1, xn∗+1). We approximate x(tn − τ) as follows (see Figure 3.2):

 

 

0 tn*  tn- τ tn*+1 

t 

       x(tn*) 

 n 

 x(tn*+1) 
 
xn*+1 

  x 

x(t) 

P(t) 

xn*+1 

 

x(tn- τ) 

xn* 

Figure 3.2: Approximation of the delay term x(tn − τ).

x(tn − τ) ≃ x̃n := P (tn − τ).

To make the approximation more explicit, we note that by construction,

n∗ < n and n∗ is the integer part

[
tn − τ

∆t

]
of
tn − τ

∆t
. It should further be
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noted that n∗ =

[
tn − τ

∆t

]
= n−m− 1, where m ≡ m∆t =

[ τ
∆t

]
.

x̃n = xn∗+1

(
tn − τ − tn∗

∆t

)
− xn∗

(
tn − τ − tn∗+1

∆t

)
,

= xn∗+1

(
(n− n∗)∆t− τ

∆t

)
− xn∗

(
(n− n∗ − 1)∆t− τ

∆t

)
,

= xn−m

(
(m+ 1)∆t− τ

∆t

)
− xn−m−1

(
m∆t− τ

∆t

)
,

Setting u =
(m+ 1)∆t− τ

∆t
∈ [0, 1], gives

x̃n = uxn−m + (1− u)xn−m−1. (3.4.21)

In addition to (3.4.21), we consider the following approximation of x(tn+1−τ):

x̃n+1 = uxn−m+1 + (1− u)xn−m. (3.4.22)

The approximation in (3.4.21) or (3.4.22) is implicit or explicit according as

m = 0 or m > 0.

It follows from the above reasoning that the denominator function ψ1(∆t)

appeared naturally. However, for our numerical scheme to capture the param-

eter values of the continuous model (3.4.4), we use the denominator function

ψ2(∆t) =
∆t

1 + (Q∆t)3
= ∆t+O(∆t3), (3.4.23)

whereQ ≥ |A|+|B|. Indeed, the denominator function in (3.4.23) involves the

underlying parameters A and B instead of the function ψ1(∆t) in (3.4.17)

and (3.4.16). Hence, using the weighted average of (3.4.21) and (3.4.22)

through a parameter value θ ∈ [0, 1], Equation (3.4.16) is approximated by

xn+1 − xn
ψ2(∆t)

= A [(1− θ)xn + θxn+1] +B [(1− θ)x̃n + θx̃n+1]

+ [(1− θ)f(tn) + θf(tn+1)].

(3.4.24)

It can be observed that when θ = 0, 1/2 and 1, we have the nonstandard

version of the forward Euler method, trapezoidal rule and backward Euler
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method, respectively. To put the three cases together, we introduce the

denominator function

ψ(∆t) =

{
ψ1(∆t), in Cases 1 and 2

ψ2(∆t), in Case 3.
(3.4.25)

Assume that the exact solution x(t) is smooth enough and has bounded

derivatives, leads to the following combined exact and NSFD results:

Theorem 3.4.3 The combined Exact-NSFD scheme

xn+1 − xn
ψ(∆t)

=



Axn + 1
ψ(∆t)

∫ tn+1

tn
eA(tn+1−s)(Bϕ(s− τ) + f(s))ds, if tn+1 ≤ τ,

Axn +Bϕ(tn − τ) + f(tn), if tn ≤ τ < tn+1,

A [(1− θ)xn + θxn+1] +B [(1− θ)x̃n + θx̃n+1]

+[(1− θ)f(tn) + θf(tn+1)], if tn > τ,

approximates the LDDE (3.4.4) with global error being zero in the time

interval [−τ, τ ].

It should be noted that the numerical method in Theorem 3.4.3 is a NSFD

scheme in the sense of [7, 80]. Indeed, the rule on the complex denominator

function of the discrete derivatives and the rule of the nonlocal approximation

of right hand sides are reinforced.

Remark 3.4.1 The NSFD theta-method was introduced in [5, 74] for reaction-

diffusion equations and general dynamical systems. In these references, other

examples of denominator functions satisfying the asymptotic relations in

(3.4.17) and (3.4.23) that leads to second order convergence when θ = 1/2

are given. When tn > τ , computations of the NSFD scheme are performed by

observing that it is a linear equation in xn+1 which has the explicit solution

xn+1 =



1

1−Aθψ2(∆t)

{
[1 +A(1− θ)ψ2(∆t)]xn +B(1− θ)ψ2(∆t)x̃n

+Bθψ2(∆t)x̃n+1 + ψ2(∆t)[(1− θ)f(tn) + θf(tn+1)]

}
, if m > 0,

1

1−Aθψ2(∆t)−Bθ(1− u)ψ2(∆t)

{
[1 +A(1− θ)ψ2(∆t) +Buθψ2(∆t)]xn

+B(1− θ)ψ2(∆t)x̃n + ψ2[(1− θ)f(tn) + θf(tn+1)]

}
, if m = 0.

(3.4.26)
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The convergence order of convergence of the NSFD scheme are stated in

the following result and rigorously proved:

Theorem 3.4.4 The theta-NSFD scheme (3.4.24) has local truncation er-

ror, Tn+1, in the time interval [τ,∞), given by O(∆t) if θ ̸= 1
2
and O(∆t2)

if θ = 1
2
.

Proof. By definition ([92], pp335), the local truncation error Tn+1 of the

NSFD scheme (3.4.24) is the amount by which the solution of the continuous

model fails to satisfy the numerical scheme. Thus replacing all the discrete

solutions in (3.4.24) with their exact counterparts we have

∆tTn+1 = x(tn+1)− x(tn)−∆t {A [(1− θ)x(tn) + θx(tn+1)]

+B
[
(1− θ)P̃ (tn − τ) +O(∆t2) + θP̃ (tn+1 − τ) +O(∆t2)

]
+[(1− θ)f(tn) + θf(tn+1)]} ,

(3.4.27)

where En = x(tn − τ)− P̃ (tn − τ) = O(∆t2).

Next, we Taylor-expand all the involved variables about x(tn), f(tn) and

x(tn − τ) as the case may be in (3.4.27) as follows.

∆tTn+1 = ∆tx′(tn) +
∆t2x′′(tn)

2!
+

∆t3x′′′(tn)

3!
+ · · ·

−∆t

{
A

[
(1− θ)x(tn) + θx(tn) + θ∆tx′(tn) +

θ∆t2x′′(tn)

2!

+
θ∆t2x′′′(tn)

3!
+ · · ·

]
+B

[
(1− θ)x(tn − τ) +O(∆t2) + θx(tn − τ)

+O(∆t2) + θ∆tx′(tn − τ) +
θ∆t2x′′(tn − τ)

2!
+
θ∆t3x′′′(tn − τ)

3!
+ · · ·

]
[
(1− θ)f(tn) + θf(tn) + θ∆tf ′(tn) +

θ∆t2f ′′(tn)

2!
+ · · ·

]}
.

(3.4.28)

Evaluating (3.4.28) when θ = 1
2
, gives
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∆tTn+1 = ∆tx′(tn) +
∆t2x′′(tn)

2
+

∆t3x′′′(tn)

6
+ · · ·

−∆t

{
A

[
x(tn) +

∆tx′(tn)

2
+

∆t2x′′(tn)

4
+

∆t3x′′′(tn)

12
+ · · ·

]
+B

[
x(tn − τ) +

∆tx′(tn − τ)

2
+

∆t2x′′(tn − τ)

4
+

∆t3x′′′(tn − τ)

12
· · ·
]

+

[
f(tn) +

∆tf ′(tn)

2
+

∆t2f ′′(tn)

4
+ · · ·

]}
.

= ∆tx′(tn)−∆t[Ax(tn) +Bx(tn − τ) + f(tn)]

+
∆t2x′′(tn)

2
−∆t

[
A∆tx′(tn)

2
+
B∆tx′(tn − τ)

2
+

∆tf ′(tn)

2

]
+

∆t3x′′′(tn)

6
−∆t

[
A∆t2x′′(tn)

4
+
B∆t2x′′(tn − τ)

4
+

∆t2f ′′(tn)

4

]
+ · · · .

(3.4.29)

With x′(tn) = Ax(tn) +Bx(tn − τ) + f(tn) and x
′′(tn) = Ax′(tn) +Bx′(tn −

τ) + f ′(tn), Equation (3.4.29), becomes

∆tTn+1 =
∆t3x′′′(tn)

6
−∆t3

[
Ax′′(tn)

4
+
Bx′′(tn − τ)

4
+
f ′′(tn)

4

]
+ · · · ,

so that,

Tn+1 = O(∆t2).

If θ ̸= 1
2
, it follows from (3.4.28), that
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∆tTn+1 = ∆tx′(tn) +
∆t2x′′(tn)

2
+

∆t3x′′′(tn)

6
+ · · ·

−∆t

{
A

[
x(tn) + θ∆tx′(tn) +

θ∆t2x′′(tn)

2
+ · · ·

]
+B

[
x(tn − τ) + θ∆tx′(tn − τ) +

θ∆t2x′′(tn − τ)

2
+ · · ·

]
+

[
f(tn) + θ∆tf ′(tn) +

θ∆t2f ′′(tn)

2
+ · · ·

]}
.

= ∆tx′(tn)−∆t[Ax(tn) +Bx(tn − τ) + f(tn)]

+
∆t2x′′(tn)

2
−∆t2[θAx′(tn) + θBx′(tn − τ) + θ∆tf ′(tn)] + · · · ,

=
∆t2x′′(tn)

2
−∆t2[θAx′(tn) + θBx′(tn − τ) + θ∆tf ′(tn)] + · · · ,

= O(∆t2).

Therefore, Tn+1 = O(∆t).

It follows, by combining these values of Tn+1, that:

Tn+1 =

{
O(∆t), if θ ̸= 1/2

O(∆t2), if θ = 1/2
(3.4.30)

�

3.4.3 Dynamic consistency of the NSFD scheme

In this section, we show that the NSFD scheme preserves the stability prop-
erty of the LDDE (3.4.7), as stated in Theorem 3.4.2. The conditions in this
theorem regarding the parameters A,B and τ are supposed to be satisfied in
what follows. The NSFD scheme under consideration for (3.4.7) is given by
(3.4.26) with f(tn) = 0, i.e.

xn+1 =


[1 +A(1− θ)ψ2(∆t)]xn +B(1− θ)ψ2(∆t)x̃n +Bθψ2(∆t)x̃n+1

1−Aθψ2(∆t)
, if m > 0,

[1 +A(1− θ)ψ2(∆t) +Buθψ2(∆t)]xn +B(1− θ)ψ2(∆t)x̃n
1−Aθψ2(∆t)−Bθ(1− u)ψ2(∆t)

, if m = 0.

(3.4.31)
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It is clear that x∗ = 0 is the only fixed-point of the NSFD scheme. Thus,

it preserves the unique equilibrium point x∗ = 0 of the LDDE. In view of

(3.4.21) and (3.4.22), the characteristic equation of the difference equation

(3.4.31) is

H(λ) ≡ Hτ,∆t(λ) ≡ am+2λ
m+2 + am+1λ

m+1 + a2λ
2 + a1λ+ a0 = 0, (3.4.32)

where,

am+2 = 1− Aθψ2, am+1 = −(1 + A(1− θ)ψ2), am = · · · ,= a3 = 0,

a2 = −Bθψ2u, a1 = −[B(1− θ)ψ2u+Bθψ2(1− u)], a0 = −B(1− θ)ψ2(1− u),

if m > 0,

and a2 = 1− Aθψ2 −Bθ(1− u)ψ2, a1 = −(1 + A(1− θ)ψ2 +Bψ2u),

a0 = −B(1− θ)ψ2(1− u), if m = 0.

The stability of the fixed-point using the linear delay difference equation

(3.4.31) is given in the following theorem and rigorously achieved in subse-

quent theorems (see Theorem 3.4.6, Jury conditions and Theorem 3.4.7).

Theorem 3.4.5 The fixed-point x∗ = 0 is LAS for equation (3.4.31) if and

only if all the roots λ, of (3.4.32) lie within the unit circle: |λ| < 1

The task ahead is to check the condition |λ| < 1 for everym. This is normally

done by using the Jury conditions [65]. However, this is a challenge because

for fixed τ , the degree m of the polynomial in (3.4.32) increases to ∞ as

∆t decreases to zero. Nevertheless, we start by proving the following partial

result.

Theorem 3.4.6 For A+B < 0, the roots λ of (3.4.32) satisfy the condition

|λ| < 1 for any m whenever B > 0 or B < 0 with A < B.

Proof. Equation (3.4.32) is a special case of Volterra difference equations of

convolution type investigated in [18]. It follows from Theorem 6.18 of [18]

that the condition |λ| < 1 is satisfied if

1

|1− Aθψ2|
[|1 + ψ2A(1− θ)|+ |ψ2B(1− θ) + ψ2Bθ|]

=
1

|1− Aθψ2|
[|1 + ψ2A(1− θ)|+ |ψ2B|] < 1.

(3.4.33)
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Assume that B > 0 (so that A < 0). Then,

1

|1− Aθψ2|
[|1 + ψ2A(1− θ)|+ |ψ2B|] = 1

|1− Aθψ2|
[|1− ψ2|A|(1− θ)|+ ψ2B] ,

=
1

(1− Aθψ2)
[1− ψ2Aθ + ψ2(A+B)] ,

<
(1− Aθψ2)

(1− Aθψ2)
, since A+B < 0,

< 1.

Next, we assume that B < 0 and A < B. Then,

1

|1− Aθψ2|
[|1 + ψ2A(1− θ)|+ |ψ2B|] = 1

(1− Aθψ2)
[|1− ψ2|A|(1− θ)| − ψ2B] ,

=
1

(1− Aθψ2)
[1− ψ2|A|(1− θ)− ψ2B] ,

=
1

(1− Aθψ2)
[1 + ψ2A− ψ2Aθ − ψ2A] ,

since −B < −A,

<
(1− Aθψ2)

(1− Aθψ2)
,

< 1.

�
Noting Theorem 3.4.6, the challenge raised before this result occurs actu-

ally when A and B satisfying the conditions in Theorem 3.4.2 are such that

B < 0 and A > B. Since the Theorem 6.18 of [18], used in the proof of

Theorem 3.4.6, is not a necessary condition for |λ| < 1 to hold, we will for

the case under consideration check Theorem 3.4.5 fully for m = 0, 1, and

partially for m = 2.

The case m = 0, i.e. 0 ≤ τ < ∆t

The Jury conditions for the polynomial in (3.4.32) read:

(1) H(1) > 0, H(−1) > 0.

(2) a0 − a2 < 0, a0 + a2 > 0.
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By definition,

H(1) = 1− θψ2(A+B) +Bψ2θu−Bψ2θu− 1− ψ2(A+B) + θψ2(A+B),

= −ψ2(A+B) > 0, since A+B < 0.

Similarly,

H(−1) = 2 + ψ2A− 2ψ2θA+ 2ψ2Bu− ψ2B,

= 2 + (A−B)ψ2 − 2ψ2θA+ 2ψ2Bu,

> 2− 2ψ2θA+ 2ψ2Bu, as (A−B) > 0,

> 1 + 2Bψ2θ, (−A > B),

> 1 + 2Bψ2θ

> 0,

since ψ2 <
1

−B
in view of the definition of ψ2 in (3.4.23) which implies that

ψ2 <
1

|A|+ |B|
. (3.4.34)

From condition (2) above, we have

a0 − a2 = −Bψ2 +Bψ2u+Bψ2θ −Bψ2uθ − 1 + Aθψ2 +Bψ2θ −Bψ2θu,

< −1 +B −Bψ2(u− 1) +Bψ2θ −Bψ2θ + Aθψ2 +Bψ2θ −Bψ2θ,

< −1 + Aθψ2,

< −1 +Bθψ2,

< 0, sinceB < 0.

Similarly,

a0 + a2 = −Bψ2 +Bψ2u+Bψ2θ −Bψ2uθ + 1− Aθψ2 −Bψ2θ +Bψ2θu,

= Bψ2(u− 1) + 1− Aθψ2,

> Bψ2(u− 1) + 1 + Bθψ2,

> 1 + Bψ2,

> 0 by (3.4.34).

Therefore, by the Jury stability conditions, when m = 0, all the roots of

H(λ) lie within the unit circle. Hence, x∗ = 0 is LAS.
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The case m = 1, i.e. ∆t ≤ τ < 2∆t

The Jury conditions for the polynomial in (3.4.32) read:

H(1) > 0,

H(−1) < 0,

b0 − b2 < 0,

b0 + b2 < 0,

(3.4.35)

where,

b0 = (Bψ2 −Bψ2u−Bψ2θ +Bψ2θu)
2 − (1− Aθψ2)

2,

b2 = (Bψ2 −Bψ2u−Bψ2θ +Bψ2θu)(1 + Aψ2 − Aθψ2 +Bψ2θu)

+ (Bψ2u−Bψ2θu+Bψ2θ −Bψ2θu)(1− Aθψ2).

The first condition in Equation (3.4.35) is straightforward because H(1) =

−ψ2(A+B) > 0 as A+B < 0.

Likewise, from the second condition in Equation (3.4.35), we have,

H(−1) = −2 + 2ψ2θA− ψ2(A+B)− 4Bθψ2u+ 2Bψ2θ + 2Bψ2u,

< −2 + 2Aψ2θ − ψ2(A+B)− 2Bψ2u+ 2Bψ2u− 2Bψ2θ + 2Bψ2θ,

< −2 + 2Bψ2θ − ψ2(−B +B), (B < A,−B > A)

< −2 +Bψ2θ

< 0, (B < 0).
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From the expression,

b0 − b2 = (Bψ2 −Bψ2u−Bψ2θ +Bψ2θu)
2

− (Bψ2 −Bψ2u−Bψ2θ +Bψ2θu)(1 + Aψ2 − Aθψ2 +Bψ2θu)

− (Bψ2u−Bψ2θu+Bψ2θ −Bψ2θu)(1− Aθψ2),

< [Bψ2θ(u− 1)]2 − [Bψ2θ(u− 1)(1 + Aψ2 − Aθψ2 +Bψ2θu)],

< Bψ2θ(u− 1)− 1− Aψ2 + Aθψ2 −Bψ2θu,

< Bψ2θ(u− 1− u)− 1− Aψ2 + Aθψ2,

< −Bψ2θ − 1− Aψ2(1− θ), ifA > 0,

< −Bψ2 − 1,

< 0, by (3.4.34).

If A < 0, then

b0 − b2 < −Bψ2θ − 1− Aψ2(1− θ),

< −Bψ2 − 1− Aψ2,

< 0, since ψ2 <
1

−(A+B)
by (3.4.34).

Similarly, from the fourth condition in Equation (3.4.35),

b0 + b2 = (Bψ2 −Bψ2u−Bψ2θ +Bψ2θu)
2

+ (Bψ2 −Bψ2u−Bψ2θ +Bψ2θu)(1 + Aψ2 − Aθψ2 +Bψ2θu)

− (Bψ2u−Bψ2θu+Bψ2θ −Bψ2θu)(1− Aθψ2),

< [Bψ2θ(u− 1)]2 + [Bψ2θ(u− 1)(1 + Aψ2 − Aθψ2 +Bψ2θu)],

< Bψ2θ(u− 1) + 1 + Aψ2 − Aθψ2 +Bψ2θu,

= Bψ2θ(2u− 1) + 1 + Aψ2 − Aθψ2,

< Bψ2θ + 1 + Aψ2 −Bθψ2,

< 0, since ψ2 <
1

|A|
by (3.4.34).

From (3.4.35), the Jury stability conditions are satisfied, with m = 1, hence

all the roots of H(λ) lie within the unit circle. Therefore the fixed point
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x∗ = 0 is LAS.

The case m = 2, i.e. 2∆t ≤ τ < 3∆t

The Jury conditions for the polynomial in (3.4.32) read:

H(1) > 0,

H(−1) > 0,

a0 − a4 < 0,

a0 + a4 > 0,

c0 − c2 > 0,

c0 + c2 > 0,

(3.4.36)

where,

c0 = b20 − b23,

=
[
(Bψ2 −Bψ2u−Bψ2θ +Bψ2θu)

2 − (1− Aθψ2)
2
]2

− [(Bψ2 −Bψ2u−Bψ2θ +Bψ2θu)(1 + Aψ2 − Aθψ2)

+(Bψ2u−Bψ2θu+Bψ2θ −Bψ2θu)(1− Aθψ2)]
2

c2 = b0b2 − b1b3,

=
[
(Bψ2 −Bψ2u−Bψ2θ +Bψ2θu)

2 − (1− Aθψ2)
2
]

[((Bψ2 −Bψ2u−Bψ2θ +Bψ2θu) + (1− Aθψ2))Bψ2θu]

− [(Bψ2 −Bψ2u−Bψ2θ +Bψ2θu)(Bψ2u−Bψ2θu+Bψ2θ −Bψ2θu)

+(1− Aθψ2)(1 + Aψ2 − Aθψ2)] [(Bψ2 −Bψ2u−Bψ2θ +Bψ2θu)

(1 + Aψ2 − Aθψ2) + (Bψ2u−Bψ2θu+Bψ2θ −Bψ2θu)(1− Aθψ2)]

The the first condition in Equation (3.4.36) is obtained as follows

H(1) = −ψ2(A+B)

> 0, as A+B < 0.
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To check the second condition in (3.4.36), we have,

H(−1) = 2− 2Aψ2θ + Aψ2 − 4Bθψ2u+ 2Buψ2 + 2Bθψ2u+ 2Bθψ2 −Bψ2,

> 2 + ψ2A(2θ − 1)− 2ψ2Bu(2θ − 1) +Bψ2(2θ − 1),

= 2 + ψ2(2θ − 1)(A+B)− 2ψ2Bu(2θ − 1).

we distinguish two cases :

When θ ∈ [0, 1/2], i.e. (2θ − 1) ≤ 0, we have

H(−1) > 2− 2ψ2Bu(2θ − 1),

> 1− 1ψ2B(2θ − 1),

> 0, since ψ2 <
1

B(2θ − 1)
, by (3.4.34).

When θ ∈ (1/2, 1], i.e. (2θ − 1) ≥ 0, we have

H(−1) > 2 + ψ2(2θ − 1)(A+B)− 2ψ2Bu(2θ − 1),

> 1 + ψ2(2θ − 1)(A+B),

> 0, as ψ2 <
1

−(A+B)(2θ − 1)
by (3.4.34).

The third and fourth conditions in Equation (3.4.36) are obtained from

(3.4.34) as follows:

a0 − a4 = −Bψ2 +Bψ2u+Bψ2θ −Bψ2uθ − 1 + Aθψ2,

< −Bψ2 +Bψ2θu−Bψ2θu− 1 + (A+B)θψ2,

< −1−Bψ2,

< 0,

and,

a0 + a4 = −Bψ2 +Bψ2u+Bψ2θ −Bψ2uθ + 1− Aθψ2,

> 1 + (B − A)ψ2θ,

> 1 + (B − A)ψ2,

> 0.



Epidemic models & Numerics with/without Delay 65

After some computations, the quantities involved in the fifth and sixth con-

ditions in Equation (3.4.36) are given by

c0 − c2 =
[
(Bψ2(1− θ)(1− u))2 − (1− Aθψ2)

2
]2

− [(Bψ2(1− u)(1− θ))(1 + Aψ2 − Aθψ2)

+Bψ2u(1− θ) +Bψ2θ(1− u)(1− Aθψ2)]
2

−
[
(Bψ2(1− θ)(1− u))2 − (1− Aθψ2)

2
]
[(Bψ2(1− θ)(1− u))Bψ2θu

+(1− Aθψ2)Bψ2θu] + [(Bψ2(1− θ)(1− u))(Bψ2u(1− θ))

+(1− Aθψ2)(1 + Aψ2 − Aθψ2)] [(Bψ2(1− θ)(1− u))(1 + Aψ2 − Aθψ2)

+(Bψ2u(1− θ) +Bψ2θ(1− u))(1− Aθψ2)] ,

(3.4.37)

and,

c0 + c2 =
[
(Bψ2(1− θ)(1− u))2 − (1− Aθψ2)

2
]2

− [(Bψ2(1− u)(1− θ))(1 + Aψ2 − Aθψ2)

+Bψ2u(1− θ) + Bψ2θ(1− u)(1− Aθψ2)]
2

+
[
(Bψ2(1− θ)(1− u))2 − (1− Aθψ2)

2
]
[(Bψ2(1− θ)(1− u))Bψ2θu

+(1− Aθψ2)Bψ2θu]− [(Bψ2(1− θ)(1− u))(Bψ2u(1− θ))

+(1− Aθψ2)(1 + Aψ2 − Aθψ2)] [(Bψ2(1− θ)(1− u))(1 + Aψ2 − Aθψ2)

+(Bψ2u(1− θ) +Bψ2θ(1− u))(1− Aθψ2)] ,

(3.4.38)

respectively.

Due to the complex expressions (3.4.37) and (3.4.38), the fifth and sixth

conditions in (3.4.36) are checked partially (namely for θ = 0 and 1).
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When θ = 0, Equation (3.4.37) gives

c0 − c2 =
[
ψ2
2B

2(1− u)2 − 1
]2 − [(1 + ψ2A)(ψ2B − ψ2Bu) + ψ2Bu]

2

+
[
ψ2
2B

2u(1− u) + (1 + ψ2A)
]
[ψ2B(1 + ψ2A)(1− u) + ψ2Bu] ,

≥ −ψ2
2B

2u2 +
[
ψ2
2B

2u(1− u) + (1 + ψ2A)
]
ψ2Bu,

= −ψ2
2B

2u2 +
[
ψ2
2B

2u− ψ2
2B

2u2 + 1 + ψ2A
]
ψ2Bu,

= −ψ2B
[
ψ2B − (ψ2

2B
2 − ψ2

2B
2u)− 1− ψ2A

]
,

> ψ2B − 1− ψ2A,

> 0, by using ψ2 <
1

(B − A)
, from (3.4.34).

Also when θ = 1, Equation (3.4.37) becomes

c0 − c2 = (1− Aψ2)
4 − [(Bψ2(1− u)(1− θ))]2 − [−(1− Aψ2)

2][(1− Aψ2)Bψ2u]

+ (1− Aψ2)Bψ2(1− u)(1− Aψ2),

= (1− Aψ2)
4 − (Bψ2(1− u))2(1− θ)2 + (1− Aψ2)

3Bψ2u

+ (1− Aψ2)
2Bψ2(1− u),

> (1− Aψ2)
2 − (Bψ2(1− u))2 + (1− Aψ2)Bψ2u+Bψ2(1− u),

> (1− Aψ2)(1− ψ2(A−B)) + (−Bψ2u+Bψ2u)(Bψ2 −Bψ2u+ 1),

> (1− Aψ2)(1− ψ2(A−B)),

> 0, by (3.4.34).

If θ = 0, Equation (3.4.38) reduces to

c0 + c2 =
[
ψ2
2B

2(1− u)2 − 1
]2 − [(1 + ψ2A)(ψ2B − ψ2Bu) + ψ2Bu]

2

−
[
ψ2
2B

2u(1− u) + (1 + ψ2A)
]
[ψ2B(1 + ψ2A)(1− u) + ψ2Bu] ,

> −ψ2
2B

2 −
[
ψ2
2B

2u(1− u) + (1 + ψ2A)
]
ψ2B,

> −ψ2B
[
ψ2B + (ψ2

2B
2 − ψ2

2B
2u2) + (1 + ψ2A)

]
,

> ψ2B + 1 + ψ2A,

> 0, by (3.4.34).
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For θ = 1, we have from Equation (3.4.38),

c0 + c2 = (1− Aψ2)
4 − [(Bψ2(1− u)(1− θ))]2 +

[
−(1− Aψ2)

2
]
[(1− Aψ2)Bψ2u]

− (1− Aψ2)Bψ2(1− u)(1− Aψ2),

= (1− Aψ2)
4 − (Bψ2(1− u))2(1− θ)2

− (1− Aψ2)
3Bψ2u− (1− Aψ2)

2Bψ2(1− u),

> (1− Aψ2)
2 − (Bψ2(1− u))2 − (1− Aψ2)Bψ2u−Bψ2(1− u),

> (1− Aψ2)(1− ψ2(A+B))−Bψ2(1− u)[Bψ2(1− u) + 1],

> 0 by (3.4.34).

Since all the conditions in (3.4.36) are satisfied, all the roots, λ of (3.4.32)

lie within the unit circle for the case under consideration. Therefore the

equilibrium point x∗ = 0 is asymptotically stable.

Apart from Theorem 3.4.6, the case when B > 0 guarantees the dynamic

consistency of our NSFD scheme with respect to positivity as stated in the

following result:

Theorem 3.4.7 If B > 0, then the NSFD scheme (3.4.31) preserves posi-

tivity at all time t whenever the initial conditions are positive.

Proof. Assume that B > 0 and x0, x1, · · · , xn ≥ 0. From (3.4.21) and (3.4.31)

we have, for m > 0,

xn+1 =
[1 + Aψ2(∆t)− Aθψ2(∆t)]xn +B(1− θ)ψ2(∆t)x̃n +Bθψ2(∆t)x̃n+1

1− Aθψ2(∆t)
,

>
[1 + Aψ2(∆t) +Bθψ2(∆t)]xn

1− Aθψ2(∆t)
, withB < −A,

>
[1− (−A−Bθ)ψ2(∆t)]xn

1− Aθψ2(∆t)
,

>
1− (−A−B)ψ2(∆t)

1− Aθψ2(∆t)
,

> 0, sinceψ2 <
1

−(A+B)
and

1

|A|
by (3.4.34).
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Similarly, if m = 0, we have

xn+1 =
[1 + Aψ2(∆t)− Aθψ2(∆t) +Buθψ2(∆t)]xn +B(1− θ)ψ2(∆t)x̃n

1− Aθψ2(∆t)−Bθψ2(∆t) +Buψ2(∆t)
,

>
[1 + Aψ2(∆t) +Bθψ2(∆t) + Buθψ2(∆t)]xn
1− Aθψ2(∆t)−Bθψ2(∆t) + Buψ2(∆t)

, withB < −A,

>
1− (−A−Bθ)ψ2(∆t)

1− (A+B)θψ2(∆t) +Bθuψ2(∆t)
,

> 0, since ψ2 <
1

−(A+B)
, by (3.4.34).

�

Remark 3.4.2 The analyses above reveal the following: For fixed τ , the case

when m = 0 (i.e. ∆t > τ) is highly relevant from the nonstandard approach

perspective as it allows us to consider arbitrary values of ∆t (a situation

which is not permissible in the standard numerical analysis setting). In other

words, the impact of the delay on the long term dynamics of the model could

be to reduce, or to increase, the step size ∆t.

In view of the rigorous analysis done above form = 0, 1, 2, Theorems 3.4.6,

3.4.7 and of the numerical simulation results displayed in Figures 3.6, 3.7 and

3.8, we conjecture that Theorem 3.4.6 is valid in the case when B < 0 and

A > B meet the requirements in Theorem 3.4.3. Equally, the positivity of

the scheme (Theorem 3.4.7) when B < 0 is an issue of interest.

3.4.4 Numerical simulations

In this section, we present numerical simulations that support the theoretical

results obtained in the previous sections. As mentioned above, and also

pointed out in [75], the problem of analysing the location of the zeros of a

general polynomial, such as Equation (3.4.32), is a nontrivial one. This is

evident when the delay parameter τ , or m, is large. Moreover, at each value

there are different conditions to be satisfied by ∆t. Hence, the numerical

approach is essential. Here, we show the convergence of solution to the fixed

point x∗ = 0 or the asymptotic stability of this fixed point using different
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values of the time step size, ∆t (different m values), for fixed value of the

delay, τ , θ = 0, 1/2 and different values of A and B. In Figures 3.3 (a)

and (b), it has been shown that, starting with initial values close to the

fixed point, delay τ = 2, A = −0.7 and B = −1.3, the solutions of (3.4.31)

converge to the fixed point x∗ = 0. Furthermore, the robustness of the NSFD

is evident against the Euler scheme and Trapezoidal rule for the same fixed

value of the delay. Figures 3.3 (a) and (b) are the results generated by the

NSFD, in which the solutions converge irrespective of ∆t sizes, in contrast to

the Euler scheme and Trapezoidal rule Figures 3.4 (a) and (b) respectively,

which diverges even with much smaller values of ∆t as indicated. The effect

of time delay is also apparent in the two schemes: NSFD, Figure 3.3 (c) and

Euler, Figure 3.3 (d) without delay, respectively. It should be noticed that

models with delay cause the solutions to oscillate before converging to the

fixed point, while such phenomenon is absent from models without delay.

Moreover, the Euler scheme without delay causes the trajectories to diverge

from the fixed point only with slightly higher values of ∆t, compared with

the scheme with delay. These facts and simulations regarding models without

delay are in agreement with existing results in the literature (see for instance

[7]). However, the NSFD scheme still converges even with higher values of

∆t.

In Figure 3.5(a), the combined Exact and NSFD schemes are shown with

θ = 0. The exact scheme is defined when t is in [−τ, τ ]. When t > τ ,

the solution of the linear delay differential equation (3.4.7), is shown to be

approximated by the NSFD scheme. Figure 3.5 (b), is the Euler scheme in

which the exact nature of our scheme is lost and the poor performance of

Euler is observed even with much smaller step size. Figure 3.5 (c) depicts

Theorem 3.4.7, in which the solution is positive at all times when B > 0 for

any positive initial condition.

From Theorems 3.4.5 and 3.4.6, the point x∗ = 0 is LAS fixed point,

for Equation (3.4.31) if and only if all the roots of (3.4.32) are within a

unit circle. This has been shown analytically for some values of m and in

Theorem 3.4.6 for any value of m. For higher values of m, this result can

be shown numerically. In Figures 3.6, 3.7 and 3.8 with θ = 0, 1/2 and 1,
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Figure 3.3: Simulations of the NSFD scheme (3.4.26) for A = −0.7, B =

−1.3, τ = 2, in (a) θ = 0 and (b) θ = 1/2, while in (c) NSFD (3.4.26) and

(d) Euler schemes, without delay.
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Figure 3.4: Simulations with values of A = −0.7, B = −1.3 and τ = 2: (a)

Euler scheme and (b) Trapezoidal rule.

respectively, it can be seen that all the roots of (3.4.32) are located within

the unit circles for values of m = 0, 1, 2, . . . 1000 (different values of time step

sizes, ∆t) with fixed delay τ = 2 for B < A < 0.

3.4.5 NSFD scheme for SIS delay model

The Exact-NSFD scheme presented in the previous section is primarily de-

signed to handle nonlinear epidemiological delay models in a reliable manner.

In anticipation to this goal, we first consider the delay logistic equation:

x′(t) = Bx(t)[1− x(t− τ)], t > 0, B > 0,

x(t) = ϕ(t) > 0, −τ ≤ t ≤ 0,
(3.4.39)

which models the transmission dynamics of a wide range of viral diseases
such as gonorrhea [17]. For this model, we consider the NSFD scheme

xn+1 − xn
ψ(∆t)

=



− B
ψ(∆t)

∫ tn+1

tn
ϕ(s− τ)ds+ ∆t

ψ(∆t)B −B(xn − 1)[ϕ(tn − τ)− 1], if tn+1 ≤ τ,

Bϕ(tn − τ) +B −B(xn − 1)[ϕ(tn − τ)− 1], if tn ≤ τ < tn+1,

−B(1− θ)x̃n −Bθx̃n+1 +B

−B[(1− θ)xn + θxn+1 − 1][(1− θ)x̃n + θx̃n+1 − 1], if tn > τ.

(3.4.40)

It is clear that the NSFD scheme (3.4.40) reduces to the combined Exact-

NSFD scheme for the linearized delay logistic equation about the asymp-
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Figure 3.5: Simulations with A = −13, B = 7, τ = 10; of (a) Combined exact-

NSFD scheme (3.4.26), with ∆t = 10, θ = 0 (b) Euler scheme, ∆t = 0.11 (c)

the NSFD scheme (3.4.26), illustrating positivity of solution (Theorem 3.4.7).
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Figure 3.6: Simulations showing the roots of the characteristic polynomial

for (3.4.32) within unit circles corresponding to values of m = 0, 1, 2, . . . 1000

(different values of ∆t), τ = 2, A = −1.3, B = −1.7 in (a) θ = 0, (b) θ = 1/2.

Figure 3.7: Simulations showing the roots of the characteristic polynomial

for (3.4.32) within unit circles corresponding to values of m = 0, 1, 2, . . . 1000

(different values of ∆t), τ = 0.54, A = 1.3, B = −1.7 in (c) θ = 0, (d)

θ = 1/2.
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Figure 3.8: Simulations showing the roots of the characteristic polynomial

for (3.4.32) within unit circles corresponding to values of m = 0, 1, 2, . . . 1000

(different values of ∆t), θ = 1, in (a) τ = 0.54, A = 1.3, B = −1.7 in (b)

τ = 2, A = −1.3, B = −1.7.

totically stable fixed point x∗ = 1 when we ignore the nonlinear term,

B[(1− θ)xn + θxn+1 − 1][(1− θ)x̃n + θx̃n+1 − 1].

For computation, we use the following explicit expression instead of (3.4.40):

xn+1 = xn +



−B
∫ tn+1

tn
ϕ(s− τ)ds+∆tB −Bψ(xn − 1)[ϕ(tn − τ)− 1], if tn+1 ≤ τ,

Bψϕ(tn − τ) +Bψ −Bψ(xn − 1)[ϕ(tn − τ)− 1], if tn ≤ τ < tn+1,

−Bψ(1− θ)x̃n −Bψθx̃n+1 +Bψ, if tn > τ.

(3.4.41)

The illustration of the NSFD scheme (3.4.40) or (3.4.41) is carried out

for ψ2 =
∆t

1 + (|B|∆t)2
, ϕ(t) = 1 + et, the set of values τ = 5.1, B = 0.31

and A = 0 i.e. a1 = π/2. In accordance with the dynamics of the delay

logistic equations in [18]. Figure 3.9 shows the NSFD scheme in which the

fixed point x∗ = 1 is asymptotically stable for 0 < B < π/2τ , irrespective

of the step sizes used. The profiles of the discrete solutions confirm that the

trapezoidal NSFD scheme (θ = 1/2) is more accurate than the Euler NSFD

scheme (θ = 0). On the contrary, Figure 3.10 displays the poor performance

of both classical Euler and trapezoidal schemes.
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Figure 3.9: Simulations for NSFD scheme (3.4.41) using τ = 5.1, B = 0.31;

in (a) θ = 0 (b) θ = 1/2.
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Figure 3.10: Numerical simulations For τ = 5.1 and B = 0.31: using (a) the

Euler scheme (b) Trapezoidal rule.
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Next, we consider the SIS delay model (3.3.1)-(3.3.2), which is the central

point of this chapter. For mathematical convenience, we assume that there

is no disease induced death rate (i.e. δ = 0). The SIS delay model (3.3.1),

with δ = 0, takes then the equivalent form

dI

dt
=
βe−µτI(t− τ)(N − I)(t)

N(t)
− (γ + µ)I(t),

dN

dt
= Π− µN(t).

(3.4.42)

The exact solution of the second equation in (3.4.42) with initial condition

0 ≤ N(0) ≤ Π
µ
is given by

N(t) = e−µt

[
N(0)− Π

µ

]
+

Π

µ
. (3.4.43)

To motivate our construction of the NSFD scheme for (3.4.42), we assume

that the total population N(t) ≡ N is constant, the system (3.4.42) is then

reduce to the scalar equation

dI

dt
= βe−µτ

[
1− I(t)

N

]
I(t− τ)− (γ + µ)I(t). (3.4.44)

Inspired by the construction done above for the logistic delay equation, we

have the following forward Euler (θ = 0) NSFD scheme for (3.4.44):

In+1 − In
ϕ(h)

= −βe−µτ

(
1− In

N

)
Ĩn − (γ + µ)In+1, (3.4.45)

where we recall that Ĩn = uIn−m + (1 − u)In−m−1, with u and m as defined

in Section 3.4.2.

Let us now consider the case when N is not constant in (3.4.42). In this

case, the exact scheme of (3.4.42)2 is well-known and is given by

Nn+1 −Nn

h
= Π− µNn+1. (3.4.46)

In view of this fact and of (3.4.45), it is natural to consider the following

forward Euler NSFD scheme for the nonlinear delay model (3.4.44):

In+1 − In
ϕ(h)

= −βe−µτIn
Ĩn
Nn

+ βe−µτ Ĩn − (γ + µ)In+1. (3.4.47)
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We have restricted ourselves to forward Euler NSFD scheme, though other

cases (θ ̸= 0) can also be formulated.

In explicit form, equation (3.4.47) can be express as

In+1 =
ϕ(h)βe−µτ Ĩn

(
1− In

Nn

)
+ In

1 + ϕ(h)(γ + µ)
. (3.4.48)

The equivalent representation (3.4.48) of the NSFD scheme (3.4.47) sug-

gests that the scheme preserves the essential features of the continuous model

(3.3.1) such as positivity of solution and equilibria. The rigorous qualitative

analysis of this NSFD scheme is outside the scope of this thesis. Here, we

are simply interested in providing numerical simulations that legitimate the

suggestion made above.

In what follows, we give numerical simulations for the NSFD scheme

(3.4.48). The parameter values used are: Π = 50, µ = 0.026, γ = 0.012,

with varying values, of β and τ to differentiate between the DFE, EE and

the effect of delay on the infectivity of the disease respectively. The numerical
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Figure 3.11: Simulations for NSFD scheme (3.4.48) in (a) h = 4, β = 0.021

(b) h = 12, β = 0.17 for Endemic fixed point.

simulation of NSFD scheme (3.4.48) in Figure 3.11, illustrating the conver-

gence of the infected individuals in (a) to disease free fixed point, where

R0 = 0.5315 < 1, and in (b) to endemic fixed point, where R0 = 4.3026 > 1,

using different values of initial conditions.
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Figure 3.12: Simulations of NSFD scheme (3.4.48) for (a) h = 4, β = 0.014,

(b) h = 12, β = 0.16.

Figure 3.12 (a), depicts the numerical simulations of the NSFD scheme

(3.4.48) with τ = 1.5, 8.3 and 12.6 so that R0 = 0.3543, 0.2969 and 0.2655,

respectively, where the population of infected individuals converges to the

disease free fixed point. This agree with the result of the continuous model

in Theorem 3.3.5 (a). The numerical simulation in Figure 3.12 illustrate,

in (b), with τ = 1.4, 8.3 and 12.6 so that R0 = 4.060, 3.4021 and 2.7994,

respectively. This results, on the other hand, illustrate the endemic fixed

point and the effect of delay value on the number of infected individuals.

This also coincide with the result of the continuous model in Theorem 3.3.5

(b), when disease induced death rate δ = 0.



CHAPTER 4

MODELING TRANSMISSION

DYNAMICS OF BTB-MTB IN

HUMAN-BUFFALO POPULATION

4.1 Introduction

This chapter focuses on the second main objective of the thesis, which is

to model the transmission dynamics of Bovine and Mycobacterium (BTB-

MTB) tuberculosis within a human-buffalo population. The aim is to gain

qualitative insight into the transmission dynamics of the two diseases and,

by so doing, contribute to the design of public health policy for effectively

combatting their spread.

Mycobacterium tuberculosis and Bovine tuberculosis are chronic bacte-

rial diseases classified amongst the closely-related species that form the M.

tuberculosis complex (MTBC) [39]. The human MTB is caused by tuber-

cle bacillus (Mycobacterium tuberculosis), while BTB is caused by bovine

bacillus (M. bovis) [45]. Both MTB and BTB affect a wide range of hosts,

including domestic livestock (such as cattle, goats, sheep, deer, bison, etc),

wildlife (such as badgers, deer, bison, African buffalo, etc) which can either
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be reservoir or spill-over, and humans [30].

Mycobacterium tuberculosis remains a major global health problem af-

fecting millions of people each year [115]. It is ranked second to HIV as a

leading cause of death worldwide [115]. For instance, in the year 2012, there

were 8.6 million new MTB cases and 1.3 million MTB deaths globally [115].

Similarly, BTB remains a serious problem for animal and human health in

many developing countries [41]. Its widespread distribution has drastic neg-

ative socio-economic development in terms of public health, international

trade, tourism, animal mortality and milk production [40]. For example, in

Argentina, the annual loss due to BTB is estimated to be US$ 63 million

[8]. A benefit/cost analyses of BTB eradication in the United States showed

an actual cost of US$ 538 million between 1917-1992 (current programs cost

approximately US$ 3.5-4.0 million per year [41]).

The African buffalo transmits BTB to humans, via aerosol or oral (as a

result of consuming raw unpasteurized milk) [39]. Furthermore, BTB can

be transmitted from human-to-human by direct contact [39]. As in cattle,

the main source of BTB transmission in buffalo is by direct contact, aerosol,

oral, through a bite or contamination of a skin wound [30] (other means of

transmission, such as vertical and pseudo-vertical [31], also occur). Simi-

larly, MTB can be transmitted from human-to-human, or from human to

buffalo, via coughing or sneezing [39]. In humans, MTB is regarded to be

airborne disease [36]. It typically affects the lungs (pulmonary TB), but can

affect other parts of the body also (extrapulmonary TB) [30]. Common signs

and symptoms of MTB include coughing, chest pain, fever, weakness and

weight loss. The incubation period for MTB is approximately 2 to 12 weeks.

African buffalos infected with BTB show clinical signs only when the disease

has reached an advanced stage (the clinical signs of BTB in buffalo at such

stage include: coughing, debilitation, poor body condition or emaciation and

lagging when chased by helicopter [30, 31]). The incubation period for BTB

is between 9 months to a year, and infections can remain dormant for years,

and reactivate during periods of stress or in old age [40].

Bovine tuberculosis is typically controlled using isolation or quarantine of

infected herds, test-and-slaughter policy, and pasteurization of milk [27]. In
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South Africa’s Kruger National Park, other control measures, such as culling,

vaccination and their combination, are used [27] (a demographic map of KNP

and sample of African Buffalos [89] is shown in Figure 4.1). Similarly, MTB

in humans is controlled via standard six-month course of four antimicrobial

drugs [1, 2, 13, 14]. The World Health Organization embarked on numerous

global initiatives, such as ”Stop TB Partnership”, ”International Standards

of Tuberculosis care and patient’s care” and the ”Global Plan to Stop TB”,

with the hope of minimizing the burden of TB worldwide [1].

Several mathematical models have been used to gain insight into the

transmission dynamics of BTB or MTB in populations (see, for instance,

[1, 2, 6, 21, 27, 31, 67, 105] and some of the references therein). In these

models, the underlying delay from initial infection to onset of symptoms (in-

cubation period) is captured by using a compartment of exposed individuals.

Furthermore, these studies do not incorporate humans in the transmission

dynamics of BTB.

The main objective of this chapter is to gain insight into the qualitative

dynamics of the two diseases in a human-buffalo population. To achieve

this objective, a new deterministic model for the transmission dynamics of

the two diseases will be design and rigorously analyse. A brief review of

existing models for the two diseases individually is given below (the full BTB-

MTB model will be designed based on gradual refinement of these models).

Numerical simulations will be carried out to illustrate the theoretical results

derived.

4.2 Basic SEIR model for TB

In this section, we consider the dynamics of a typical SEIR model for the

transmission dynamics of bovine tuberculosis in a population of African buf-

falo. The population is divided into four mutually-exclusive epidemiological

subpopulations consisting of susceptibles (S), exposed (E), infected but not

yet infectious), infectious (I), and recovered (R), buffalos, so that the total

buffalos population (N) is given by N = S + E + I + R. It is assumed

that buffalos can be infected only through contact with infectious buffalos,
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Figure 4.1: Demographic map of Kruger National Park and African buffalos

[89].
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and that recovery confers permanent (natural) immunity against re-infection.

This model can be viewed as one strain SEIT model considered in ([20], page

370) when the treated class T is assumed to be recovered (through natural

immunity or long term latency - no treatment) or the model in [105] when

there is no relapse of BTB by the recovered class. It can also be considered

as the general SEIR model for an infectious disease where the death rate

depends on the number of individuals in the population as in [46]. The two

diseases belongs to the same family as stated in the introduction, hence, the

results of these models were adopted with this assumption on treated class.

The model is given by the following system of differential equations The

model can be formulated using the following system of ordinary differential

equations:

dS

dt
= Λ− βcS

I

N
− µS,

dE

dt
= βcS

I

N
− (µ+ k)E,

dI

dt
= kE − (µ+ r + d)I,

dR

dt
= rI − µR,

N = S + E + I +R,

(4.2.1)

where Λ is the constant recruitment rate, β is the probability of a susceptible

buffalos following contact with an infected buffalo, c is the per-capita contact

rate, µ and d are the per-capita natural and disease-induced death rates,

respectively. The parameter k is the progression rate from the exposed to

infectious class and r is the recovery rate.

The basic reproductive number of the model (4.2.1) is given by

R0 =

(
βc

µ+ r + d

)(
k

µ+ k

)
,

which represent the product of the infection rate of buffalos (βc), the frac-

tion of buffalos that survived the exposed class and move to the infectious

class ( k
µ+k

)) and the average duration in the infectious class ( 1
µ+r+d

). It is
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convenient to define the biologically-feasible region

G =

{
(S,E, I, R) ∈ R4

+, S + E + I +R ≤ Λ

µ

}
.

The following result is established:

Theorem 4.2.1 The DFE E0 =
(

Λ
µ
, 0, 0, 0

)
of the model (4.2.1) is GAS in

G whenever R0 ≤ 1, and unstable if R0 > 1. The model has a unique, and

GAS, EE whenever R0 > 1.

4.3 A model for TB with exogenous reinfec-

tion

A major feature of TB disease is the phenomenon of exogenous reinfection (

which is the potential reactivation of BTB (MTB) by continuous exposure of

latently-infected (exposed) individuals to those who have active infections)

[20, 22]. The model (4.2.1) is therefore extended to incorporated the effect of

reinfection given by the system of differential equations [38] as follows, where

the treated class is assumed to be recovered:

dS

dt
= Λ− βcS

I

N
− µS,

dE

dt
= βcS

I

N
− pβcE

I

N
− (µ+ k)E,

dI

dt
= pβcE

I

N
+ kE − (µ+ r + d)I,

dR

dt
= rI − µR,

N = S + E + I +R,

(4.3.1)

where the parameters Λ, β, c, µ, k, r and d are as defined above. Reinfec-

tion of exposed buffalos is represented by the term pβcE I
N
, where p ∈ (0, 1)

accounts for the assumption that reinfection occurs at a rate lower than

primary infection.
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The associated basic reproduction number for the model (4.3.1) is given

by

R0 =

(
βc

µ+ r + d

)(
k

µ+ k

)
.

The biologically-feasible region is given by

Ω =

{
(S,E, I, R)|S,E, I, R ≥ 0, N ≤ Λ

µ

}
.

The model (4.3.1), has unique DFE (Λ/µ, 0, 0, 0) which is GAS when

R0 < 1 and p = 0. However, when there is exogenous reinfection (0 < p < 1),

system (4.3.1) exhibits a backward bifurcation (subcritical) atR0 = 1. Hence

multiple endemic equilibria can occur forR0 < 1. The conditions for stability

of equilibria are summarized in the following results [38]:

Let p0 = (1+Q)DE

1−DE
be the critical value, where DE = k

µ+k
, Q = k

µ+r
, and

Rp =
1
p
[DE(1 + p−Q) + 2

√
DEQ(p− pDE −DE)]

Theorem 4.3.1 Let U∗
+ = (S∗

+, E
∗
+, I

∗
+, T

∗
+) and U∗

− = (S∗
−, E

∗
−, I

∗
−, T

∗
−) be

the two endemic equilibria with I∗+ > I∗− > 0. Then

(i) If R0 < 1, then the disease free equilibrium is LAS.

(ii) If p > p0 and Rp < R0 < 1, then U∗
+ is LAS, and U∗

− is unstable.

(iii) If R0 > 1, then the disease free equilibrium is unstable and the unique

endemic equilibrium is LAS.

4.4 A model for TB with exogenous reinfec-

tion and two stage exposed classes

Another important epidemiological feature of TB disease in African buffalo

is the early and late-exposure to the disease [2, 20]. Below is a BTB trans-

mission model that allows for early-and late-exposed classes [20], when the

two TB strains are considered to be exposed classes without treatment and
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the bovine tuberculosis model in [2] with no test-reactor classes:

dS

dt
= Λ− (λ+ µ)S,

dE1

dt
= λS − (θEλ+ κ+ µ)E1,

dE2

dt
= κE1 − (θEλ+ σ + µ)E2,

dI

dt
= σE2 + (E1 + E2)θEλ+ θRλR− (γ + µ+ δ)I,

dR

dt
= γI − (θRλ+ µ)R,

N = S + E1 + E2 + I +R,

(4.4.1)

Here, the force of infection, λ = βI
N
. The result of the model (4.4.1) is stated

below:

Theorem 4.4.1 The biologically-feasible region of the model (4.4.1) is given

by

Ω =

{
(S,E1, E2, I, R) ∈ R5

+ : S + E1 + E2 + I +R ≤ Λ
µ

}
.

The basic reproduction number of the model is given by

R0 =
β[η1C2C3 + κ(η2C3 + γ)]

C1C2C3

, C1 = κ+ µ, C2 = σ + µ, C3 = γ + µ+ δ.

(i) The DFE of the model, E0 = (Λ/µ, 0, 0, 0, 0), is LAS if R0 < 1 and

unstable if R0 > 1.

(ii) The model undergo backward bifurcation when R0 = 1 under certain

condition, i.e. there will be coexistence of DFE and EE for R0 ≤ 1.

(iii) In the absence of reinfection of exposed and recovered buffalos, there

exists a unique EE, whenever R0 > 1 and no EE otherwise.
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4.5 The model of tuberculosis in human-African

buffalo population

Based on the existing models described in the previous sections, we design

and rigorously analyse a new model, used to gain the dynamical insight into

the transmission dynamics of BTB and MTB in a given population consisting

of both African buffalos and humans as follows:

4.5.1 Model formulation

The model to be designed is based on the transmission dynamics of MTB and

BTB in a population consisting of humans and African buffalos. The total

human population at time t, denoted by NH(t), is sub-divided into seven

mutually-exclusive compartments of susceptible humans (SH(t)), exposed

humans (who have been infected with MTB but have not yet shown clin-

ical symptoms of the disease) (EH1(t)), exposed humans with BTB (EH2(t)),

infected humans with clinical symptoms of MTB (IH1(t)), infected humans

with clinical symptoms of BTB (IH2(t)), humans who recovered from MTB

(RH1(t)) or BTB (RH2(t)), so that

NH(t) = SH(t) + EH1(t) + EH2(t) + IH1(t) + IH2(t) +RH1(t) +RH2(t).

Similarly, the total buffalo population at time t, denoted by NB(t), is split

into susceptible (SB(t)), early-exposed with BTB (EB1(t)), early-exposed

with MTB (EM1(t)), advanced-exposed with BTB (EB2(t)), advanced-exposed

with MTB (EM2(t)), infected with clinical symptoms of BTB (IBB(t)), in-

fected with clinical symptoms of MTB (IMB(t)), recovered from BTB (RBB(t))

or MTB (RMB(t)), so that

NB(t) = SB(t) + EB1(t) + EM1(t) + EB2(t) + EM2(t) + IBB(t) + IMB(t)

+RBB(t) +RMB(t).

The susceptible human population (SH(t)) is increased by the recruitment of

people (either by birth or immigration) into the human-buffalo community
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(at a rate ΠH). The population is decreased by infection with MTB (at a

rate λH) or BTB (at a rate λB), where

λH =
βH
NH

(ηH1EH1 + IH1) and λB = λHB + θMMλBB, (4.5.1)

with,

λHB =
βH
NH

(ηH2EH2 + IH2) and λBB =
βB
NB

(ηB1EB1 + ηB2EB2 + IBB).(4.5.2)

In (4.5.1) and (4.5.2), βH and βB represent the effective contact rates (i.e.,

contacts capable of leading to MTB or BTB infection), respectively. Fur-

thermore, 0 ≤ ηH1 < 1 and 0 ≤ ηH2 < 1 are modification parameters

accounting for the assumed reduction in infectiousness of exposed humans,

in comparison to infected humans with clinical symptoms of MTB or BTB,

respectively. Similarly, 0 ≤ ηB1 < 1 and 0 ≤ ηB2 < 1 are modification pa-

rameters accounting for the assumed reduction in infectiousness of exposed

buffalos, in comparison to infected buffalos with clinical symptoms of BTB.

The modification parameter 0 ≤ θMM < 1 accounts for the assumed reduced

likelihood of susceptible humans acquiring BTB infection, in comparison to

susceptible buffalos acquiring BTB infection. Natural death is assumed to

occur in all human compartments at a rate µH . Thus, the rate of change of

the susceptible human population is given by

dSH

dt
= ΠH − (λH + λB + µH)SH .

The population of exposed humans with MTB (EH1(t)) is generated by the

infection of susceptible humans with MTB (at the rate λH), and is decreased

by the development of clinical symptoms of MTB (at a rate σ1), exogenous

re-infection (at a rate θH1λH ; where 0 ≤ θH1 < 1 accounts for the assumption

that re-infection of exposed humans with MTB occurs at a rate lower than

primary infection of susceptible humans with MTB) and natural death, so

that

dEH1

dt
= λHSH − (σ1 + θH1λH + µH)EH1.
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Similarly, the population of exposed humans with BTB (EH2(t)) is increased

by the infection of susceptible humans with BTB (at the rate λB) and is

reduced by the development of clinical symptoms of BTB (at a rate σ2),

exogenous re-infection (at a rate θH2λB, with 0 ≤ θH2 < 1 similarly defined

as θH1) and natural death. Thus,

dEH2

dt
= λBSH − (σ2 + θH2λB + µH)EH2.

The population of humans with clinical symptoms of MTB (IH1(t)) increases

following the development of clinical symptoms of MTB by exposed humans

(at the rate σ1) and exogenous re-infection of exposed and recovered humans

(at the rates θH1λH and θRHλH , respectively; with 0 ≤ θRH < 1). This

population is decreased by recovery (at a rate γ1), natural death and MTB-

induced death (at a rate δH1), so that

dIH1

dt
= σ1EH1 + (θH1EH1 + θRHRH1)λH − (γ1 + µH + δH1)IH1.

The population of infected humans with clinical symptoms of BTB (IH2(t))

is generated by the development of clinical symptoms of BTB by exposed

humans (at the rate σ2) and re-infection of exposed and recovered humans

(at the rates θH2λB and θRBλB, respectively; with 0 ≤ θRB < 1). This

population is decreased by recovery (at a rate γ2), natural death and BTB-

induced death (at a rate δH2). This gives

dIH2

dt
= σ2EH2 + (θH2EH2 + θRBRH2)λB − (γ2 + µH + δH2)IH2.

The population of humans who recovered from MTB (RH1(t)) is generated

by the recovery of humans with clinical symptoms of MTB (at the rate γ1).

It is decreased by exogenous re-infection (at the rate θRHλH) and natural

death. Hence,

dRH1

dt
= γ1IH1 − (θRHλH + µH)RH1.

It should be mentioned that, since MTB-infected humans do not completely

eliminate the bacteria from their body (usually the bacteria hide in the bone
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marrow),“recovery” in this case implies (or represents) a long period of la-

tency (which could ever last for a lifetime) [72, 105].

Similarly, the population of humans who recovered from BTB (RH2(t)) is

generated by the recovery of humans with clinical symptoms of BTB (at the

rate γ2), and is decreased by re-infection (at the rate θRBλB) and natural

death, so that

dRH2

dt
= γ2IH2 − (θRBλB + µH)RH2.

The population of susceptible buffalos (SB(t)) is generated by the recruitment

of buffalos (either by birth or re-stocking from other herds) at a rate ΠB. It

is assumed that all recruited buffalos are susceptible. The population of

susceptible buffalos is decreased by acquisition of BTB infection (following

effective contact with a human or buffalo infected with BTB), at the rate λB
(where, λB = θBBλHB +λBB; with the modification parameters 0 ≤ θBB < 1

accounting for the expected reduced likelihood of humans transmitting of

BTB to buffalo, in relation to BTB transmission from a human to another

human), or MTB (following effective contact with a human infected with

MTB), at a reduced rate θHHλH (where 0 ≤ θHH < 1 is a modification

parameter accounting for the assumed reduction in the transmissibility of

MTB from humans to buffalos, in comparison to MTB transmission from

humans to humans), and by natural death (at a rate µB; buffalos in each

epidemiological compartment suffer natural death at this rate). Thus,

dSB

dt
= ΠB − (λB + θHHλH + µB)SB.

An important feature of BTB transmission within the buffalo population is

that an infected buffalo could be in early or advanced stage of infection. This

is owing to the fact that the clinical symptoms of BTB usually take months

to manifest in buffalos [40]. Thus, BTB infections can remain dormant for

years, and re-activate during periods of stress or in old age [40]. These

(early- and advanced-exposed stage) features are incorporated in the model

being develop. The population of buffalos early-exposed to BTB (EB1(t)) is

increased by the infection of susceptible buffalos with BTB (at the rate λB).
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This population is decreased by exogenous re-infection with BTB (at a rate

θEBλB; with 0 ≤ θEB < 1), progression to the advanced-exposed class (at a

rate κ1) and natural death. This gives

dEB1

dt
= λBSB − (θEBλB + κ1 + µB)EB1.

The population of buffalos early-exposed to MTB is increased by the infection

of susceptible buffalos with MTB (at the rate θHHλH ; where 0 ≤ θHH < 1 is

as defined above). The population is decreased by exogenous re-infection (at

a rate θEBλH), progression to the advanced-exposed MTB class (at a rate

κ2) and natural death. This gives

dEM1

dt
= θHHλHSB − (θEBλH + κ2 + µB)EM1.

The population of buffalos at advanced-exposed BTB class (EB2(t)) is in-

creased by the progression of buffalos in the early-exposed BTB class (at

the rate κ1). It is decreased by exogenous re-infection (at a rate θEBλB),

development of clinical symptoms of BTB (at a rate σB2) and natural death,

so that

dEB2

dt
= κ1EB1 − (θEBλB + σB2 + µB)EB2.

Similarly, the population of buffalos at advanced-exposed MTB class (EM2(t))

is generated by the progression of buffalos in the early-exposed MTB class

(at the rate κ2). It is decreased by exogenous re-infection (at a rate θEBλH),

development of clinical symptoms of MTB (at a rate σM2) and natural death.

Hence,

dEM2

dt
= κ2EM1 − (θEBλH + σM2 + µB)EM2.

The population of buffalos with clinical symptoms of BTB (IBB(t)) is in-

creased by the development of clinical symptoms of exposed buffalos with

BTB (at the rate σB2) and by the exogenous re-infection of exposed and re-

covered buffalos (at the rates θEBλB and θRBλB, respectively). It is decreased
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by recovery (at a rate γB1), natural death and by BTB-induced mortality (at

a rate δB). Thus,

dIBB

dt
= σB2EB2 + (EB1 + EB2)θEBλB + θRBλBRBB − (γB1 + µB + δB)IBB.

The population of buffalos with clinical symptoms of MTB (IMB(t)) is in-

creased by the development of clinical symptoms of exposed buffalos with

MTB (at the rate σM2) and by the exogenous re-infection of exposed and

recovered buffalos (at the rates θEBλH and θRBλH , respectively). It is de-

creased by recovery (at a rate γM1), natural death and by MTB-induced

mortality (at a rate δM). Thus,

dIMB

dt
= σM2EM2 + (EM1 + EM2)θEBλH + θRBλHRMB − (γM1 + µB + δM)IMB.

The population of buffalos who recovered from BTB (RBB(t)) is increased

following the recovery of buffalos with clinical symptoms of BTB (at the rate

γB1). It is decreased by re-infection (at the rate θRBλB) and natural death,

so that

dRBB

dt
= γB1IBB − (θRBλB + µB)RBB.

Finally, the population of buffalos who recovered from MTB (RMB(t)) is

generated by the recovery of buffalos with MTB (at the rate γM1), and is

decreased following re-infection (at the rate θRBλH) and natural death. This

gives

dRMB

dt
= γM1IMB − (θRBλH + µB)RMB.

It is assumed that recovered buffalos and humans acquire permanent nat-

ural immunity against BTB or MTB infection so that recovered buffalos and

humans do not return to their respective susceptible class (albeit buffalos and

humans in recovered classes can acquire re-infection).

Thus, based on the above assumptions and formulations, the model for the

BTB-MTB transmission dynamics in a human-buffalo population is given by

the following deterministic system of non-linear differential equations (a flow
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Figure 4.2: Schematic diagram of the BTB-MTB model (4.5.3).
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Table 4.1: Description of the variables of the BTB-MTB model (4.5.3).

Variable Interpretation

SH Population of susceptible humans

EH1 Population of humans exposed to MTB

EH2 Population of humans exposed to BTB

IH1 Population of infected humans with clinical symptoms of MTB

IH2 Population of infected humans with clinical symptoms of BTB

RH1 Population of humans who recovered from MTB

RH2 Population of humans who recovered from BTB

SB Population of susceptible buffalos

EB1 Population of buffalos early-exposed to BTB

EM1 Population of buffalos early-exposed to MTB

EB2 Population of buffalos at advanced-exposed BTB stage

EM2 Population of buffalos at advanced-exposed MTB stage

IBB Population of buffalos with clinical symptoms of BTB

IMB Population of buffalos with clinical symptoms of MTB

RBB Population of buffalos who recovered from BTB

RMB Population of buffalos who recovered from MTB

diagram of the model is depicted in Figure 4.2; and the associated variables

and parameters are described in Tables 4.1 and 4.2, respectively):
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dSH

dt
= ΠH − (λH + λB + µH)SH ,

dEH1

dt
= λHSH − (θH1λH + σ1 + µH)EH1,

dEH2

dt
= λBSH − (θH2λB + σ2 + µH)EH2,

dIH1

dt
= σ1EH1 + (θH1EH1 + θRHRH1)λH − (γ1 + µH + δH1)IH1,

dIH2

dt
= σ2EH2 + (θH2EH2 + θRBRH2)λB − (γ2 + µH + δH2)IH2,

dRH1

dt
= γ1IH1 − (θRHλH + µH)RH1,

dRH2

dt
= γ2IH2 − (θRBλB + µH)RH2.
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dSB

dt
= ΠB − (θHHλH + λB + µB)SB,

dEB1

dt
= λBSB − (θEBλB + κ1 + µB)EB1,

dEM1

dt
= θHHλHSB − (θEBλH + κ2 + µB)EM1,

dEB2

dt
= κ1EB1 − (θEBλB + σB2 + µB)EB2,

dEM2

dt
= κ2EM1 − (θEBλH + σM2 + µB)EM2,

dIBB

dt
= σB2EB2 + (EB1 + EB2)θEBλB + θRBλBRBB − (γB1 + µB + δB)IBB,

dIMB

dt
= σM2EM2 + (EM1 + EM2)θEBλH + θRBλHRMB − (γM1 + µB + δM)IMB,

dRBB

dt
= γB1IBB − (θRBλB + µB)RBB,

dRMB

dt
= γM1IMB − (θRBλH + µB)RMB.

(4.5.3)

The model (4.5.3), to the authors’ knowledge, is the first to incorpo-

rate humans and MTB dynamics in the transmission dynamics of BTB in

a human-buffalo population. Furthermore, it extends numerous models for
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BTB transmission in the literature, such as those in [1, 2, 6, 21, 31, 67, 105],

by, inter alia,

(i) Including the dynamics of early- and advanced- exposed buffalos. Ex-

posed buffalo classes were not considered in [1, 6, 21, 31, 67].

(ii) Allowing for BTB and MTB transmission by exposed buffalos and hu-

mans. This was not considered in [1, 6, 21, 31, 67, 105].

(iii) Including the dynamics of humans. This was not considered in [2, 31,

67, 105].

(iv) Allowing for the re-infection of exposed and recovered buffalos and hu-

mans (this was not considered in [1, 2, 6, 31, 67]).

(v) Allowing for the transmission of both BTB and MTB in both the buffalo

and human populations (this was not considered in [1, 2, 6, 21, 31, 67]).

The model (4.5.3) will now be rigorously analyzed to gain insight into its

dynamical features. Before doing so, it is instructive, however, to consider

the dynamics within the buffalo population only, as shown below.

4.5.2 Analysis of buffalo-only model

Consider the model (4.5.3) in the absence of humans (buffalo-only model),

obtained by setting the human components to zero (i.e., setting SH = EH1 =
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EH2 = IH1 = IH2 = RH1 = RH2 = λH = θHH = 0 in (4.5.3)), given by:

dSB

dt
= ΠB − (λB + µB)SB,

dEB1

dt
= λBSB − (θEBλB + κ1 + µB)EB1,

dEM1

dt
= −(κ2 + µB)EM1,

dEB2

dt
= κ1EB1 − (θEBλB + σB2 + µB)EB2,

dEM2

dt
= κ2EM1 − (σM2 + µB)EM2,

dIBB

dt
= σB2EB2 + (EB1 + EB2)θEBλB + θRBλBRBB − (γB1 + µB + δB)IBB,

dIMB

dt
= σM2EM2 − (γM1 + µB + δM)IMB,

dRBB

dt
= γB1IBB − (θRBλB + µB)RBB,

dRMB

dt
= γM1IMB − µBRMB,

(4.5.4)

where, now,

λB =
βB
NB

(ηB1EB1 + ηB2EB2 + IBB). (4.5.5)

It is worth stating that since there are no humans in the dynamics of the

buffalo-only model (4.5.4), MTB is not transmitted to susceptible buffalos.

Furthermore, it is clear from the third equation in (4.5.4) that

EM1(t) → 0 as t→ ∞. (4.5.6)

Substituting (4.5.6) in the fifth equation in (4.5.4) shows that

EM2(t) → 0 as t→ ∞.

Similarly, by substituting (EM1, EM2) = (0, 0) into the equation for IMB and

RMB in (4.5.4), it follows that

(IMB(t), RMB(t)) → (0, 0) as t→ ∞.
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Thus, the buffalo-only model reduces to the following (limited) model at

steady-state

dSB

dt
= ΠB − (λB + µB)SB,

dEB1

dt
= λBSB − (θEBλB + κ1 + µB)EB1,

dEB2

dt
= κ1EB1 − (θEBλB + σB2 + µB)EB2,

dIBB

dt
= σB2EB2 + (EB1 + EB2)θEBλB + θRBλBRBB − (γB1 + µB + δB)IBB,

dRBB

dt
= γB1IBB − (θRBλB + µB)RBB.

(4.5.7)

Lemma 4.5.1 The following biologically-feasible region of the buffalo-only

model (4.5.7)

Γ =

{
(SB, EB1, EB2, IBB, RBB) ∈ R5

+ : SB + EB1 + EB2 + IBB +RBB ≤ ΠB

µB

}

is positively-invariant and attracting.

Proof. Adding the equations in the buffalo-only model system (4.5.7)

gives

dNB(t)

dt
= ΠB − µBNB(t)− δBIBB(t), (4.5.8)

so that,

dNB(t)

dt
≤ ΠB − µBNB(t). (4.5.9)

It follows from (4.5.9), and the Gronwall lemma, that

NB(t) ≤ NB(0)e
−µB(t) +

ΠB

µB

[1− e−µB(t)].

In particular, NB(t) ≤ ΠB/µB if NB(0) ≤ ΠB/µB. Thus, Γ is positively-

invariant. Hence, it is sufficient to consider the dynamics of the buffalo-only

model (4.5.7) in Γ (where the model can be considered to be epidemiologically

and mathematically well-posed [55]). �



Epidemic models & Numerics with/without Delay 99

Theorem 4.5.1 Let the initial data SB(0) > 0, EB1(0) > 0, EB2(0) >

0, IBB(0) > 0, RBB(0) > 0. Then, the solutions SB(t), EB1(t), EB2(t), IBB(t)

and RBB(t) of the buffalo-only model (4.5.7) are positive for all t ≥ 0.

Proof. It is clear from the first equation of the buffalo-only model (4.5.7)

that

dSB

dt
≥ −(λB + µB)SB,

so that,

SB(t) ≥ SB(0) exp

[
−
∫ t

0

(λB + µB)du

]
> 0, for all t > 0.

Using similar approach, it can be shown thatEB1(t) > 0, EB2(t) > 0, IBB(t) >

0 and RBB(t) > 0, for all t > 0. �

The buffalo-only model (4.5.4) is fitted using data for the number of infected

buffalos with BTB obtained from South Africa’s Kruger National Park [28],

from the year 2001 to 2005, as shown in Figure 4.3 (from which it is evident

that the model mimics the data reasonably well).

4.5.3 Asymptotic stability of disease free equilibrium

(DFE)

4.5.3.1 Local asymptotic stability

The DFE of the buffalo-only model (4.5.7) is given by

E0 = (S∗
B, E

∗
B1, E

∗
B2, I

∗
BB, R

∗
BB) =

(
ΠB

µB

, 0, 0, 0, 0

)
. (4.5.10)

The linear stability of E0 can be established using the next generation oper-

ator method on the system (4.5.4) [32, 107]. The matrices F (for the new

infection terms) and V (of the transition terms) associated with the system

(4.5.7) are given, respectively, by
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Figure 4.3: Data fit of the simulation of the buffalo-only model (4.5.4), using

data obtained from South Africa’s Kruger National Park (Table 4.4) [28].

Parameter values used are as given in Table 4.3.
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F =

βBηB1 βBηB2 βB
0 0 0

0 0 0

, V =

 K1 0 0

−κ1 K3 0

0 −σB2 K5

,
where, K1 = κ1 + µB, K3 = σB2 + µB and K5 = γB1 + µB + δB. It fol-

lows that the basic reproduction number of the buffalo-only model (4.5.7),

denoted by R0, is given by

R0 =
βB[ηB1K3K5 + κ1(ηB2K5 + σB2)]

K1K3K5

.

Hence, using Theorem 2 of [107], the following result is established.

Lemma 4.5.2 The DFE, E0, of the buffalo-only model (4.5.7) is LAS if

R0 < 1, and unstable if R0 > 1.

The threshold quantity, R0, represents the average number of secondary cases

of BTB in the buffalo population that one BTB-infected buffalo can generate

if introduced into a completely-susceptible buffalo population [3, 4, 55].

Interpretation of R0

The threshold quantity, R0, can be interpreted as follows. It is worth re-

calling, first of all, that susceptible buffalos can acquire BTB infection fol-

lowing effective contact with either early-exposed buffalo with BTB (EB1(t)),

advanced-exposed buffalo with BTB (EB2(t)) or infected buffalo with clinical

symptoms of BTB (IBB(t)). It follows that, the number of BTB infections

generated by an early-exposed buffalo (near the DFE) is given by the prod-

uct of the infection rate of an early-exposed buffalo (βBηB1

N∗
B

) and the average

duration of stay in the early-exposed class ( 1
K1

). Thus, the average number

of BTB infections generated by early-exposed buffalos is given by

βBηB1S
∗
B

K1N∗
B

. (4.5.11)

Similarly, the number of BTB infections generated by an advanced-exposed

buffalo (near the DFE) is given by the product of the infection rate of
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Figure 4.4: Simulations of the buffalo-only model (4.5.7), showing the total

number of infected buffalos with clinical symptoms of BTB (IBB(t)) at time

t as a function of time. Parameter values used are as given in Table 4.3 with

(A) βB = 0.00733 (so that, R0 = 0.7036 < 1) and (B) βB = 0.0733, δB = 0

(so that, R̃0 = 8.6050 > 1).
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advanced-exposed buffalos (βBηB2

N∗
B

), the probability that early-exposed buf-

falo survived the early-exposed class and move to the advanced-exposed class

( κ1

K1
) and the average duration of stay in the advanced-exposed class ( 1

K3
).

Thus, the average number of BTB infections generated by advanced-exposed

buffalos is given by
βBηB2κ1S

∗
B

K1K3N∗
B

. (4.5.12)

Furthermore, the number of BTB infections generated by an infected buf-

falo with clinical symptoms of BTB (near the DFE) is given by the product of

the infection rate of buffalos with clinical symptoms of BTB ( βB

N∗
B
), the proba-

bility that an advanced-exposed buffalo survived the advanced-exposed class

and move to the symptomatic class IBB (κ1σB2

K1K3
) and the average duration of

stay in the symptomatic class IBB ( 1
K5

). Thus, the average number of BTB

infections generated by advanced-exposed buffalos is given by

βBκ1σB2S
∗
B

K1K3K5N∗
B

. (4.5.13)

The sum of the terms in (4.5.11), (4.5.12) and (4.5.13) gives R0. That is,

the average number of new infections generated by infected buffalos (early-

exposed, advanced-exposed or symptomatic) is given by (noting that S∗
B =

ΠB

µB
and N∗

B = ΠB

µB
)

R0 =
βB[ηB1K3K5 + κ1(ηB2K5 + σB2)]

K1K3K5

.

The epidemiological implication of Lemma 4.5.2 is that BTB can be effec-

tively controlled in (or eliminated from) the buffalo population if the initial

sizes of the state variables of the buffalo-only model (4.5.7) are in the basin of

attraction of the DFE (E0). It is worth mentioning, however, that TB models

with exogenous re-infection are often shown to exhibit the phenomenon of

backward bifurcation (where the stable DFE co-exists with a stable endemic

equilibrium when R0 < 1 [1, 21, 38, 98]). The epidemiological implication

of this phenomenon is that the classical requirement of R0 < 1 is, although

necessary, no longer sufficient for diseases elimination [1, 98]. Thus, the pres-

ence of backward bifurcation in the transmission dynamics of a disease makes



Epidemic models & Numerics with/without Delay 104

its effective control in a population more difficult. Hence, it is instructive to

explore the possibility of such phenomenon in the buffalo-only model (4.5.4).

This is investigated below.

Theorem 4.5.2 The buffalo-only model (4.5.4) undergoes backward bifurca-

tion at R0 = 1 whenever the bifurcation coefficient, a, given by (4.5.17) is

positive.

Proof. The proof is based on using centre manifold theory [21, 107]. Consider

the buffalo-only model (4.5.4). Let SB = x1, EB1 = x2, EM1 = x3, EB2 =

x4, EM2 = x5, IBB = x6, IMB = x7, RBB = x8 and RMB = x9. Thus,

NB =
9∑

i=1

xi. Further, by using the vector notationX = (x1, x2, x3, x4, x5, x6, x7, x8, x9)
T ,

the buffalo-only model (4.5.4) can be written in the form
dX

dt
= (f1, f2, f3, f4, f5, f6, f7, f8, f9)

T , as follows

dx1
dt

= ΠB − (λB + µB)x1,

dx2
dt

= λBx1 − (θEBλB + κ1 + µB)x2,

dx3
dt

= −(κ2 + µB)x3,

dx4
dt

= κ1x2 − (θEBλB + σB2 + µB)x4,

dx5
dt

= κ2x3 − (σM2 + µB)x5,

dx6
dt

= σB2x4 + (x2 + x4)θEBλB + θRBλBx8 − (γB1 + µB + δB)x6,

dx7
dt

= σM2x5 − (γM1 + µB + δB)x7,

dx8
dt

= γB1x6 − (θRBλB + µB)x8,

dx9
dt

= γM1x7 − µBx9,

(4.5.14)
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with the associated force of infection given by

λB =
βB(ηB1x2 + ηB2x4 + x6)

9∑
i=1

xi

.

Consider the case with R0 = 1. Let β∗
B (obtained by solving for βB = β∗

B

from R0 = 1) given by

βB = β∗
B =

K1K3K5

ηB1K3K5 + κ1(ηB2K5 + σB2)
,

be chosen as a bifurcation parameter. The Jacobian of the system (4.5.14),

evaluated at the DFE (E0) with βB = β∗
B (denoted by J∗), is given by

J∗ =



−µB −β∗
BηB1 0 −β∗

BηB2 0 −β∗
B 0 0 0

0 β∗
BηB1 −K1 0 β∗

BηB2 0 β∗
B 0 0 0

0 0 −K2 0 0 0 0 0 0

0 κ1 0 −K3 0 0 0 0 0

0 0 κ2 0 −K4 0 0 0 0

0 0 0 σB2 0 −K5 0 0 0

0 0 0 0 σM2 0 −K6 0 0

0 0 0 0 0 γB1 0 −µB 0

0 0 0 0 0 0 γM1 0 −µB



,

where Ki (i = 1, ..., 6) are as defined in Section 4.5.2.

The Jacobian (J∗) of the linearized system has a simple zero eigenvalue (with

all other eigenvalues having negative real part) obtained through rigorous

computations. Hence, the centre manifold theory [21, 107] can be used to

analyze the dynamics of the system (4.5.14) around βB = β∗
B. Using the

notation in [21], the following computations are carried out.
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Eigenvectors of J∗
∣∣∣∣
βB=β∗

B

For the case when R0 = 1, it can be shown that the Jacobian, J∗, has

a right eigenvector (corresponding to the simple zero eigenvalue), given by

w = [w1, w2, w3, w4, w5, w6, w7, w8, w9]
T , where,

w1 =
−β∗

B(ηB1w2 + ηB2w4 + w6)

µ
, w2 = w2, w3 = 0,

w4 =
K5w6

σB2

, w5 =
K6w7

σM2

, w6 = w6, w7 = w7, w8 =
γB1w6

µB

, w9 =
γM1w7

µB

.

(4.5.15)

Similarly, the components of the left eigenvector of J∗ (corresponding to the

simple zero eigenvalue), denoted by v = [v1, v2, v3, v4, v5, v6, v7, v8, v9], are

given by,

v3 =
κ2σM2v7
K2K4

, v4 =
(K1 − β∗

BηB1)v2
κ1

=
1

K3K5

[β∗
Bv2(ηB2K5 + σB2) + σB2γB1v8],

v5 =
σM2v7
K4

, v6 =
β∗
Bv2 + γB1v8

K5

, v9 =
K6v7
γM1

, v1 = 0, v2 > 0, v7 > 0, v8 > 0.

(4.5.16)

It is worth mentioning that the free right eigenvectors, w2, w6 and w7 and

left eigenvectors, v2, v7 and v8, are chosen to be

v2 = 1, v7 =
1

K6

, v8 = 1, w2 =
1

3
, w6 =

1

3A1

and w7 =
1

3A2

,

where,

A1 =
[β∗

B(ηB2K5 + σB2) + γB1σB2]

K3σB2

+
µB(β

∗
B + γB1) + γB1K5

K5µB

,

and,

A2 =
K2[µB(K4 +K6) +K4K6]

K2K4K6µB

,
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so that v.w = 1 (in line with [21]).

It can be shown, by computing the non-zero partial derivatives of the

right-hand side functions, fi(i = 1, ..., 9), that the associated backward bi-

furcation coefficients, a and b, are given, respectively, by (see Theorem 4.1

in [21]):

a =
8∑

k,i,j=1

vkwiwj
∂2fk
∂xi∂xj

(0, 0),

=
2β∗

BµB

ΠB

{θEB[w2(v6 − v2) + w4(v6 − v4)] + θRBw8(v6 − v8)

− v2(w2 + w3 + w4 + w5 + w6 + w7 + w8 + w9)},

=
2β∗

BµB

3ΠB

{
θEB

(
β∗
B + γB1 −K5

K5

+ A3

)
+
θRB

A1

(
β∗
B + γB1 −K5

K5

)

−
[
1 +

µBK5 + σB1) + σB2γB1

A1µBσB2

+
γM1σM2K2 +K2µBK6 + σB2)

A2K2µBσM2

]}
,

(4.5.17)

and,

b =
9∑

k,i=1

vkwi
∂2fk
∂xi∂β∗

B

(0, 0) = v2(ηB1w2 + ηB2w4 + w6),

=
1

3

[
ηB1 +

1

A1σB2

(ηB2K5 + σB2)

]
,

where,

A3 =
1

A1σB2K3

[K3(β
∗
B + γB1)− β∗

B(ηB2K5 + σB2) + σB2γB1] .

Since the bifurcation coefficient, b, is automatically positive, it follows from

Theorem 4.1 in [21] that the buffalo-only model (4.5.4) (or its transformed
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equivalent (4.5.14)) will undergo backward bifurcation if the bifurcation co-

efficient, a, given by (4.5.17), is positive. �

This result is consistent with that in [1, 21, 98], on the transmission

dynamics of mycobacterium tuberculosis in human populations. This result

is summarized below.

Lemma 4.5.3 The buffalo-only model (4.5.4) does not undergo backward

bifurcation at R0 = 1 in the absence of re-infection of exposed and recovered

buffalos (θEB = θRB = 0).

Hence, this study shows that the re-infection of exposed and recovered buf-

falos causes the phenomenon of backward bifurcation in the transmission

dynamics of BTB and MTB in a buffalo-only population. To further confirm

the absence of backward bifurcation in this case, a global asymptotic stabil-

ity result is established for the DFE (E0) of the buffalo-only model (4.5.7) in

the absence of re-infection (i.e., θEB = θRB = 0) below.

4.5.3.2 Global asymptotic stability of the DFE

Consider the buffalo-only model (4.5.7) in the absence of re-infection of ex-

posed (θEB = 0) and recovered (θRB = 0) buffalos.

Theorem 4.5.3 The DFE, E0, of the buffalo-only model (4.5.7) with θEB =

θRB = 0 is GAS in Γ if R0 ≤ 1.

Proof. Consider the buffalo-only model (4.5.7) in the absence of re-infection

(θEB = θRB = 0). Furthermore, let R0 ≤ 1. Consider the following linear

Lyapunov function F = a0EB1 + a1EB2 + a2IBB, where,

a0 = R0, a1 =
βB(ηB2K5 + σB2)

K3K5

, a2 =
βB
K5

,
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with Lyapunov derivative given by

Ḟ = a0ĖB1 + a1ĖB2 + a2İBB,

= a0

[
βB
NB

(ηB1EB1 + ηB2EB2 + IBB)SB −K1EB1

]
+ a1 (κ1EB1 −K3EB2)

+ a2(σB2EB2 −K5IBB),

=

(
a0
βBηB1SB

NB

− a0K1 + a1κ1

)
EB1 +

(
a0
βBηB2SB

NB

− a1K3 + a2σB2

)
EB2

+

(
a0
βBSB

NB

− a2K5

)
IBB,

≤ βB(ηB1EB1 + ηB2EB2 + IBB)(R0 − 1) since SB(t) ≤ NB(t) for all t in Γ,

≤ 0 if R0 ≤ 1.

Since all the parameters and variables of the model (4.5.7) are non-negative

(Theorem 4.5.1), it follows that Ḟ ≤ 0 for R0 ≤ 1 with Ḟ = 0 if and only

if EB1 = EB2 = IBB = 0. Thus, it follows, by LaSalle’s Invariance Principle

[70], that

(EB1(t), EB2(t), IBB(t)) → (0, 0, 0) as t → ∞. (4.5.18)

Since lim
t→∞

sup IBB(t) = 0 (from (4.5.18)), it follows that, for sufficiently small

ϖ∗ > 0, there exists a constant M > 0, such that, lim
t→∞

sup IBB(t) ≤ ϖ∗ for

all t > M. Hence, it follows from the fifth equation of the buffalo-only model

(4.5.7) that, for t > M, ṘBB ≤ γB1ϖ
∗ − µBRBB. Thus, by comparison

theorem [99], R∞
BB = lim

t→∞
supRBB ≤ γB1ϖ

∗

µB

, so that, by letting, ϖ∗ → 0,

R∞
BB = lim

t→∞
supRBB(t) ≤ 0. (4.5.19)

Similarly, it can be shown that

RBB∞ = lim
t→∞

inf RBB(t) ≥ 0. (4.5.20)
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Thus, it follows from (4.5.19) and (4.5.20), that RBB∞ ≥ 0 ≥ R∞
BB. Hence,

lim
t→∞

RBB(t) = 0. (4.5.21)

Furthermore, substituting (4.5.18) in the first equation of (4.5.7) show that

SB(t)→
ΠB

µB

as t → ∞. (4.5.22)

Thus, by combining equations (4.5.18), (4.5.21) and (4.5.22), it follows that

every solution of the equations of the buffalo-only model (4.5.7), with θEB =

θRB = 0 and initial conditions in Γ, approaches E0, as t → ∞ (whenever

R0 ≤ 1). �

Theorem 4.5.3 shows that, in the absence of the re-infection of exposed and

recovered buffalos (i.e., θEB = θRB = 0), BTB can be eliminated from the

buffalo-only population if the reproduction number of the model (R0) can be

brought to (and maintained at) a value less than unity. Figure 4.4A depicts

the solution profiles of the buffalo-only model (4.5.7), generated using various

initial conditions, showing convergence to the DFE E0 when R0 < 1 (in line

with Theorem 4.5.3).

4.5.4 Existence of endemic equilibria: Special case

In this section, the existence of non-trivial (endemic) equilibria (where the

components of the infected variables of the model are non-zero) of the buffalo-

only model (4.5.7) is explored for the special case without re-infection (i.e.,

θEB = θRB = 0). Solving the equations of the buffalo-only model (4.5.7) at

steady-state gives the following general form of the EE (denoted by E1)

E1 =
(
S∗∗
B , E

∗∗
B1, E

∗∗
B2, I

∗∗
BB, R

∗∗
BB

)
,

where,
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S∗∗
B =

ΠB

λ∗∗B + µB

, E∗∗
B1 =

λ∗∗B ΠB

K1(λ∗∗B + µB)
, E∗∗

B2 =
κ1λ

∗∗
B ΠB

K1K3(λ∗∗B + µB)
,

I∗∗BB =
σB2κ1λ

∗∗
B ΠB

K1K3K5(λ∗∗B + µB)
, R∗∗

BB =
γB1σB2κ1λ

∗∗
B ΠB

K1K3K5µBλ∗∗B + µB)
,

(4.5.23)

with the force of infection at steady-state (λ∗∗B ) given by

λ∗∗B =
βB
N∗∗

B

(ηB1E
∗∗
B1 + ηB2E

∗∗
B2 + I∗∗BB). (4.5.24)

Using (4.5.23) in the expression for λ∗∗B in (4.5.24) shows that the non-zero

equilibrium of the model (4.5.4) satisfy the linear equation

b1λ
∗∗
B + b2 = 0, (4.5.25)

where, b1 = K5µB(K3+κ1)+σB2κ1(µB+γB2) and b2 = K1K3K5µB(1−R0).

Clearly, the coefficient b1 is always positive, and b2 is positive (negative) if

R0 is less than (greater than) unity, respectively. Thus, the linear system

(4.5.25) has a unique positive solution, given by λ∗∗B = −b2/b1, whenever
R0 > 1. Further, the force of infection for buffalos (λ∗∗B ) is negative whenever

R0 < 1 (which is biologically meaningless). Hence, the buffalo-only model

(4.5.4) has no positive equilibrium in this case. These results are summarized

below.

Theorem 4.5.4 The buffalo-only model (4.5.7), with θEB = θRB = 0, has a

unique EE, E1, whenever R0 > 1, and no EE otherwise.

4.5.4.1 Global asymptotic stability of endemic equilibrium

The global asymptotic stability of the unique EE (E1) of the buffalo-only

model is explored for the special case without re-infection (θEB = θRB = 0)

and BTB-induced death in buffalos (δB = 0). It is convenient to define
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Γ1 = {(SB, EB1, EB2, IBB, RBB) ∈ Γ : EB1 = EB2 = IBB = RBB = 0},

the stable manifold of the DFE (E0) of the buffalo-only model (4.5.7).

Theorem 4.5.5 The unique EE (E1) of the buffalo-only model (4.5.7), with

θEB = θRB = δB = 0, is GAS in Γ\Γ1 if R̃0 = R0|δB=0 > 1.

Proof. Consider the buffalo-only model (4.5.7) with θEB = θRB = δB = 0.

For this case, it follows from Theorem 4.5.4 that the buffalo-only model

(4.5.7) has a unique EE whenever R̃0 > 1. Furthermore, setting δB = 0

in the model (4.5.7) shows that NB(t) → ΠB/µB as t → ∞. Consider the

following non-linear Lyapunov function (of Goh-Volterra type) for the sub-

system of the model (4.5.7) involving the state variables SB, EB1, EB2 and

IBB (noting that NB(t) is now replaced by its limiting value ΠB/µB):

F = SB − S∗∗
B − S∗∗

B ln

(
SB

S∗∗
B

)
+ EB1 − E∗∗

B1 − E∗∗
B1 ln

(
EB1

E∗∗
B1

)
+

(
β̃BηB2S

∗∗
B E

∗∗
B2 + β̃BS

∗∗
B I

∗∗
BB

κ1E∗∗
B1

)[
EB2 − E∗∗

B2 − E∗∗
B2 ln

(
EB2

E∗∗
B2

)]
+
β̃BS

∗∗
B I

∗∗
BB

σB2E∗∗
B2

[
IBB − I∗∗BB − I∗∗BB ln

(
IBB

I∗∗BB

)]
,
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where, β̃B =
µBβB
ΠB

. The Lyapunov derivative of F is given by

Ḟ = ṠB − S∗∗
B

SB

ṠB + ĖB1 −
E∗∗

B1

EB1

ĖB1

+

(
β̃BηB2S

∗∗
B E

∗∗
B2 + β̃BS

∗∗
B I

∗∗
BB

κ1E∗∗
B1

)(
ĖB2 −

E∗∗
B2

EB2

ĖB2

)
+
β̃BS

∗∗
B I

∗∗
BB

σB2E∗∗
B2

(
İBB − I∗∗BB

IBB

İBB

)
,

= ΠB − β̃B(ηB1EB1 + ηB2EB2 + IBB)SB − µBSB

− S∗∗
B

SB

[
ΠB − β̃B(ηB1EB1 + ηB2EB2 + IBB)SB − µBSB

]
+ β̃B(ηB1EB1 + ηB2EB2 + IBB)SB

−K1EB1 −
E∗∗

B1

EB1

[
β̃B(ηB1EB1 + ηB2EB2 + IBB)SB −K1EB1

]
+

(
β̃BηB2S

∗∗
B E

∗∗
B2 + β̃BS

∗∗
B I

∗∗
BB

κ1E∗∗
B1

)[
κ1EB1 −K3EB2 −

E∗∗
B2

EB2

(κ1EB1 −K3EB2)

]
+
β̃BS

∗∗
B I

∗∗
BB

σB2E∗∗
B2

[
σB2EB2 −K5IBB − I∗∗BB

IBB

(σB2EB2 −K5IBB)

]
.

(4.5.26)

Using the following steady-state relations (obtained from (4.5.7)),

ΠB = β̃B(ηB1E
∗∗
B1 + ηB2E

∗∗
B2 + I∗∗BB)S

∗∗
B + µBS

∗∗
B , κ1E

∗∗
B1 = K3E

∗∗
B2,

β̃B(ηB1E
∗∗
B1 + ηB2E

∗∗
B2 + I∗∗BB)S

∗∗
B = K1E

∗∗
B1, σB2E

∗∗
B2 = K5I

∗∗
BB, γB1I

∗∗
BB = µBR

∗∗
BB,
(4.5.27)

the Lyapunov derivative can be simplified to
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Ḟ = β̃B(ηB1E
∗∗
B1 + ηB2E

∗∗
B2 + I∗∗BB)S

∗∗
B + µBS

∗∗
B − µBSB

− S∗∗
B

SB

[
β̃B(ηB1E

∗∗
B1 + ηB2E

∗∗
B2 + I∗∗BB)S

∗∗
B + µBSB

∗∗ − β̃B(ηB1EB1 + ηB2EB2 + IBB)SB

−µBSB]−K1EB1 −
E∗∗

B1

EB1

[
β̃B(ηB1EB1 + ηB2EB2 + IBB)SB −K1EB1

]
+

(
β̃BηB2S

∗∗
B E

∗∗
B2 + β̃BS

∗∗
B I

∗∗
BB

κ1E∗∗
B1

)[
κ1EB1 −K3EB2 −

E∗∗
B2

EB2

(κ1EB1 −K3EB2)

]
+
β̃BS

∗∗
B I

∗∗
BB

σB2E∗∗
B2

[
σB2EB2 −K5IBB − I∗∗BB

IBB

(σB2EB2 −K5IBB)

]
,

= µBS
∗∗
B

(
2− S∗∗

B

SB

− SB

S∗∗
B

)
+ β̃BI

∗∗
BBS

∗∗
B

(
4− S∗∗

B

SB

− EB2I
∗∗
BB

E∗∗
B2IBB

− EB1E
∗∗
B2

E∗∗
B1EB2

− IBBSBE
∗∗
B1

I∗∗BBS
∗∗
B EB1

)
+ β̃BηB1E

∗∗
B1S

∗∗
B

(
2− S∗∗

B

SB

− SB

S∗∗
B

)
+ β̃BηB2E

∗∗
B2S

∗∗
B

(
3− S∗∗

B

SB

− EB1E
∗∗
B2

E∗∗
B1EB2

− EB2SBE
∗∗
B1

E∗∗
B2S

∗∗
B EB1

)
.

Finally, since the arithmetic mean exceeds the geometric mean, it follows

then that

µBS
∗∗
B

(
2− S∗∗

B

SB

− SB

S∗∗
B

)
≤ 0,

β̃BI
∗∗
BBS

∗∗
B

(
4− S∗∗

B

SB

− EB2I
∗∗
BB

E∗∗
B2IBB

− EB1E
∗∗
B2

E∗∗
B1EB2

− IBBSBE
∗∗
B1

I∗∗BBS
∗∗
B EB1

)
≤ 0,

β̃BηB1E
∗∗
B1S

∗∗
B

(
2− S∗∗

B

SB

− SB

S∗∗
B

)
≤ 0,

β̃BηB2E
∗∗
B2S

∗∗
B

(
3− S∗∗

B

SB

− EB1E
∗∗
B2

E∗∗
B1EB2

− EB2SBE
∗∗
B1

E∗∗
B2S

∗∗
B EB1

)
≤ 0.
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Furthermore, since all the model parameters are non-negative, it follows that

Ḟ ≤ 0 for R̃0 > 1. Thus, F is a Lyapunov function for the sub-system of

the model (4.5.4) on Γ\Γ1. Therefore, it follows, by LaSalle’s Invariance

Principle [70], that

lim
t→∞

SB(t) = S∗∗
B , lim

t→∞
EB1(t) = E∗∗

B1, lim
t→∞

EB2(t) = E∗∗
B2, lim

t→∞
IBB(t) = I∗∗BB.

Since IBB(t) → I∗∗BB as t → ∞, it follows from the equation for dRBB/dt in

(4.5.4) that, RBB(t) →
γB1I

∗∗
BB

µB

= R∗∗
BB, as t → ∞. The proof is concluded

using similar arguments as in the proof of Theorem 4.5.3. �

The epidemiological implication of Theorem 4.5.5 is that BTB will be

endemic in the buffalo population if R̃0 > 1 (and θEB = θRB = δB = 0).

Figure 4.4 B depicts the solutions of the model (4.5.7) for the case when

R̃0 > 1 and θEB = θRB = δB = 0, showing convergence of the initial solutions

to the unique EE (in line with Theorem 4.5.5). In general, the dynamics of the

buffalo-only model have shown that it exhibit the phenomenon of backward

bifurcation, where an asymptotically-stable disease free equilibrium (DFE)

co-exists with an asymptotically-stable EE when the associated reproduction

number is less than unity. This phenomenon is shown to arise due to the

exogenous re-infection of exposed and recovered buffalos. In the absence of

such re-infection, it is shown, using a linear Lyapunov function, that the

DFE of the model is GAS whenever the associated reproduction number is

less than unity. Moreover, the model has a unique EE for a special case,

which is shown, using a non-linear Lyapunov function, to be GAS.

4.5.5 Sensitivity and uncertainty analyses

In this section, sensitivity and uncertainty analyses will be carried out, us-

ing Latin Hypercube Sampling (LHS) and Partial Correlation Coefficient

(PRCC) [62, 63, 64], to assess the effect of uncertainty in the estimate of the

parameter values used to simulate the buffalo-only model (on the simulation

results obtained) and to determine the key parameters that drive the dynam-

ics of the disease in the buffalo-human population. The ranges and baseline
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Figure 4.5: Box plot of R0 as a function of the number of LHS runs carried

out for the buffalo-only model (4.5.4), using parameter values and ranges

given in Table 3.

values of the parameters of the buffalo-only model, given in Table 4.3, will be

used in these analyses. Each parameter of the buffalo-only model (4.5.4) is as-

sumed to obey a uniform distribution [15]. Following [15], a total of 1000 LHS

runs (N=1000) are carried out. Furthermore, the following initial conditions

(which are consistent with the dynamics of African buffalo in the Kruger Na-

tional Park [28]): (SB(0), EB1(0), EM1(0), EB2(0), EM2(0), IBB(0), IMB(0),

RBB(0), RMB(0)) =

(28000, 100, 100, 20, 20, 10, 10, 100, 100)) are used in the simulations.

Figure 4.5 depicts a box plot of R0, as a function of the number of LHS
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Figure 4.6: PRCC values of the parameters of the buffalo-only model (4.5.4),

using R0 as the output function. Parameter values used are as given in Table

4.3.

runs carried out (N = 1000), from which it is evident that the distribution

of R0 lie in the range R0 ∈ [0.34, 0.55] (each box plot displays the upper

and lower quartile ranges of R0. A horizontal line within the box is the

median value, and values of R0 beyond the whiskers are outliers [78]). Thus,

since the distribution of the reproduction number of the buffalo-only model

is less than unity, it follows (from Lemma 4.5.2 and Theorem 4.5.3) that the

BTB outbreaks (in the buffalo-human population) will die out with time (in

other words, the disease will be effectively controlled). The PRCC values of

the parameters of the buffalo-only model (4.5.4), using R0 as the response

function, are depicted in Figure 4.6. It follows from Figure 4.6 that the top
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three parameters that most influences the value of R0 (hence the disease

dynamics) are the BTB transmission rate (βB), the recovery rate of buffalos

(γB1) and the BTB-induced mortality in buffalos (δB).

Similarly, Figure 4.7 depicts the box plot of the buffalo-only model (4.5.4)

using total number of symptomatic buffalos (IBB + IMB) as the response

function. This figure shows a distribution of the number of symptomatic

buffalos lying in the range [42, 118]. Hence, this study shows that, using the

parameter values and ranges relevant to BTB-MTB dynamics at the Kruger

National Park, a BTB outbreak could cause no more than 120 confirmed cases

(of BTB and MTB) in the park. The associated PRCC values (with the total

number of symptomatic buffalos as the output) are depicted in Figure 4.8,

from which it is evident that, in this scenario, the top three parameters

(that most influences the output) are the buffalo recruitment rate (ΠB), the

natural (µB) and the disease-induced (δB) death rate of buffalos. Hence,

this study shows variability in the top-ranked PRCC values on the chosen

response/output function.

Therefore, in this section, the detailed sensitivity analysis reveals that the

parameters that most influence the dynamics of the buffalo-only model (us-

ing the reproduction number as the response/output function) are the BTB

transmission rate, the recovery rate of buffalos and the BTB-induced death

rate of buffalos. For the case where the response function is the total num-

ber of symptomatic buffalos (with BTB or MTB), the buffalo demographic

parameters were found to be the most influential. Furthermore, it is shown,

using an uncertainty analysis, the distribution of the reproduction number

of the buffalo-only model is shown to be less than unity (hence, the dis-

ease outbreak will not persist in the buffalo-human population). It is shown

that both the buffalo-only model and the full BTB-MTB model have essen-

tially the same qualitative dynamics with respect to the asymptotic local-

and global- of the disease free equilibrium and the backward bifurcation phe-

nomenon established in the transmission dynamics of BTB and BTB-MTB

in a buffalo-human population; which, in both cases, is shown to arise due to

the re-infection of exposed and recovered host(s) (buffalos or both buffalos

and humans).
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Figure 4.7: Box plot of the total number of symptomatic buffalos (IBB+IMB)

as a function of the number of LHS runs for the buffalo-only model (4.5.4),

using parameter values and ranges given in Table 3.
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Figure 4.8: PRCC values of the parameters of the buffalo-only model (4.5.4),

using total number of symptomatic buffalos (IBB + IMB) as the output func-

tion. Parameter values used are as given in Table 4.3.
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Having fully studied the dynamics of the buffalo-only model (4.5.4), the

full BTB-MTB model (4.5.3) will now be analyzed.

4.6 Analysis of the BTB-MTB model

It can be shown, using the approach in Section 4.5.2, that the following

biologically-feasible region,

Ω =

{
(SH , EH1, EH2, IH1, IH2, RH1, RH2, SB, EB1, EM1, EB2, EM2, IBB,

IMB, RBB, RMB) ∈ R16
+ : NH ≤ ΠH

µH

, NB ≤ ΠB

µB

}
,

is positively-invariant and attracting for the BTB-MTB model (4.5.3).

4.6.1 Local stability of DFE

The analyses in this section will be carried out for the special case of the

BTB-MTB model (4.5.3) with θMM = θBB = 0. The justification for this

assumption is based on the fact that contact between humans and buffalos

in the Kruger National Park are tightly controlled (hence, it is reasonable to

assume that buffalo-to-human or human-to-buffalo transmission of BTB is

negligible). The DFE of the BTB-MTB model (4.5.3) is given by

E0f = (S∗
H , E

∗
H1, E

∗
H2, I

∗
H1, I

∗
H2, R

∗
H1, R

∗
H2, S

∗
B, E

∗
B1, E

∗
M1, E

∗
B2, E

∗
M2,

I∗BB, I
∗
MB, R

∗
BB, R

∗
MB)

=

(
ΠH

µH

, 0, 0, 0, 0, 0, 0,
ΠB

µB

, 0, 0, 0, 0, 0, 0, 0, 0

)
.

(4.6.1)

The associated next generation matrices of the BTB-MTB model (4.5.3),

denoted by Ff and Vf are given, respectively, by
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Ff =



βHηH1 0 βH 0 0 0 0 0 0 0

0 βHηH2 0 βH 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 βBηB1 0 βBηB2 0 βB 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0


,

Vf =



Q1 0 0 0 0 0 0 0 0 0

0 Q2 0 0 0 0 0 0 0 0

−σ1 0 Q3 0 0 0 0 0 0 0

0 −σ2 0 Q4 0 0 0 0 0 0

0 0 0 0 K1 0 0 0 0 0

0 0 0 0 0 K2 0 0 0 0

0 0 0 0 −κ1 0 K3 0 0 0

0 0 0 0 0 0 −κ2 K4 0 0

0 0 0 0 0 0 −σB2 0 K5 0

0 0 0 0 0 0 0 −σM2 0 K6


.

It follows then that the reproduction number of the BTB-MTB model (4.5.3),

denoted by Rf , is given by

Rf = ρ(FfVf
−1) = max{RHM , RHB, R0},

where RHM and RHB are the associated reproduction numbers for humans

infected with MTB and with BTB, respectively, given by

RHM =
βH(ηH1Q3 + σ1)

Q1Q3

and RHB =
βH(ηH2Q4 + σ2)

Q2Q4

, (4.6.2)

whereQ1 = σ1+µH , Q2 = σ2+µH , Q3 = γ1+µH+δH1 andQ4 = γ2+µH+δH2,
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and R0 is as defined in Section 4.5.2. Thus, using the approach in Section

4.5.3, the following result can be established for the BTB-MTB model (4.5.3).

Lemma 4.6.1 The DFE, E0f , of the model (4.5.3), with θMM = θBB = 0,

is LAS in Ω if Rf < 1, and unstable if Rf > 1.

It can be shown, as in Section 4.5.2, that the BTB-MTB model (4.5.3) also

undergoes backward bifurcation. Unlike in the buffalo-only model (4.5.4),

however, this phenomenon persists even if the bovine-associated re-infection

terms (θRB and θEB) are set to zero. This is due to the re-infection of exposed

and recovered humans (i.e., θH1 ̸= 0 and θH2 ̸= 0). To illustrate this fact, it

is shown that the DFE (E0f ) of the BTB-MTB model (4.5.3) is GAS in Ω

in the absence of re-infection of exposed and recovered buffalos and humans,

whenever the associated reproduction number (Rf ) is less than unity.

4.6.2 Global asymptotic stability of DFE

Theorem 4.6.1 The DFE, E0f , of the BTB-MTB model (4.5.3) with θH1 =

θH2 = θRB = θRH = θBB = θMM = θEB = θRB = 0, is GAS in Ω if Rf < 1.

Proof. Consider BTB-MTB model (4.5.4) with with θH1 = θH2 = θRB =

θRH = θBB = θMM = θEB = θRB = 0. The proof is based on using a

comparison theorem [71]. It should be noted, first of all, that the equations

for the infected components in the BTB-MTB model (4.5.3) can be re-written

in the following matrix form

dx̃

dt
=

[
(Ff − Vf )−

(
1− SH

NH

)
M1 −

(
1− SB

NB

)
M2

]
x̃, (4.6.3)

where x̃ = [EH1, EH2, IH1, IH2, EB1, EM1, EB2, EM2, IBB, IMB]
T , the matrices

Ff and Vf are as given in Section 4.6.1, and
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M1 =



βHηH1 0 βH 0 0 0 0 0 0 0

0 βHηH2 0 βH 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0


,

M2 =



0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 βBηB1 0 βBηB2 0 βB 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0


.

It follows, since SH(t) < NH(t) and SB(t) < NB(t) for all t ≥ 0 in Ω, that

dx̃

dt
≤ (Ff − Vf ) x̃. (4.6.4)

Using the fact that the eigenvalues of the matrix Ff−Vf all have negative real
parts (where ρ(FfVf

−1) < 1 if Rf < 1, which is equivalent to Ff −Vf having

eigenvalues with negative real parts when Rf < 1 of [107]). Consequently,

the linearized differential inequality system (4.6.4) is stable wheneverRf < 1.

Thus,
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(EH1(t), EH2(t), IH1(t), IH2(t), EB1(t), EM1(t), EB2(t), EM2(t), IBB(t), IMB(t)) →

(0, 0, 0, 0, 0, 0, 0, 0, 0, 0) as t → ∞. It follows, by comparison theorem (see

[71], pp 31), that

(EH1(t), EH2(t), IH1(t), IH2(t), EB1(t), EM1(t), EB2(t), EM2(t), IBB(t), IMB(t)) →

(0, 0, 0, 0, 0, 0, 0, 0, 0, 0). Substituting EH1(t) = EH2(t) = IH1(t) = IH2(t) =

EB1(t) = EM1(t) = EB2(t) = EM2(t) = IBB(t) = IMB(t) = 0 in the suscep-

tible and the recovered compartments of (4.5.3) gives, SH(t) → S∗
H , RH1 →

0, RH2 → 0, SB(t) → S∗
B, RBB → 0 and RMB → 0 as t → ∞. Thus, the

DFE (E0f ) of the BTB-MTB model (4.5.3) is GAS in Ω if Rf < 1 and with

θH1 = θH2 = θRB = θRH = θBB = θMM = θEB = θRB = 0. �

Hence, the analyses in this section show that the buffalo-only model and

the full BTB-MTB model (4.5.3) have essentially the same qualitative dy-

namics with respect to the local- and global-asymptotic stability of the as-

sociated disease free equilibrium (in the absence of re-infection) as well as

the backward bifurcation property established in the transmission dynamics

of BTB and BTB-MTB in a buffalo-human population. In both cases, the

backward bifurcation phenomenon is shown to arise due to the re-infection of

the exposed and recovered host(s) (buffalos for the buffalo-only model (4.5.4),

and buffalos and humans for the BTB-MTB model). Numerical simulations

of the BTB-MTB model show that the cumulative number of MTB cases

in humans (buffalos) decreases with increasing number of BTB infections in

humans (buffalos).

4.6.3 Numerical simulations

The BTB-MTB model (4.5.3) is simulated, using the baseline values tabu-

lated in Table 4.3 (unless otherwise stated), to assess the effect of the dy-

namics of BTB (MTB) on the spread of MTB (BTB) in the human (buffalo)

population.
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4.6.3.1 Effect of BTB on MTB

The effect of BTB (in the human-buffalo population within the Kruger Na-

tional Park) on the spread of MTB in the human population (within the

park) is assessed by simulating the BTB-MTB model (4.5.3) using param-

eter values in Table 4.3, subject to the following four effectiveness levels of

BTB transmission likelihood from buffalos to humans (i.e., choosing four dif-

ferent values of the parameter θMM , for the reduced likelihood of humans

acquiring BTB infection from buffalos):

(I) No transmission of BTB from buffalos to humans: θMM = 0;

(II) Low rate of transmission of BTB from buffalos to humans: θMM = 0.25;

(III) Moderate rate of transmission of BTB from buffalos to humans: θMM =

0.50;

(IV) High rate of transmission of BTB from buffalos to humans: θMM =

0.75.

The simulation results obtained, depicted in Figure 4.9A, show that the

cumulative number of new MTB cases in humans decreases with increasing

rate of BTB transmission to humans by buffalos (θMM).

4.6.3.2 Effect of MTB on BTB

Similar plot is generated to assess the effect of MTB (in the human-buffalo

population) on the spread of BTB in the buffalo population. Here, too,

four transmission levels of the associated parameter (θHH) are considered,

namely: none (θHH = 0), low (θHH = 0.25), moderate (θHH = 0.50) and

high (θHH = 0.75). The results obtained, depicted in Figure 4.9B, show that

the cumulative number of new BTB infections in buffalos decreases with

increasing rate of MTB transmission to buffalos by humans.
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Figure 4.9: Cumulative number of new cases of (A) MTB infection in hu-

mans. (B) BTB infection in buffalos. Parameter values used are as given in

Table 4.3, with various values of θMM (A) or θHH (B).
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Table 4.2: Description of parameters of the BTB-MTB model (4.5.3).

Parameter Interpretation

ΠH Recruitment rate of humans

ΠB Recruitment rate of buffalos

µH Natural death rate of humans

µB Natural death rate of buffalos

βH Transmission rate of MTB

βB Transmission rate of BTB

ηH1 Modification parameter for the reduction in infectiousness of exposed

humans in comparison to humans with clinical symptoms of MTB

ηH2 Modification parameter for the reduction in infectiousness of exposed

humans in comparison to humans with clinical symptoms of BTB

ηB1, ηB2 Modification parameters for the reduction in infectiousness of exposed

buffalos in comparison to buffalos with clinical symptoms of BTB

θHH , θBB Modification parameters for the reduction in transmissibility of MTB

to buffalos in comparison to humans

θMM Modification parameters for the reduction in transmissibility of BTB

to humans in comparison to buffalos

γi (i = 1, 2) Recovery rate of humans

γB1, γM1 Recovery rate of buffalos

σi (i = 1, 2) Progression rate from EHi to IHi class

κ1 Progression rate from EB1 to EB2 class

κ2 Progression rate from EM1 to EM2 class

σB2 Progression rate from EB2 to IBB class

σM2 Progression rate from EM2 to IMB class

θHi (i = 1, 2) Exogenous re-infection rate for humans in the EHi class

θRB, θRH Exogenous re-infection rate for recovered humans

θEB Exogenous re-infection rate for buffalos in the exposed

and recovered classes, respectively

δH1, δH2 Disease-induced death rate for humans

δB, δM Disease-induced death rate for buffalos
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Table 4.3: Ranges and baseline values for parameters of the BTB-MTBmodel

(4.5.3).

Parameter Range (day−1) Baseline Value (day−1) Reference

ΠH [26,80] 53 [96]

ΠB [2,4] 3 [79, 87, 96]

µH [0.0000274,0.0000549] 0.000047 [13, 22, 34, 38]

µB (0.00009477,0.00011583) 0.0001053 [26, 87]

βH [0.00011,0.000959] 0.000535 [13, 21]

βB (0.006597,0.008063) 0.00733 [27]

ηH1 [0,1) 0.5 Fitted

ηH2 [0,1) 0.5 Fitted

ηB1 (0.4455,0.5045) 0.45 Fitted

ηB2 (0.495,0.605) 0.55 Fitted

θBB [0,1) 0.5 Fitted

θMM [0,1] 0.5 Assumed

θHH [0,1) 0.5 Assumed

γi (i = 1, 2) (0.0000823,0.000823) 0.000453 [13, 22]

γB1 (0.00774,0.00946) 0.0086 [27]

γM1 (0.13374,0.160086) 0.1486 [1]

σi (i = 1, 2) (0.0000822,0.00247) 0.001 [22, 93]

κ1 (0.45,0.55) 0.5 [93]

κ2 (0.45,0.55) 0.5 [93]

σB2 (0.25,0.35) 0.3 [93]

σM2 (0.36,0.44) 0.4 [93]

θHi (i = 1, 2) [0,0.1] 0.00271 [22]

θRB, θRH [0.002439,0.002981] 0.00271 [22]

θEB [0.002439,0.002981] 0.00271 [22]

δH1, δH2 [0.000115,0.000822] 0.0002 [13, 22, 21, 38]

δB [0.0018,0.0022] 0.002 [29]

δM [0.0018,0.0022] 0.002 [13, 22]
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Table 4.4: Number of symptomatic buffalos with BTB at Kruger National

Park [28].

Year Number of Symptomatic Buffalos [28]

2001 35

2002 135

2003 185

2004 238

2005 230



CHAPTER 5

CONCLUSION AND FUTURE

WORK

This thesis consists of two main parts that deals with two ways of considering

the delay process in epidemiological models. The first approach, which con-

stitutes the first part of the thesis, deals with the SIS model, which takes the

form of a deterministic system of nonlinear differential equations with (dis-

crete) time delay. The main motivation of this part is the need to construct

a robust nonstandard finite difference scheme for this model. Despite the

simplicity of the SIS model, the presence of delay is a challenge from the nu-

merical point of view as observed in the literature [9, 35, 76]. For this reason,

and given also the importance of the linearization process in the qualitative

and constructive analysis of dynamical systems in general and epidemiolog-

ical models in particular, we start with a linear delay differential equation

(LDDE) for which we construct an innovative Exact-NSFD scheme. The sec-

ond part of the thesis deals with the second way of considering delay in epi-

demiological models. That is by introducing one or several exposed classes.

In this part, we do a thorough quantitative, qualitative and statistical anal-

yses of two new models for bovine tuberculosis (BTB) and mycobacterium

tuberculosis (MTB) in a buffalo-human population. The models which are
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gradually built from basic SEIR models, extends numerous other models for

the transmission dynamics of one or both diseases in the literature.

The specific contributions of the thesis are summarized below:

5.1 Contributions of the thesis

5.1.1 Nonstandard finite difference for SIS delay model

As stated earlier, one of the main contributions of the thesis is the design of

a novel NSFD for solving linear delay differential equation model (which is

associated with an SIS delay model for disease transmission). Some of the

main findings and contributions for the linear delay differential equation are

as follows:

(i) The combined Exact-NSFD scheme is dynamically consistent with the

LDDE in many respects.

• It preserves all the properties of the solution at the earlier time

evolution.

• It has no spurious fixed-point and it replicates the asymptotic sta-

bility property of the trivial equilibrium of the continuous model.

These facts are verified both theoretically (under some conditions

on the coefficients of the delay differential equation) and compu-

tationally when the conditions are not satisfied.

• The profile of the solutions for the combined Exact-NSFD scheme

with delay shows oscillations in accordance with the trajectories

of the continuous model, while such phenomenon is absent in the

same scheme without delay. Furthermore, the better performance

(convergence of order 2) of the trapezoidal NSFD scheme is ob-

served.

• When the delay coefficient is positive, it is shown that the NSFD

scheme preserves positivity of solutions at all times irrespective of

the step size value ∆t, whenever the initial conditions are positive.
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(ii) The robustness of the NSFD scheme is shown in which the fixed point

is asymptotically stable irrespective of the large step sizes used, while

in the case of classical theta-method, the fixed point is shown to be

unstable.

(iii) The relevance of the exact scheme at the early stage of the process is

seen in numerical simulations specifically when the delay is longer. On

the other hand, for Euler scheme, the delay has effect on the stability

of the fixed-point with regards to the smaller step sizes used. For

Euler scheme with no delay, the solution profiles converge to the fixed

point for these step sizes while in Euler scheme with delay, the solution

profiles diverge for the same smaller step sizes.

As for the SIS model with delay, our primary goal, we design a NSFD

scheme whose linearized part corresponds to the NSFD scheme obtained

above. It is illustrated that this NSFD scheme preserves the complex dynam-

ics of the continuous SIS delay model that is rigourously analyzed in an effort

to put together results that are scattered in the literature [58, 59, 91, 108].

5.1.2 Mathematical modeling of BTB-MTB dynamics

A new model, which takes the forms of deterministic systems of 16-dimensional

nonlinear differential equations is designed and used to gain the qualitative

and quantitative insight into the transmission dynamics of BTB and MTB

in a given buffalo-human population (using Kruger National Park, South

Africa). The model extends numerous other models for the transmission

dynamics of one or both diseases in the previous studies by, inter alia,

(a) Including the dynamics of early- and advanced- exposed buffalos. Ex-

posed buffalo classes were not considered in [1, 6, 21, 31, 67].

(b) Allowing for BTB and MTB transmission by exposed buffalos and hu-

mans. This was not considered in [1, 6, 21, 31, 67, 105].

(c) Including the dynamics of humans. This was not considered in [2, 31,

67, 105].
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(d) Allowing for the re-infection of exposed and recovered buffalos and

humans (this was not considered in [1, 2, 6, 31, 67]).

(e) Allowing for the transmission of both BTB and MTB in both the buf-

falo and human populations (this was not considered in [1, 2, 6, 21, 31,

67]).

From this part of the study, some of the main findings are:

(i) The buffalo-only model undergoes the phenomenon of backward bi-

furcation. This phenomenon is caused by the exogenous reinfection

of exposed and infected buffalos (this finding is consistent with the

well-known presence of this phenomenon in MTB dynamics in human

populations). This finding is crucial in terms of public health since its

presence makes effort to effectively control the two diseases difficult.

(ii) In the absence of re-infection of recovered and exposed buffalos, it is

shown, using Lyapunov function theory and La Salle’s Invariance Prin-

ciple that the disease free equilibrium of the buffalo-only model is shown

to be globally asymptotically stable whenever the associated reproduc-

tion number of the model is less than unity. The epidemiological im-

plication of this result is that, in the absence of backward bifurcation,

BTB can be effectively controlled in (or eliminated from) the buffalo

population if the associated reproduction threshold can be brought to

(and maintained at) a value less than unity.

(iii) In the absence of the re-infection of exposed and recovered buffalos,

the buffalo-only model is shown to have unique endemic equilibrium

whenever its reproduction number exceeds unity. This equilibrium is

shown to be globally-asymptotically stable for the special case where

the disease-induced mortality in buffalos is negligible.

(iv) Detailed uncertainty analysis, using Latin Hyper Cube Sampling, of

the buffalo-only model, using a reasonable set of parameter values

and ranges (relevant to BTB dynamics in the Kruger National Park),

shows that the distribution of the associated reproduction number of
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the buffalo-only model is less than unity (hence, BTB outbreaks will

not persist in the Park). Furthermore, such outbreak would cause no

more than 120 confirmed (symptomatic) cases of BTB within the Park.

Sensitivity analysis, using Partial Rank Correlation Coefficient, for the

case when the reproduction number is chosen as the response/output

function, reveals that the three main parameters that govern the dis-

ease dynamics are the BTB transmission rate, recovery rate of buffalos

and BTB-induced mortality rate. Similarly, three parameters (recruit-

ment rate of buffalos, natural and BTB-induced death rates in buffalos

are identified as the main influential parameters for the case where

the number of symptomatic buffalos (with BTB) is the chosen output

function.

(v) It is shown, rigorously, that the full BTB-MTB model has the same dy-

namics as the buffalo-only model with respect to the (local and global)

asymptotic dynamics of the respective disease free equilibrium and the

backward bifurcation property. However, unlike in the buffalo-only

model, the phenomenon of backward bifurcation persists even if the

bovine-associated re-infection terms are set to zero. This is due to the

reinfection of exposed and recovered humans. It is shown that this

model does not undergo backward bifurcation in the absence of rein-

fection of exposed and recovered host(s) (buffalos and humans). For

this case, it is shown that the DFE of the BTB-MTB model is globally-

asymptotically stable, whenever the associated reproduction number is

less than unity.

(vi) Numerical simulations of the BTB-MTBmodel, using MATLABODE45,

show that an increase in the cumulative number of BTB infection leads

to a marked reduction in the cumulative number of new MTB cases

in humans. Similarly, an increase in the cumulative number of MTB

infection leads to a significant decrease in the cumulative number of

new BTB cases in buffalos.
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5.2 Future work

Along the lines of this thesis, there remains number of issues and extensions

that will be addressed in future work. These include:

• Investigating the dynamic consistency of the combined Exact-NSFD

scheme for the SIS delay model with disease induced death rate.

• Extending the NSFD approach to more challenging delay epidemiolog-

ical models.

• Designing reliable NSFD schemes for the new tuberculosis models.

• Testing the complete BTB-MTB model using data relevant to Kruger

National Park and incorporating control strategies.

• Incorporating seasonality in the full BTB-MTB model to ascertain the

variation and impact of the two diseases in the community.
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