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1. Introduction

The objective of this work is to study the convergence without regularity assumptions on the exact solu-
tions of the time discrete two dimensional Oseen equations driven by nonlinear slip boundary conditions
of friction type. Qualitative analysis of the time discrete model such as 2d Navier Stokes equations with
Dirichlet boundary conditions, has been studied in [1-4]. In [1], several time discrete model of Navier
Stokes are formulated and their stability analysis presented with great details. Ju [2] has formulated a
linearized approximation of the Navier Stokes equations and derived several a priori bound for the dis-
crete solution. In fact H? uniform a priori bound is obtained with the aid of several versions of Gronwall’s
Lemmas. In [3], Tone and Wirosoetisno have considered the fully implicit Euler time approximation and
proved H!-uniform stability (see also [4,5] where several extensions, and simplifications of initial proofs
are presented).

Based on the work of Temam (see [1]), it is clear that existence theories for evolution problem can be
obtained by first time discretization, derivation of a priori estimates uniform with respect to the discretiza-
tion parameter, and lastly application of weak convergence results. A key step in that simple description
is then to prove convergence of the semi-discrete approximations to solutions of the continuous/original
formulation. If moreover, one wants to derive error estimates, then the question of rate of convergence
versus the regularity of the exact solution is of major interest in the development of efficient/reliable
numerical schemes. It is the the objective of this study to show that if one adopts implicit time approx-
imations for the Oseen model governed by nonlinear slip boundary conditions of friction type, optimal
rate of convergence with respect to the discretization parameter can be obtained by maintaining the
regularity of the exact solution but under moderate regularity on the forcing term. Our work is inspired
by seminal contribution of Nochetto et al. [6] (see also [7]).

Li and Li in [8] have studied the 2d Navier Stokes equations and derived optimal convergence provided
that the exact solution is twice differentiable in time. The method of proof in [8] make use of the Taylor’s
expansion, hence more regularity is needed. In this work instead we will follow the approach advocate
in [6,7] which control the consistency error by introducing discrete dissipative (non negative) quantities



and careful utilization of sub-differential operator. To the best of our knowledge, almost all works in
the literature for fluids flow driven by nonlinear slip boundary conditions of friction type are concerned
with existence of solutions or its finite element discretizations (see [8-17] just to mention a few). A fully
discrete approximation of the Navier Stokes system with Tresca boundary condition has been considered
in Li and Li in [8], but in order to obtain convergence for the discretization in time higher regularity of
the exact solution is needed. We regard our convergence analysis with minimal regularity on the weak
solution as important for problem whose time discrete model are formulated as (2.20). Similar study has
been contributed recently by Bartels (see [18]) for a class of rate independent evolution problems, and
we believe this new approach for convergence analysis will gain more popularity in the community.

The rest of the work is organized as follows. In Sect. 2, we introduce the equations and formulate
the variational inequality associated to the problem, we fix the notations and introduce the time discrete
implicit scheme associated to the continuous problem. Section 3 deals with the derivation of some a priori
estimates which are later exploited to obtain the solution of the continuous problem. Moreover, we also
show the convergence of the discrete solution by means of some weak and strong convergence results.
Section 4 is about the convergence with minimal regularity assumptions on the exact solution.

2. Preliminaries
2.1. Model Problem: Variational Formulation

Let © € R? be an open bounded set with boundary 99 assume to be regular enough, and fix 7 > 0. We
are interested in the time approximation of the incompressible Oseen system of equations
{ut —vAu+ (w-Vu+Vp=f inQx(0,T),

. : (2.1)
diveu=0 inQx (0,7),

where u = (u1, uz) is the velocity, the pressure is p(x,t) and f(x,t) is the external body force applied to
the fluids. v is the kinematic viscosity. w is a known quantity that satisfies

divw=0 onQx(0,7).

Further regularity on w will be given later, and we assume that w is independent of time. The equations
in (2.1) are supplemented by the initial condition

u(x,0) =uy on €, (2.2)

with ug : Q — R? given, and precise assumptions will be introduced below, and € is the closure of €.
Next in order to describe the motion of the fluid on the the boundary 902, we first assume that 0 is
made of two components S and I, such that 9Q = SUT, with SN T = (). We assume the homogeneous
Dirichlet condition on I, that is

u=0 onI x(0,7). (2.3)
On S, we first assume the impermeability condition
uy=u-n=0 onSx(0,T), (2.4)

where n is the outward unit normal on the boundary 92, and uy is the normal component of the velocity,
while ur = u — uyn is its tangential component. In addition to (2.4) we also impose on S, a threshold
slip condition [10,11], which can be formulated as follows; given a non negative function g : S — (0, 00),
one has the following

if |[(Tn)r|<g then wur =0,

it |(Tn)r|—g then wr#0, and —(Tn)r :gl'l' on $x(0,T), (2:5)

ur

where |v|? = v - v is the Euclidean norm. Equation (2.5) expresses the fact that (I'm); and wu, are
parallel but opposite. Of course in (2.5), T' = 2ve(u) — pI is the Cauchy stress tensor with I being



the identity tensor and e(u) = £(Vu + (Vu)T). For the mathematical setting of our work, we shall
follow Temam [1] and introduce standard definitions and facts similar for the treatment of Navier Stokes
equations in general, but because of (2.5), some minor modifications will be made clear when necessary.
Throughout the paper, C' denotes a generic positive constants which may take different values even in
the same calculation. The entities on which may depend, are given in brackets, e.g., C(€) denotes a
constant which depends at most on . As usual, ¢(¢) stands for the function & € Q — ¢(x, ). Standard
notation on Lebesgue and Sobolev spaces is employed and (-,-) denotes the L? scalar product, and || - ||
the L2-norm.

Let ¥ : X — R, with X being a Hilbert space, and X' its dual. We denote by (-,-) the duality pairing
between X and X'. Let 2y € X, then

y € 0W(xp) if and only if U(x) — ¥(zg) > (y,x — xg), Ve X. (2.6)
With (2.6) in mind, (2.5) is re-written as follows (see [19]):
—(Tn)r € golus| on S x(0,7), (2.7)

where 0| - | is the sub-differential of the real valued function | - |.

Throughout this work, boldface characters denote vector quantities, and H'(Q) = H'(Q)? and
L?(Q) = L?*(Q)2. For a mathematical formulation of the problem, we introduce the following functions
spaces and functionals [1].

V={ve H(Q): v|r =0, v,|s =0},
Vaiy = {u € H(Q), divu =0, ulr =0, u-n|s =0},
H = {u € L*(Q), divu =0, u-n|sg = 0}.
We introduce the continuous bilinear form a(-,-) given as follows
a:VxV—R
(v,u) — a(v,u) = 2v(e(v), £(u)).
At this point we recall that the Korn inequality reads: there is a constant C'xr depending only on {2 such
that
CK/ Vv : Vv dr < / g(v):e(w) de forall vev, (2.8)
Q Q

while the Poincaré-Friedrichs inequality state that; there is constant C'p depending only on the domain
Q) such that

Cp/ |v|? dx < / Vv:Vvdxr forall veV. (2.9)
Q Q
Thus, it is manifest that the norms || - ||; and ||V - || are equivalent on V. The norm on V will be denoted
as || - |y Thus with (2.8), one easily see that

21/CK||U||%/ <a(v,v) forall veV. (2.10)

From the continuity of a(,-), the Riesz representation theorem is applicable and there is a bounded
operator A : V — V' such that a(u,v) = (Au,v).
Next, we introduce the second bilinear form by, (-, ) given as follows:
bw : VxVi— R
(u,v) — by (u,v) = (w- V)u,v).
One can show that bqy(-,-) is continuous on H'(Q), and enjoys the following properties for (u,v) € V?
and w € Vg,
[bw (v, w)| < Cllw| V2 Vw2Vl ? Va2, (2.11)
bw (v, v) =0, (2.12)

the last property implying
bw(u,v) = —by(v,u) forall wu,veV. (2.13)



From the Riesz representation theorem, there is a bounded operator By, : V. — V' such that by (u,v) =
(Bwu,v). We assume that

(f.9) € L=(0,T; L*(2)) x L*(S).
Finally, we introduce the functionals (continuous on V)

J:V— R

’U'—>J(’U)=( 7"07") )
{:V— R ! ° (2.14)

v—L(v) = (f,v).
We want to analyze the discrete in time approximation of the solution of the following evolution problem:
Find u(t) € Vgiy, such that
©(0) = ug in Q,
and for all v € Vy;y, and a.e t > 0,
(w' (1), u(t) —v) + a(u(t), u(t) — v) + bw(u(t), u(t) —v)
+J(u(t)) — J(v) < L(u(t) —v).

(2.15)

Of course the pressure is recovered in the usual way following [13]. Kashiwabara in [16], has obtained
the well posedness of the full Navier Stokes system associated to (2.15) by adopting a proof which rely
on; regularization of the non-differentiable functional J, together with Faedo-Galerkin and compactness
arguments. We point out that similar arguments can be employed here because (2.15) can be regarded
as “linearized version” of Navier Stokes equations, in fact the existence of solutions of (2.15) will be a
consequence of the analysis that will be presented in Sect. 3.

Remark 2.1. The variational inequality (2.15) is equivalent to the evolutionary inclusion

find w(t) € Vgiy, such that
©(0) = up in €, (2.16)
—u/(t) — Au(t) — Bypu(t) + f(t) € 0J(u(t)).

Since J is l.s.c and convex, (2.16) is equivalent to

find u(t) € Vgiy, such that
u(0) = up in Q, (2.17)
u(t) € 0J*(—u'(t) — Au(t) — Bwu(t) + f(1)),

where J* is the Legendre transform of J. Having in mind that J is degree one homogeneous, one gets

T*(w) = Ipy0)(w) = {go w Z gﬁg;f

Thus (2.17) becomes (using (2.5) and (2.6))
find u(t) € Vgiy, such that

U(O) = Uy in Q,
—u/(t) — Au(t) — Bwu(t) + f(t) € 8.J(0), (2.18)
Ld w(t)||? + a(u(t), u(t)) + (v*,u(t)) < L(u(t)), for all v* € 3J(0).

2dt
The equivalent variational problem (2.18) has not yet been used in the literature, and in the near future
we intend to do so.

For the time discretization of (2.14), we divide the interval (0,7") into N sub intervals of equal size

k=t, —tn—1 = T/N. we shall introduce by induction a sequence of elements of V, say ulg, u’f, e ,uﬂf\,,



k

where u,

is an approximation of u(t) we are seeking on the interval Iy, ,, = (t,—1,%,) with ¢, = nk. We
approximate f by fﬁ given as follows

1 [t
fh= %/ f(t)dt, forn=1,2,3,...N, and ffi=f. (2.19)
tn—1
The discrete derivative in time is
k
=l forn=1,2,3,...,N.

We consider a time discretization of (2.19) using the implicit Euler scheme

Let uf = uo,

Find uﬁ € Vaiv, such that for all v € Vg3, and n=1,2,..., N,
(ouk, uk —v) + a(uk, uk — v) + by (vl uk —v)

+I(uk) = J(v) < (fh,uk —v).

(2.20)

Remark 2.2. If the field w depend on time, then we replace by (-, <) by baps (-, ) where wk € Vg, is a
time approximation of w with the property that w¥ tends to w in H"' as the time step k — 0.

With the sequence of approximate problems (2.20), the solvability of (2.14) will follow by adopting the
method of proof advocate by Temam in [1] (Chap 3, pp. 216). So, we first show that (2.20) is well defined,
next we pass to the limit as k approaches zero after obtaining some uniform a priori estimates. Next, we
derive a priori error estimates depending on the regularity of the datum. Our results can be interpreted in
two different ways: (a) establishing existence and uniqueness of (2.14) via time discretization. (b) Prove
numerical results such as convergence, stability of numerical solutions.

Computing the rate of convergence of the time discrete solution without extra regularity assumption
on the weak solution is in our knowledge the first for fluid flow governed by nonlinear slip boundary
conditions of friction type.

2.2. Existence of (2.20)

In this section we prove existence of solutions of (2.20). We argue inductively with respect to n, this is to
say that we assume that we know uz fori=1,2,...,n—1 and we show that u} is well defined via (2.20).
For that purpose, we first consider the case when n = 0, because correspond a disturbance arising from
(2.20). We indicate how the pressure is constructed if we know the velocity. To construct the pressure, it
is important to recall the following result similar to the one in Glowinski [20] (Theorem 5.3, pp. 70).

Lemma 2.1. The variational problem (2.20) is equivalent to the following problem: find (uk, ak) € Vg, x A
such that
Let uf = uy,

<5ufl,v> +a(ul,v) + by (uF,v) + (g ,vr)s = ( ﬁ, v), (2.21)
af cuk  =luk | aeonsS,

with
A={aecL>*(S); |a|] <1ae. on S}
We introduce the linear mapping
Ha(v) = (5, 0) — (6ul,v) — a(uk,v) — by (ul,v) — (gak, vr)s.
koak)

Clearly the mapping v — H,(+) is continuous functional on H'(Q), that vanishes on Vg, if (uf,a®
are solution of (2.21). Thus from [21], for each interval [t,_1,t,], there is an element pf € L?(2) such
that



for all v € V, / PP divvdr = H,(v).
Q

(2.22)

Since H,(-) vanishes on Vg, we obtain that (div 'v,pfl) = 0 for all v € Vg;,. Which implies that

k k

(pF,1) = 0, hence p* € LZ(Q2). Hence we conclude by saying that (u®, a*) is a solution of (2.21) means

that (uf, ok pk) is a solution of

Let ul = uo,
for all (v,q) € V x L3(Q), and n=1,2,3,..., N,
<5u£€wv> + a(u'fl,v) + b’w(ulvivv) - (pr,diV'v) + (galvcm'v‘l')s = ( lfwv)a

(¢, divul) =0,

k. ok

of -ub  =luk |aconS,

which is also equivalent to (see Glowinski [20], Theorem 5.3, pp. 70)

Find (uk pk) € V x L3(Q) such that

ub = uy,

for all (v,q) € Vx L3(Q), and n=1,2,..., N,

<5u’fwufl — v> +a(uk, ul — v) + by (uk, uk —v) — (pF, div(uf — v))

+J(ufz) - J(U) < ( fmuz - ’U),
(q,divuk) = 0.

Next, the existence of the of velocity is obtained by first reformulating (2.20) as follow

Let ub = wo,
Find u’fl € Vaiv, such that for all v € Vg;v, and n=1,2,..., N,

a(uy, uy —v) + @(uy) — d(v) < l(uy; —v),

with;
a(u,v) = (u,v) + ka(u, v) + kby (u,v)
B(v) = kJ(0)
Uv) = k(f5,v) + (uy -y, v)

The existence of solutions of (2.25) is standard as is suffice to show that;

(a)  the bilinear and continuous form a(-,-) is coercive,
(b)  ¢(-) is lower semi-continuous and convex,

(¢)  the linear form ¢ is continuous.

3. A Priori Estimates and Convergence

3.1. A Priori Estimates

(2.23)

(2.24)

(2.25)

In this section we derive important a priori estimates uniform with respect to the time parameter k and
use some compactness results, and indicate how the the solution of the solution (2.15) can be obtained

in an alternative way.



For each fixed k, we associate in general to the sequence 1/:51 the following approximate functions 1, and
1,, defined as follows forn =1,2,3,..., N

Yy [0,T] — Vaiy
t — Pi(t) = oy, t € [(n— 1)k, nk],

Py [0,T) — H 31
~ t—1p— t, — 1t
t— y(t) = — "+ Ty L€ [(n = Dknk]
We recall that
||¢k||L2(0TL2) *kZ”U’ sz Y5l L~ 0.1:2) = SUP ||’¢’ I (3.2)
n=1
N k k
=1 =1 Yo — P
'wk(t) = 51#']2? ||1/"k||2LQ(O,T;L2) = kz Tl ) (33)
n=1
2(a —b,a) = ||la||®> — ||b]]* + ||a — b||?, for all a,b € L*(), (3.4)
1 1 1
ab < Cap + b? for all a,b,e > 0, with — + - = 1. (3.5)
P qe/? poq

We first claim that

Lemma 3.1. Let (uf),, the sequence defined through (2.20). Then there exists a constant C independent
of k such that for alln > 1,

N

||uk||2L°o(o,T;L2) + V”Vuk”%%o,T;L?) + k”"A‘;cH%%o,T;L?) +k Z J(uy)
n=0

N
<c|lubll?+26> (fhub)] . (3.6)

n=1

Proof. We take successively v = 0, and v = 2u’ in (2.20), using (2.12), (3.4) and adding the resulting
equations, one obtains

g 12 =l 1 4w, — sy 12+ 4k lle(up)|* + 2k (uyy) = 2k(F, up). (3.7)
Summing (3.7) for n = 1,...,m < N, one obtains
(7 ||2+k22||6un”2+4k7/2||€ ||2+2kZJ
= [lugll® + 2k Z(f’f“u/ﬁ), (3.8)
n=1

which implies that

sup ||um||2+k22||5un||2+4k1/2||€ H2+2kZJ )

1<m<

n=1 n=1
< [luf])® + 2k Z(fii,uii). (3:9)
n=1
Finally, applying (3.1), (3.2) and (2.8) in (3.9), one obtains the result announced. O



Corollary 3.1. If f € L?(0,T; L?) then

”uk”%OO(O,T;L?) + V||Vuk||2L2(o,T;L2) + kHa;c”QL?(o,T;m) <C [HUSHZ + ”.fH%?(O,T;Lz)

Proof. From Cauchy-Schwarz, (2.9), (3.5)

N N
2k (Froun) <2k | Fhllllun]
n=1

n=1

N
<2Cpk Y | FulllI Vs
n=1

1/2 1/2

N
< 2Cpk [Z [Fal

n=1

N

k
> IVug?
n=1

C2 N N
< LRI IR+ ke Y- [ VullP.
n=1

n=1

But one quickly observe

k|2 g/t” 1£()]2dt.

n—1

Hence (3.10) becomes

N
02
k
QkZ( nouk) < ?P”f”QL?(O,T;L?) + 6||Vuk||2L‘2(0,T;L2)-
n=1

Returning to (3.6) with (3.11) and appropriate choice of €, one obtains the desired inequality.

3.2. Passage to the Limit and Convergence

A direct computations gives

k= tnll e o.riz2) = | _max gy — ]| = Kl ]| L 0.7:2)

N-1
. k k.
[|wr — uk||2L2(o,T;L2) =3 Z Huﬁﬂ - UZ”Q = §||u;c||2L2(0,T;L2)-
n=0

Now, Corollary 3.1, and (3.13) imply that
[ur — Tkl L2 (0,7i22) < CEY2.
But from Corollary 3.1, there is a subsequence denoted again (uy)g, such that
up — uw in L*(0,T;Vg;,) weakly,
in L*(0,T;H) weak-star.
We can extract a subsequence of 4y, denoted again by uy such that
Up — w in L*(0,T; Vaiy) weakly,
in L°°(0,T; H) weak-star,
Uy, — w' weakly in L?(0,T;V’).

(3.10)

(3.11)

(3.12)

(3.13)

(3.14)



But from (3.14), one deduces that w = wu. Finally, because of the compact embedding of H"'(f2) into
L?*(Q), one has:

u, — w in L*(0,T;H) strong, (3.15)
up — w in L?(0,T;H) strong. (3.16)
Next, since f, — f in L?(0,T; L?) and the fact that
J(u) < ]112%) inf J(ug),

because J is lower semi-continuous, one can pass to the limit in (2.20) (see [1,19]) and obtain the following
result

Theorem 3.1. Given f € L?(0,T;H), g € L%(S), and ug € H, there exists u satisfying;
w e L*(0,T; Vai,) N L®(0,T; H), w' € L*(0,T; V), (3.17)
and such that
u(0) = ug in Q,
and for all v € Vgiy, and a.e t € (0,T)
('), u(t) —v) + a(u(t), ut) — v) + bw(u(t), u(t) — v)
+J(u(t)) — J(v) < lu(t) —v).

(3.18)

The solutions of (2.20) and (3.18) are related in the following way.

Theorem 3.2. Let u be the solution of (3.18), and (u}) the sequence solution (2.20), with f, € L*(0,T; L?)
and uf an element of L*(Q). Then

]lir% wug = u strongly in L*(0,T;V).

Proof. First we have
= (u,u —ay) — (W, u — Uy). (3.19)
We take v = 4y, in (3.18) and v = w in (2.20), adding the resulting inequalities leads to
(', u — ) — @y, u — 1) < alu, by — up) — a(u — ug, u — uy)
Fbw (U, U — w) + by (Uk, w — up)

+J () — J(ug) + (Fyur —ar) + (Fp — frur —u)
+ (@, U — up). (3.20)

From the convexity of J, we find that

- t— 1ty t, —t
J(Gin) = J(ub) = J ( Lk 4 u) (k)

" k k
< (t— tn)‘](uf‘) _k‘](uﬁfl) = (t — t,)0.] (uy). (3.21)
Now, inserting (3.20) in (3.19) and having in mind (3.21) and (2.12) we obtain
%%Hu — i ? + (= g, v — ) < a(w, T — ) + buo(w, i — twg) + (£ — £)0.T (ur)

+(fauk_ak)+(fk_fauk_u)
+(ay,, Ug — up). (3.22)



A direct computations reveals that

)y, = (t —t,)ouy,

Uy, —up = (t —t
(T, W — ) = (¢~ to) U]
Thus (3.22) becomes

1d - N ~
faﬂu —Ugl]? + alu — up, w —up) < a(w, Uy, — ug) + boy (W, Uy, — up) + (t —t,)0 (ur)

2
_(f7ak_uk>+(fk_f7uk_u)
+(t — t,)]| 0w 2. (3.23)

We integrate (3.23) over (t,—1,t,) and we take the sum for n = 1,2,...,m. We find (dropping some
positive terms)

¢ ¢ ¢
m m R m N k
/ alu — ug,u — ug)dt < / a(u, g, —uk)dt—i—/ bw (w, Uy, — ug)dt + §J(u§)
0 0 0

tm tm
- / (F i — wp)dt + / (Fr— Frun — w)dt. (3.24)
0 0

The strong convergence of f’; to f, the weak convergence of uy to u, the strong convergence of Uy, —uy to
zero in L?(0,T; V), and the strong convergence of uj, —u to zero in L?(0,7T;H) and the Korn’s inequality
yield the convergence announced in theorem 3.2. [

4. Error Estimates

The goal of this paragraph is to estimate the difference u — uy.
To present the next result, we first define uy as

~ t+k ~
b= [ Bl (11)

The chain’s rule formula leads to

17;;(15) _ ¢k(t+k2 *’:bk(t)’ 17;;@) _ wk(Hk; *d’k(t)_ (4.2)

We claim that:

Lemma 4.1. Let (uf),, be the sequence defined through (2.20). Then there exists a constant C independent
of k such that for alln > 1,

~ ~//
”u;cH%OO(O,T;L?) + V”VU;CH%P(O,T;L2) + k||, ||i2(o,T;L2)

< C||[sugl® +2k Y (5F 5, 0ul)| - (4.3)

n=1

Before embarking on the proof of Lemma 4.1, it is important to mention that for the definition of Juf,

there are two possibilities; one can take u”*; = uf so that dul = 0, otherwise we choose u*; = ug, and

compute uf in such a way that (2.20) is valid for n = 0, this is:

Let u® | = uy,

Find u’é € Vaiv, such that for all v € Vyjy,

(uf — wp, uf — v) + ka(uf, uf — v) + kb (uf, uf —v)
+kJ(ul) — kJ(v) < k(f,ul —v).

(4.4)

10



Proof of Lemma 4.1. Take v =uF_ in (2.20) gives
(O, gy = wy) + alug, wy — ) + bu (U, uy = ug )
I (uh) = J(uf) < (frul —ubly).

k

n

Writing (2.20) at the time step t,41, and taking in the resulting equation v = u
(Oup g,y —wp) +alup oy, wy g —uh) + by (ulh g, up g — uy)
T (ub ) = J(uk) < (Fpubg —ub).

Do 2x(4.5)4+2x(4.6), using (2.12), one gets

2k (Sufyyy — dufy, Suf ) + 2k a(0uly, Suy ) < 2K (6, ul ).
From (3.4), we deduce that

2k <6ul’rcb+1 - 5uﬁ,5uﬁ+1> = k\|5u§+1||2 - kH(Sulri”Q + k||(5uﬁ+1 - 5'“/5”2

= k|dup o |* — Kllowu|® + & 6%y |°.

Replacing (4.8) in the left hand side of (4.7), we have

“5"‘5-5-1”2 + k2||52u5+1||2 + Qka(du,’fb“, 5“24—1) < [|6ul | + Zk(afﬁﬂa 5“24—1)-

Adding (4.9) forn =10,1,2,...,m — 1; gives

16wy, 1” + K2 Y 162w ]| + 4vk Y lle(6up) | < |dug|® + 2k Y (0f . dur),

n=1 n=1 n=1

from which we deduce the result announced by the application of (2.8).
Corollary 4.1. If f' € L?(0,T;L?) then

~ ~ ~//
@7 0.7:22) + VIVGLN 20, 1.22) + K@k 720,722

< C (10wl + £ 120,70 -

, one obtains

(4.8)

(4.9)

Proof. We just need to bound the right hand side of the estimate obtained in Lemma 4.1. For that

purpose, we successively obtain
m m
k : k
2k Y (5F7,0uf) < 2k Y [|6F 516w
n=1 n=1

<2Cpk Y |6 f I Vouy|

n=1
<C—123km SFEIZ+ k& 3 Véuk|?
< - S ASFRN? + ke Y [Voup|
n=1 n=1

C?% ~
< ?PkaHZLQ(O,T;LZ) + €||VU;||%2(0,T;L2)

Ch oy ery2 o2
< TH.f/”L?(O,T;LQ) + €l V|72 0,7,12)
which together with an appropriate choice of € and (4.3) gives the desired inequality.

The main result of the section, is the following:

11



Theorem 4.1. Assume that f € H'(0,T;L?), let u be the solution of (3.18), and (u}), the sequence of
solution of (2.20) with duf an element of L*(QY). Then there is C, independent of k such that

N
Z ) — @@ < CRIGUEIE + 17 Bagorae) + CB S &
n=1
+Ck2||f/”%2(o,T;L2)~ (4.10)
N
IV (u = @) 720,522y < O Y llu(t) = @n(@)I* + CR*(16ug ) + 17 72(0,7:22)
n=1
N
+CR|IF G2 0m02) + K ) En (4.11)
n=1

Proof. Recall that (3.22) can also be re-written as

1d . ~
S o 4 b ) < falun ) (oo ) + (1 )07 2t
+(t — t,) (W, uy). (4.12)
Next, v = uf_| in (2.20) gives
— &, = (@, a)) + a(ul, W@} + by (uk, @) + 0 (ul) — (£F,4)) < (4.13)
Inserting (4.13) in (4.12) and using the linearity of a(-,-) and (2.12), the inequalities of Cauchy-Shwarz
together with (2.9), (2.8) yield
1d

Sl = @l + alu — = @) < (¢ )@ — w8 + (¢ — ta)bu(u — @, @)

(= Foa—u) = (t—t)E,

[1baw |l

< 2vkl|e(ty, — w)|llle(@,)| + k=== c
K

1 k ~
Wl\fn — Fllle(@y, — )l + k&,

lle(u — | [l(@ay,) |
+

which by (3.5) leads to

1d . ba ||? .
L ||e<u—uk>||2s1c2( Ll el
175 = FI2 + ke, (@14

Z/C’ C’
Applying again (2.8) and (2.9), (4.14) become

d . . baw ||? n
aﬂu — 4|2 + vCxCpllu — U || < 2k? |:V + 2” w] ] | Voup|?

vC%
4 k 2

- 2kE,. 4.15

e L it (1.15)

Integration of the differential inequality (4.15) and taking the summation for n =1,2,..., N, one obtains

2%2 I|b ||2 2%w?2
2 w 2
Zuu ) < s 2 o + gy o

Z/C C ||-fk -f||%2(0,T;L2)’
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which leads to (4.10) after application of Corollary 4.1, and error estimate

£ = Fle2e, bz < CEIF L2, t02)- (4.16)
Next, integrating (4.14) over (t,—1,t,), using (2.8), one obtains

tn
/ IV (u = @)|*ds < Cllw(tn-1) =t (tn-1)lI* + Ck*||Véuy|*

tn—1

tn
[N )P 4 ke (a.17)
tn—1
from which we easily deduce that
N
IV (u = @)l 720,722y < C Y lult) = (@)l + CK |V |72 1)
n=1
N
+C|f1, = FllZaoriey + 42D En (4.18)
n=1
Finally, one gets (4.11) after application of (4.16) and Corollary 4.1 in (4.18). d

It is manifest that to close the error estimates in Theorem 4.1, one needs to estimates 22;1 &y For that
purpose, we claim that

Lemma 4.2. Assume that f € H'(0,T;L?), let (ull),, the sequence of solution of (2.20), with duf an
element of L*(Q). Then there is C, independent of k such that

N
S0 < ClSuS| + O 2o miro)- (4.19)

n=1

Proof. We recall that (4.13) can be re-written as

En = —(0uy, duy) — aluy, Suy) = bu (uyy, duy) — 87 (uy) + (£, 5u). (4.20)
We take the Eq. (2.20) in time step n — 1 and replace v by u¥. One obtains
= 0J(uy) < (Oug;_y,0up) + a(ug;_y, 0upy) + bu(uy 1, 6uy) = (f_y, 6up). (4.21)

(4.21) in (4.20) gives

1 1 1 .
En < — 5 I0ub ]|+ Sl16uk P — 5 l5uk — bul_y|? + ka(oul, 6ul) + b(5£%, ul)
1 ) 1
< S luk ] 4+ 515wk |? + 20| Vouk | + KC 675V 5ub,

which by summation for n =1,2,..., N, and (3.5) yields

N N N
1 1 1/2
S < — 5 I0uk 2+ 0wl + 20 3 V6wl + kO S sk IVouk]
n=1 n=1 n=1
1 1 ~
< —§||<5U§“v||2 + §||5'u’8||2 + OV 1220102y + CIF 200,712 (4.22)
We deduce the result announced by application of Corollary 4.1 O

Remark 4.1. From Lemma 4.2 and Theorem 4.1, it is manifest that ||V (u — )| z2(0,7;22) and [Ju(t) —
u(t)|| for any ¢ € (0,T] are of order one.
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