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Abstract 

This paper uses a predictive regression framework to examine the out-of-sample predictability of 

South Africa’s equity premium, using a host of financial and macroeconomic variables. We 

employ various methods of forecast combination, bootstrap aggregation (bagging), diffusion 

index (principal component) and Bayesian regressions to allow for a simultaneous role of the 

variables under consideration, besides individual predictive regressions. We assess both the 

statistical and economic significance of the individual predictive regressions, combination 

methods, bagging, principal components and Bayesian regressions. Our results show that 

forecast combination methods and principal component regressions improve the predictability 

of the equity premium relative to the benchmark autoregressive model of order one (AR(1)). 

However, the Bayesian predictive regressions are found to be the standout performers with the 

models outperforming the individual regressions, forecast combination methods, bagging and 

principal component regressions, both in terms of statistical (forecasting) and economic (utility) 

gains.  
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1. Introduction 

Forecasting stock market behaviour has received great attention in recent years from both 

academics and policy-makers. The current uncertainties regarding the economic performance of 

the major global economies (especially the United States and the Euro zone) and the likelihood 

that the global economy may experience a double-dip recession has continued to emphasise the 

importance of predicting the behaviour of leading indicators (including stock returns) accurately. 

Stock and Watson (2003) and Forni et al. (2003), amongst others, show that stock prices act as 

leading indicators in helping predict the behaviour of output and inflation in the economy. In 

this regard, recently, Gupta and Hartley (2011) have highlighted similar abilities of stock prices 

for South Africa.  

Literature proposes numerous financial and macroeconomic variables as possible predictors of 

stock markets behaviour including valuation ratios, such as price-earnings ratio (Campbell and 

Shiller 1988, 1998) and price-dividend ratio (Fama and French 1988, 1989); payout ratio 

(Lamont, 1998); interest rates (Ang and Bekaert, 2001; Campbell, 1987); the term spread 
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(Campbell, 1987); stock returns of South Africa’s major trading partners (Rapach et al., 2010a); 

the inflation rate (Fama, 1981); money stock (Geske and Roll, 1983); industrial production and 

the employment rate (Rapach et al., 2005); world oil production and the refiner acquisition cost 

of imported crude oil (Peersman and Van Robays, 2009); as well as industrial and financial stock 

returns (Jiang et al., 2009; Rapach et al., 2011; Neely et al., 2011). Although most studies focus on 

in-sample tests and conclude that there is significant evidence of return predictability, Rapach et 

al., (2005) and Goyal and Welch (2008) show that these potential predictors are unable to deliver 

consistently superior out-of-sample forecasts of equity premium relative to a benchmark; 

autoregressive model of order one or a random walk model respectively. To improve out-of-

sample equity premium based on these variables, we propose four approaches – bagging 

forecasts, combination of model forecasts, principal component and Bayesian regressions – 

based on monthly data with the in-sample covering the period from 1990:01 to 1996:12, while 

the out-of-sample covering the period from 1997:01 to 2010:12. While, the starting date and the 

end point of the data sample is contingent on data availability, the choice of the out-of-sample 

period is driven by the fact that this period encompases a host of domestic and global events that 

are likely to have affected the South African stock market. The out-of-sample period covers 

events such as the Asian financial crisis, South Africa’s decision to move to an inflation targeting 

regime in 2000, the currency crisis in late 2001, and finally the US sub-prime crisis.   

The first approach we use applies bootstrap aggregating (bagging) to a general-to-specific 
procedure based on a general dynamic linear regression model with the 23 possible predictors. 
Following Rapach and Strauss (2010), we construct the bagging forecasts using a moving-block 
bootstrap. The second approach is to combine individual forecasts using a number of different 
methods proposed in recent financial literature. There is evidence (see Bates and Ganger, 1969 
and Rapach et al., 2009) showing that combining individual forecasts tends to outperform the 
individual forecasts themselves. Forecast combination methods are proven to generate consistent 
and significant out-of-sample gains and link out-of-sample predictability to the real economy 
(Rapach et al., 2009 and Kong et al., 2009). We analyse combination forecasts formed as weighted 
averages of the 23 individual predictive regression model forecasts for a period starting from 
1997:01. The methods we consider include: simple averages, discounting (Stock and Watson, 
2004), clusters (Aiolfi and Timmermann, 2006), and principal components (Neely et al., 2011). 
Note, in addition to forecast combination via principal components, we also look at forecasting 
capabilities of predictive regressions based on principal components extracted from the entire 
data set. Our last approach is to assess the out-of-sample predictability of equity premium of 
South Africa using the Bayesian regression methods under the Gaussian and double-exponential 
priors used by De Mol et al. (2008). De Mol et al. (2008) show that forecasts produced by 
Bayesian regression models are highly correlated with principal component forecasts and 
perform equally well, if not better,  for a wide range of prior choices.  
 

To test the out-of-sample forecasts, we employ the out-of-sample  statistic, , developed by 

Campbell and Thompson (2008), which measures the reduction in the mean squared forecast 
error (MSFE) for a predictive regression forecast relative to a benchmark forecast (Rapach et al., 

2009 and Kong et al., 2009). Because the  does not explicitly account for the risk borne by an 

investor over the out-of-sample period, we follow Marquering and Verbeek (2004), Campbell 
and Thompson (2008), Goyal and Welch (2008), and Wachter and Warusawitharana (2009) and 
compute realised utility gains for a mean-variance investor on a real-time basis. Goyal and Welch 
(2008) show that out-of-sample criteria are crucial in assessing equity premium predictability. 
Additionally, we provide statistical explanations for the relatively good out-of-sample 

2



performance of forecast combination regarding the equity premium. Using forecast 
encompassing tests we are able to explain the econometric sources of the benefits of forecast 
combination. In our analysis, however, we only compare the forecasts from our best model 
(which happens to be the Lasso: LARS) with forecasts from individual regressions and other 
combination models.  
 
For individual regressions, our results emphasise the importance of interest rate variables in 

explaining the behaviour of equity premium, relative to the bench mark AR(1) model. The 

interest rate variable that exhibit highest utility gains is the term spread, which is around 12 per 

cent at an annualised rate. Barring the inflation rate, no other variable show significant 

forecasting gains over the out-of-sample relative to the AR(1) model As expected, combining 

information across individual regressions outperforms individual forecasts themselves and our 

results show the following; firstly, constructing principal components using the original data and 

combining those principal components improves the out-of-sample predictability for equity 

premium in South Africa. Secondly, various combining methods also provide significant out-of-

sample gains relative to the benchmark random walk model – with the cluster combining 

methods and principal component combining methods outperforming other combining methods 

that we consider. Also interestingly, even though the performance of the bagging model is quite 

poor, when we take the mean of bagging forecasts and principal component forecast 

combination methods, the performance markedly improves to the extent that, the model 

outperforms all the various forecast combination methods. Thirdly, predictive regressions based 

on the second principal component perform better than forecast combination methods. But,  the 

Bayesian regression forecasts outperforms the individual regression forecasts, the bagging model, 

the alternative combining methods and principal component regressions. The utility gains for the 

Bayesian regression forecasts are significantly higher than for the other combination model 

forecasts and the individual regression models – with the LASSO:Landweber having the highest 

utility gain of 65.35 percent at an annualised rate. The forecast encompassing test results further 

substantiate the importance of the Bayesian regressions in explaining South African equity 

premium behaviour. The remainder of the paper is structured as follows: The econometric 

models are described in Section 2; Section 3 provides the data and discusses the results obtained 

from the different models; and Section 4 concludes.  

2. Econometric methodology  

2.1 Predictive regression 

We analyse the South African equity premium using a standard predictive regression framework, 

expressed as: 

           (1) 

where  is the equity premium,  is the variable whose predictive ability is of interest and 

 is the disturbance term. The variable  has predictive power when . We include the 

lagged equity premium as a control variable when testing the predictive ability of  since the 

estimated value of γ = 0.93, with a p-value of 0.00. We further divide the total sample of  

observation for  and  into an in-sample portion comprising the first  observations (1990:01 
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to 1996:12) and an out-of-sample portion made up of the last  observation (1997:01 to 

2010:12). The initial out-of-sample forecast of the equity premium based on the predictor  is 

given by:  

          (2) 

where ,  and  are the OLS estimates of  and  in equation 1. The period is then 

updated by using data available through  in order to generate a second set of forecasts, 

given by: 

        (3) 

This process is repeated through to the end of the out-of-sample period, generating a series of  

out-of-sample forecasts of the equity premium based on , . 

There has emerged a consensus amongst financial economists suggesting that equity premium 

tends to be unpredictable and, as a result, could be approximated by a random walk model 

(Pesaran, 2003). Consequently, our random walk model is defined similar to Campbell and 

Thompson (2008) and Goyal and Welch (2008) as the historical average of the equity premium. 

The historical average that serves as a natural benchmark forecast model corresponding to a 

constant expected equity premium is defined as follows: 1 1
1/

tRW

t jj
r t r 

   . But given the high 

and significant persistence of the equity premium as discussed above and as suggested by one of 

the referees, we use the AR(1) model obtained by setting β= 0 in (1) as our benchmark: 

However, following the literature, we report, in the Appendix, results from all the models relative 

to the historical average as well.   

2.2 Bagging forecasts  

To define the bagging forecasts we follow a procedure in Inoue and Kilian (2008) and Rapach 

and Strauss (2010). We specify the bagging model of a one-month-ahead forecast horizon as: 

           (4) 

We estimate  via OLS, using equation 4 with data from 1990:01 through to time  and 

compute the t-statistics corresponding to each predictor. The  variables with t-statistics less 

than 1.645 in absolute value are dropped from equation 4 and the model is re-estimated. The 

forecast of  is obtained by regressing only the included  variables value into the re-

estimated equation 4 and setting the disturbance term to its expected value of zero.  

We construct the bagging forecasts by means of a moving-block bootstrap. Basically we generate 
a large number B of pseudo-samples of size t by randomly drawing blocks of size s (with 
replacement) from the observations of the equity premium and possible predictors from 1990:01 
through to time t. We estimate equation 4 using the pretesting procedure to determine the 

predictors to include in the forecasting model. As specified earlier,  is forecast by adding 
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only the included  variables and values into the re-estimated version of the forecasting model. 

Even with the moving-block bootstrap, the disturbance term is set to its expected value of zero. 
The bagging model forecast corresponds to the average of the B (which is set to 100) forecast for 

the bootstrap pseudo-sample. The out-of-sample period comprises of a series of  recursive 

simulated out-of-sample forecasts using the bagging procedure. The recursive out-of-sample 

forecast therefore takes the form: , where R corresponds to the in-sample for the 

entire data set of T observations. 

 

2.3 Combination forecasts 

Following Bates and Granger (1969) and Rapach and Strauss (2010), we use information across 

individual forecasts via forecast combining methods since combining individual forecasts is 

known to outperform the individual forecasts themselves. We consider a number of combining 

methods, and some of these models require a hold-out period to calculate the weight used to 

combine the individual regression forecasts. For the hold-out period, we use the first  out-of-

sample observations (the first five years in our case). With the exception of the Bayesian models, 

the combination forecasts of  made at time t, , are a linear combination of the 

individual regressions constructed above, meaning:  

           (5) 

where .  

The weights are constructed using the start of the hold-out period to time t. We use a post hold-

out period for each of the combining methods (with the exception of the Bayesian models and 

the simple combining methods), meaning we have a  combination forecast for 

evaluation. Below is a full discussion on each of the combining forecast models.  

2.3.1 Simple combining methods 

Following Stock and Watson (2003 and 2004), we look at three combining methods which tend 

to work well in forecasting using a large number of potential predictors. We assess the mean, 

median and the trimmed mean. The mean is defined as:  in equation 5. 

The median combining method is simply defined as the sample median of . We define 

the trimmed mean combination forecast as  for the individual forecast with the smallest 

and largest forecasts at time t and  for the remaining individual forecasts in equation 

5.  

2.3.2 Discount MSFE combining methods 

In a discount MSFE, the weights in equation 5 are a function of recent historical forecasting 

performance of the individual regression models (Rapach and Strauss, 2010 and Stock and 

Watson, 2004) and are defined as: , where  
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          (6) 

In this model the discount factor is given by . When , there is no discounting and 

equation 5 produces the optimal combination forecast for the case where the individual forecasts 

are uncorrelated. A discount factor that is less than 1 places greater importance to the recent 

forecasting accuracy of the individual regressions. We follow Rapach and Strauss (2010) in 

selecting the value of the discount factors as 1.0 and 0.9.  

2.3.3 Cluster combining methods 

Cluster combining methods incorporate persistence in forecasting performance. The procedure 

we follow was developed by Aiolfi and Timmermann (2006) and used in Rapach and Strauss 

(2010). The initial combination forecast:  is computed by grouping the individual 

regression forecasts over the initial hold-out out-of-sample period: 

 into H equal-sized clusters based on MSFE. The first cluster will 

include those individual regressions with the lowest MSFE values. The second cluster will have 

the next lowest MSFE values and so on. To construct the first combination forecast, we average 

the individual regression forecasts of  in the first cluster. The average of the individual 

regression forecasts of  in the first cluster will be the first combination forecast. We 

compute the MSFE for the individual regression forecasts  to form 

the second combination forecast. The individual regression forecasts are then grouped into  

clusters. The average of the individual regression forecasts of  included in the first 

cluster becomes the second combination forecast. We do this procedure through the end of the 

available out-of-sample period. Basically we form clusters by computing MSFE using a rolling 

window. Since the number of clusters serves to define the size of the first cluster, as none of the 

clusters are used in generating the forecasts and that the greater the number of clusters, the 

smaller the size of the first cluster, we select  and  (following Rapach and Strauss, 

2010 and Aiolfi and Timmermann, 2006).  

2.3.4 Principal components combining methods 

Another forecasting combination method that we use involves generating a combination forecast 

using the first x principle components of the individual regressions out-of-sample forecasts. The 

first x principal components of the uncentred second moment matrix of the individual 

regression forecasts are denoted by;  for . The combination forecast 

of  at time t based on the fitted principal components is given by the following regression:   

 with . The combination forecast is 

given by , where  are the OLS estimates of . Bai 

and Ng (2002) developed the  information criterion to select the number of principlal 

components. We use this criterion since other familiar information criteria such as the Akaike 

Information Criterion and the Schwarz Information Criterion do not always estimate the correct 

number of factors consistently (see Bai and Ng, 2002).  

6



2.4 Diffusion index (principal component) regression and Bayesian regressions1 

The use of dynamic factor analysis enables us to effectively summarise information from the 23 

variables in our analysis to a small number of principal components. This helps with the problem 

of in-sample over-fitting when using a large number of variables (Neely et al., 2011 and 

Ludvigson and Ng, 2007, 2009). We therefore consider the entire sample period (1990:01 to 

2010:12) to construct principal components, and in turn, use these principal components 

individually and together instead of individual predictors (z) in equation 1. This model differs 

from the principal components combining method discussed earlier, whereby, we combine out-

of-sample forecasts obtained from individual predictive regressions.    

To select the number of factors to include in our analysis, we use an information criterion 

described and used in Alessi et al. (2010). It is crucial to select the correct number of factors, 

since we need the factors to be relatively small to avoid the problem of in-sample over-fitting, 

but not too small, thereby neglecting important information in the 23 individual predictors. The 

procedure that we follow selects the number of factors by correcting for the tendency of 

traditional criteria to overestimate the true number of factors. It is quite well-known that when 

the number of variables, from which principal components are to be extracted, are small relative 

to the number of data points, the Bai and Ng (2002) criteria does not have a minimum, and 

hence, cannot lead to an optimal choice of the number of factors. Based on Alessi et al. (2010), 

we extract two factors, which are found to be sufficient and efficient in summarising the 

information contained in the 23 possible predictors.  

In order to identify these two factors, Figures 1 and 2 plots the marginal  of the bivariate 

regression involving the two factors on each of the 23 predictors. Figures 1 and 2 show that the 

first constructed factor contains more information from the financial variables, whereas the 

second principal component contain information from the macroeconomic variables. Hence, the 

principal component 1 can be dubbed a financial factor, while the principal component 2 can be 

called the macroeconomic factor. 

                                                           
1 Please refer to De Mol et al., (2008), Belmonte et al., (2011) and Korobilis (2011) for technical details on these 
methods. 
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Figure 1: Principal component 1 – representing financial variables 
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Figure 2: Principal component 2 – representing macroeconomic variables 
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In addition to analysing principal components based on predictive regressions, we also consider 
Bayesian regressions to assess the out-of-sample predictability of equity premium using all of the 
23 variables together in equation 1. The use of Bayesian regressions to summarise large 
information sets is becoming widely used in financial literature. Pettenuzzo et al. (2008) use 
Bayesian regressions to forecast out-of-sample equity premium and find that these regressions 
tend to produce better forecasts than standard models. Other studies that consider the use of 
Bayesian regressions to forecast equity premium, although not always focusing on the out-of-
sample predictive ability, include Stambaugh (1999), Avramov (2002), Cremers (2002) and Dangl 
and Halling (2007). Following De Mol et al. (2008), we choose two types of priors for the 
Bayesian regressions corresponding to the cases of variable aggregation and variable selection. In 
the case of the Gaussian prior, the maximized posterior distribution generates coefficients 
implying that all the predictors, including the lagged excess returns, in the panel are given non-
zero coefficients. Unlike the principal component regressions, which involve regressors that are 
linear combinations of all variables in the panel with unit weight to the dominant ones and zero 
to the others, the Gaussian prior gives decreasing weight to the ordered eigenvalues of the 
covariance matrix of the data. On the other hand, the double-exponential prior puts more mass 

8



near zero and in the tails, and thus, induces a tendency of the coefficients maximizing the 
posterior distribution to be either large or zero. As a result, it leads to a sparse specification with 
a recovery of a few large coefficients instead of many small ones and truly zero rather than small 
values, resulting in variable selection rather than in variable aggregation. 
 
Under the Gaussian prior, it is relatively simple to compute the maximiser of the posterior 
density, since, with independent and identically distributed (i.i.d.) regression coefficients, the 
solution amounts to solving a penalised least-squares of the coefficients (the Ridge regression 
problem). The double-exponential prior, on the other hand, does not have an analytical form for 
the maximiser of the posterior density, but under the prior of i.i.d. regression coefficients, the 
solution boils down to a Least Absolute Shrinkage and Selection Operator (Lasso) regression 
problem. Following De Mol et al. (2008) we also consider two algorithms for the Lasso 
regression, the least angle regression (LARS) and the iterative Landweber scheme with soft-
thresholding at each iteration. Lasso regression combines variable selection and parameter 
estimation, with the estimator depending in a non-linear manner on the variable to be predicted. 
Literature shows that, although the Gaussian and the double-exponential priors are estimated 
differently, an out-of-sample evaluation for these methods produces similar means squared 
errors.   
 
2.5 Forecast evaluation 

 
To evaluate the out-of-sample forecasts for different models (individual regressions, 

combination models, bagging regression, principal component and Bayesian regressions), we use 

the out-of-sample  statistic, . The  was suggested by Campbell and Thompson (2008) 

and used by Rapach and Strauss (2010), Rapach et al. (2009), as well as Jiang et al. (2009) and it 

compares  (which can either be the individual regressions, combination, bagging, diffusion 

index and Bayesian regressions forecasts) and the AR(1) model forecasts, . The  is 

generated by: 

           (7) 

The  measures the reduction in the MSFE for the individual regressions, combination, 

bagging, diffusion index and Bayesian regressions forecasts relative to the AR(1) model for the 

equity premium. This means that the  forecast outperforms the AR (1) when , while 

an  suggests that the walker(1) outperforms the other models.  

We further test whether the individual regressions, combination, bagging, diffusion index and 

Bayesian regressions forecasts has a significantly lower MSFE than the benchmark AR(1) model 

forecast. The null hypothesis in this case becomes  against the alternative hypothesis of 

. We use the MSFE-adjusted statistic developed by Diebold and Mariano (1995) and 

West (1996) which generates asymptotically valid inferences when comparing forecasts from 

nested linear models and is defined as:  

       (8) 

9



We then regress  on a constant and calculating the t-statistics corresponding to a 

one-sided (upper tail) test – with the standard normal distribution.  

 

2.6 Forecasting encompassing test 

We further use a forecasting encompassing test2 to compare the information content in the best 

performing model, in terms of the highest  value, with other models. To construct the 

forecasting encompassing test, we start by forming an optimal composite forecast of  as a 

convex combination of the forecast from models  and , which takes the following form: 

           (9)       

where  is between 0 and 1. If  (the null hypothesis) then model  forecast encompasses 

the model  forecast, as model  does not contain any useful information beyond that already 

contained in model . However, if  (the one sided alternative hypothesis) then model  

encompasses the model  forecast. To test the null hypothesis we use a test statistic developed by 

Harvey et al. (1998). Firstly we define: 

        (10) 

where  and      (11) 

We then define . We use the modified version of the test statistic, 

which is defined as: 

     (12) 

with  and . 

In essence, our results only show the null hypothesis whether the best forecasting model 

encompasses the other models with an the alternative hypothesis that the forecast from the best 

performing model does not encompasses the other models. 

 

 

                                                           
2 Forecast encompassing provides a means for comparing the information content in different forecasts. 
Recent research by Corradi and Swanson (2006) demonstrates the size of the in-sample period relative to 
the out-of-sample period, type of estimation window (fixed, rolling, or recursive), and whether the models 
are nested or non-nested can affect the asymptotic distribution of the test statistic. Strictly speaking, all of 
the conditions required for the validity of the asymptotic distribution may not be met in our case, hence, 
our inferences based on the MHLN statistic is intended to serve as a rough guide to statistical 
significance. 
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2.7 Utility gains 

In line with Rapach et al (2010b) and Rapach and Zhou (2012), we analyse the equity premium 

forecasts with profit- or utility-based metric, which provide more direct measures of the value of 

forecasts to economic agents. A leading utility-based metric for analysing equity premium 

forecasts is the average utility gain for a mean-variance investor. The first step is to compute the 

average utility for a mean-variance investor with relative risk aversion θ3 who allocates his 

portfolio between stocks and risk-free bills based on the equity premium predictive regression 

forecasts. This requires the investor to forecast the variance of the equity premium. Following 

Campbell and Thompson (2007) and Rapach and Zhou (2012), we assume that the investor 

allocates the following share of his portfolio to equities during   

. 1
, 2

1

ˆ1

ˆ
i t

i t

t

r
a

 




 
  

 
                     (13) 

where is a forecast of the variance of the equity premium. The average utility level realised 

by the investor over the out-of-sample period is given by: 

2ˆ ˆ ˆ0.5i i iv                         (14) 

where  and  are the sample mean and variance of the portfolio formed on the basis of  

and  over the out-of-sample forecast evaluation period. If the investor instead relies on the 

benchmark AR(1) model of the equity premium, he allocates the portfolio share as: 

1
0, 2
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ˆ
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t

t

r
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 




 
  

 
                     (15) 

to equity during  and he will realise an average utility level of  

2

0 0 0
ˆ ˆ ˆ0.5v                         (16) 

where  and  are the sample mean and variance over the out-of-sample period formed on 

the basis of  and . The difference between equation (14) and (16) represents the utility 

gain accruing to using the predictive regression forecast of the equity premium in place of the 

AR(1) forecast in the asset allocation decision. The utility gain is basically the portfolio 

management fee that an investor is willing to pay to have access to the additional information 

available in a predictive regression model or combination, bagging, diffusion index and Bayesian 

regressions relative to the information in the AR(1) model alone. 

 

 

                                                           
3
 Following Rapach and Zhou (2012), we report the utility gains for θ = 3 since the results are qualitatively similar 

for other reasonable  values. 
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3 Empirical results 

The results obtained from different models are discussed in this section and reported in Tables 1 and 2. 

We begin by discussing the data used in the analysis.  

3.1 Data 

We use monthly data from 1990:01 to 1996:12 for the in-sample period and 1997:01 to 2010:12 as the 

out-of-sample period for the equity premium and the possible predictors. The variables are discussed 

below: 

Equity premium: Nominal return on a stock market index (All-share index) in excess of the risk-free 

interest rate (the Treasury bill rate); 

Financials share prices:4 Real stock returns for the financial sector in South Africa, computed as the first 

difference in the log-levels of real Financial Stock Index; 

Industrial share prices:5 Real stock returns for the industries in South Africa, computed as the first 

difference in the log-levels of real Industrial Stock Index; 

Price-dividend ratio (log-level): One-year moving sum of the ratio of nominal dividend to nominal stock 

prices; 

Price-earnings ratio (log-level): One-year moving sum of the ratio of nominal earnings to nominal stock 

prices; 

Payout ratio (log-level): The ratio of price-earnings to price-dividend;  

Relative long-term bond yield: Difference between the long-term government bond yield and a 12-month 

backward-looking moving average; 

Relative 90 days Treasury bill rate: Difference between the 90-day Treasury bill rate and a 12-month 

backward-looking moving average; 

Term spread: Difference between long-term government bond yield and the 90-day Treasury bill rate; 

Relative money market rate: Difference between the prime rate and the 12-month backward-looking moving 

average; 

DAX (log-level): The real stock returns for Germany, computed as the first difference of the real DAX 

(Deutscher Aktien-Index) – a blue chip stock market index consisting of the 30 major German 

companies trading on the Frankfurt Stock Exchange;  

CAC (log-level): The real stock returns for France, computed as the first difference of the real CAC 40 

(the benchmark French stock market index); 

                                                           
4 Jiang et al. (2009), Neely et al. (2011), Rapach et al. (2011), amongst others, suggests that sub-sectors of the overall share 
index (such as financial and industrial stock prices) are also possible predictors of equity premium. 
5 See above footnote. 
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S&P 500 (log-level): The real stock returns for the US, computed as the first difference of the real S&P 

500, which is the free-float capitalisation-weighted index of the prices of 500 large-cap common stocks; 

FTSE 100 (log-level): The real stock returns for the United Kingdom, computed as the first difference of 

the real FTSE 100 all-share index, which is a capitalisation-weighted index of around 100 companies 

traded on the London Stock Exchange; 

NIKKEI (log-level): The real stock returns for Japan, computed as the first difference of the real Nikkei 

225 stock index for the Tokyo Stock Exchange; 

Hang-Seng (log-level): The real stock returns for Hong Kong, computed as the first difference of the real 

Hang Seng Index, which is a free float-adjusted market capitalisation-weighted stock market index; 

Real effective exchange rate: First difference in log-levels of real effective exchange rate index; 

Broad money supply growth rate: First difference in the log-levels of real broadly defined money stock; 

Narrow money supply growth rate: First difference in the log-levels of real narrowly defined money stock; 

The inflation rate: First difference in the log-levels of the consumer price index; 

Industrial production growth rate: First difference in the log-levels of industrial production; 

Employment growth rate: First difference in the log-levels of employment; 

World oil production growth rate: First difference in the log-levels of the world oil production; and 

Crude oil price growth rate: Refiner acquisition cost of imported crude oil growth rate in real terms. To 

obtain the rand denominated price, we use the rand/dollar exchange rate, and then deflate the nominal 

value using the consumer price index to obtain the real crude oil price.  

We used monthly data obtained from the South African Reserve Bank, Statistics South Africa, 

Bloomberg and the US Energy Information Administration. Further, barring the Treasury bill rate and 

the inflation rate, for which we use the first difference, all the other variables were found to be stationary 

based on standard unit roots tests.6 Following Rapach et al. (2005), we measure interest rate variables as 

deviations from a backward-moving average. This is because, if real interest rates play a crucial role in 

determining stock returns, then measuring the interest rate as deviations from a backward-looking 

moving average tends to make the nominal interest rate effectively a real interest rate. That is, the 

behaviour of expected inflation is such that most of the fluctuations in the relative nominal interest rate 

reflect movements in the relative real component. We also use growth rates for the other variables, all in 

an effort to have variables that are stationary. 

3.2 Out-of-sample equity premium predictability 

Table 1 reports the out-of-sample , for each of the individual predictive regression models, 

combining methods, bagging regression, principal component and Bayesian regression models relative to 

the benchmark AR(1) model. For  statistics greater than zero, the statistical significance is assessed 

with the Clark and West (2007) MSFE-adjusted statistics discussed earlier. The results for the utility 

                                                           
6 The unit root tests are available upon request from the authors. 
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gains for these models are also reported in Column 3 of Table 1. From Table 1, we see that only 5 

(price-dividend ratio, relative Treasury bill rate, term spread, relative money market rate and the inflation 

rate) out of the 23 predictors used in this paper, produce better forecasts than the AR(1) model. Out of 

these 5 predictors, the  is insignificant for the price dividend ratio, while the same is significant at 1 

percent level for the other three interest rate based predictors, and at 10 percent level for the inflation 

rate. Barring financial share prices, for which there is no forecasting gains relative to the AR(1) model, 

the remaining 18 predictors are outperformed by the AR(1) model. When we compare these results with 

the random walk (historical average) used as the benchmark (reported in Table A1 in the Appendix), 

instead of the AR(1) model, we find that 18 of the 23 individual predictive regressions have positive , 

two of which are less than or equal to 0.26 per cent (making them statistically insignificant). The 

significant  (significant at least at 10 percent level of significance) vary from 0.47 per cent for the 

FSTE 100 stock returns to 9.26 per cent for relative money market rate. The individual regressions for 

the payout ratio, DAX returns, the real effective exchange rate, the oil price and the employment growth 

are outperformed by the benchmark random walk model. Overall, the interest rate variables and the 

stock returns for some of South Africa’s major trading partners exhibit some out-of-sample forecast – 

emphasising the importance of these variables when predicting equity premium for South Africa.  Also, 

we find some out-of-sample predictive power from other variables, with only the employment being 

outperformed by the benchmark random walk model. Our results suggest that most of the variables 

included in our analysis contain important information for explaining the behaviour of the equity 

premium in South Africa, when using the historical average as the benchmark. So, we observe evidence 

of relatively more predictability when using a weaker benchmark (the random walk model) in some 

sense, instead of the AR(1) model, which accounts for high and significant persistence in the equity 

premium. 

As far as the economic significance of the results are concerned, 12 out of 23 predictors produce utility 

gains relative to the AR(1) model, implying that even though some of the predictors might not produce 

statistical gains in terms of forecasting, implying that an investor is willing to pay a portfolio 

management fee to have access to the additional information available in a predictive regression model 

than can be obtained from the AR(1) model. Positive utility gains are obtained for financial and 

industrial share price, the valuation ratios, relative Treasury bill rate, term spread and relative money 

market rate, the stock returns based on the DAX, CAC 40 and S&P 500, oil price and employment 

growth. Interestingly, the highest utility gains are obtained from the interest rate variables, which in turn, 

also produce the highest forecasting gains. The inflation rate, however, fails to produce utility gains even 

after producing significant forecasting gains.  

Apart from the alternative combination model forecasts and bagging, that we discuss in section 2.3, we 
also use predictive regressions based on the two principal components that were extracted using the 
entire sample period from 1990:01 to 2010:12. We looked at these two principal components 
individually and also considered them simultaneously in the predictive regression model and compared 
the forecasts with the benchmark AR(1), as well as the random walk model. All the combination model 
forecasts outperform the benchmark AR(1) model significantly at least at the 10 percent level of 

significance – with the  varying from 0.39 per cent (trimmed mean) to 3.08 per cent (PC_IC_p3). 

The diffusion index approach based on the principal components yields the following results: while the 
AR(1) model outperforms the predictive regression based on the first principal component, forecasting 
gains obtained from the second principal component  yields statistical gains at one percent level of 
significance. This is not surprising since the second principal component mainly represents the interest 
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rate variables, while the first principal component captures the international stock returns. Forecasting 
gains are even higher (and also greater than all the combination methods) when we actually use both the 
principal components, suggesting that information contained in the first principal component can add 
value to forecasting when used simultaneously with the second principal component.7 Interestingly, even 
though the bagging model performs worse than the AR(1) model on its own, when we average the 
bagging forecasts and the forecasts obtained from the principal component combination method 
(IC_p3) since it performs the best among combination methods used, the model performs better than 

the AR(1) model.8 In fact, this model produces the highest  amongst all the forecast combination 

methods, but cannot beat the performance of the diffusion index model based on both the principal 
components. As can be seen from Table A1, barring that the predictive regression model based on the 
first principal component also outperforms the random walk model when used as the benchmark, the 
remaining results are qualitatively exactly the same for the diffusion index approach, bagging and 
combination methods as obtained and discussed above  with the AR(1) model as the benchmark. 
 
The utility gains, reported in column 7 of Table 1, are, in general, in line with the forecasting 
performances of the combination, diffusion index and bagging methods. The glaring exception is the 
bagging model, which produces substantial utility gains of 37.16 percent at an annualised rate, even when 
it performed worse than the AR(1) model in terms of forecasting. Otherwise, high utility gains are 
obtained from the principal component forecast combination, and simple average of the principal 
component forecast combination and bagging methods.   
 
.When analysing the results obtained for Bayesian regressions reported in Table 1, it is important to note 

the large  generated by each Bayesian specifications. All the  are greater than 13 per cent, with the 

Lasso: LARS having the highest  of 21.70 per cent – and all the  are significant at 1 per cent level 

of significance. Further, the  statistics for the Bayesian regressions are greater than the largest  

amongst the individual predictive regressions (8.07 percent with the relative money market rate) and the 
combination, bagging and diffusion index approaches (3.97 per cent for the model that combines the 
two constructed principal components). Amongst the Bayesian regressions, the Ridge regression has the 

lowest  value of 13.04 per cent, but is still significantly larger than all the non-Bayesian models. Again 

(as seen from Table A1), as with the results under the diffusion index approach, bagging and 
combination methods, the results for the Bayesian regressions with the random walk model used as the 
benchmark is qualitatively exactly the same as obtained and discussed above  with the AR(1) model as 
the benchmark. Note that for the Bayesian (Ridge) regression, we run the regression using the first 
estimation sample 1990:1-1996:12 for a grid of priors. We then choose the priors for which the in-
sample fit explains a given fraction of the variance of the excess returns. In our case, the ridge regression 
produced the lowest MSFE when 90 per cent of the variance of the excess stock return was explained.  
 
For the double-exponential prior under the two alternative algorithms, we select the prior that delivers a 
given number of non-zero coefficients at each estimation step in the out-of-sample evaluation period. 
We look at the cases of 1 to 24 (we now also include the lagged value of the equity premium as one of 
the regressors) non-zero coefficients. We found the 5 non-zero coefficients produced the minimum 
MSFE under the double exponential prior for both the LARS and Landweber algorithms. We therefore 

                                                           
7 A potential drawback of the diffusion index model is that the estimated factors are designed to explain the covariation 
among the individual predictors themselves, without explicitly taking into account the relationship between the predictors and 
the targeted variable that we want to forecast. Kelly and Pruitt (2011) develop a three-pass regression filter (3PRF) to estimate 
the factors that are the most relevant for forecasting the target. When we used this approach in forecasting the equity 

premium based on two factors, we obtained significant (at 10 percent ) forecasting gains ( =0.83) relative to the AR(1) 

model, which in turn, is way less than the forecasting gains obtained from the standard diffusion index approach discussed in 
the main text. The details of these results are available upon request from the authors. 
8
 Rapach and Strauss (2010) also obtained a similar result when forecasting employment growth for the US. 
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Table 1: One-month ahead forecasting and encompassing test results for the individual regressions, combining methods, bagging, principal component 
and Bayesian regressions:  

  

R2
OS Utility gains 

Best model 
(LARS) 
Encompasses 
other model 

  

R2
OS Utility gains 

Best model 
(LARS) 
Encompasses 
other model 

(per cent) Annual percent (p-values) (per cent) Annual percent (p-values) 

Individual forecasts       
Combination 
forecasts 

      

Financials share prices 0 1.37 0.83 
Principal component 
1 

-0.44 -3.22 0.86 

Industrial share prices -0.31 1.62 0.89 
Principal component 
2 

3.76*** 9.79 0.76 

Price dividend ratio 0.03 0.50 0.90 BA model -3.55 37.16 0.99 

Price earnings ratio -0.56 0.85 0.86 
Both Principal 
Components 1 and 2 

3.97*** 3.99 0.72 

Payout ratio -1.49 -17.94 0.97 Mean 1.43** 0.50 0.84 

Relative long term bond 
yield 

-0.11 -14.79 0.87 Median 0.50* -0.37 0.82 

Relative treasury bill rate  6.76*** 4.76 0.63 Trimmed mean 0.39* 0.50 0.95 

Term spread 3.02*** 11.89 0.79 DMSFE (delta = 1.0) 1.45** 0.42 0.88 

Relative money market 
rate 

8.07*** 3.81 0.62 
DMSFE (delta = 
0.90) 

1.61** -0.65 0.87 

DAX -1.39 1.68 0.97 C(2,PB) 2.13*** -0.48 0.89 

CAC 40 -1.04 2.37 0.95 C(3,PB) 2.86*** -2.11 0.76 

S&P 500 -1.27 1.25 0.92 PC(IC_p3) 3.08*** 35.90 0.74 

FTSE 100 -0.83 -0.54 0.98 BA and PC(IC_p3) 3.16*** 40.36 0.72 

NIKKEI -0.41 -2.94 0.83 Ridge 13.04*** 58.39 0.21 

Hang Seng -0.35 -1.53 0.90 Lasso: LARS 21.70*** 58.39   

Real effective exchange 
rate 

-1.34 -2.04 0.96 Lasso: Landweber 20.93*** 65.35 0.13 

Broad money supply -0.65 -3.09 0.97         

Narrow money supply -0.41 -1.16 0.88         

Inflation  1.20* -5.52 0.83         

Industrial production -0.6 -1.07 0.92         

16



 

World oil production -0.32 -0.15 0.94         

Oil price -2.83 4.15 0.91         

Employment growth rate -1.49 1.45 0.95         

R2
OS is the Campbell and Thompson (2008) out-of-sample R2, with ***, ** and * indicating significance at 1, 5 and 10 percent levels respectively. The p-

values correspond to the forecast encompassing test with the null hypothesis that the best model (Lasso: LARS) forecast encompasses the forecasts 
from all the other models individually.  
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examine the five variables selected at the beginning (1997:01) and at the end (2010:11) of the sample out-
of-sample evaluation period. There are a number of results that emerges from Table 2. Firstly, the 
variables that are selected by both the Lasso: LARS and the Lasso: Landweber are inconsistent across 
time horizons and across models. Secondly, the choice of variable selection is not entirely in line with the 

performance of each variables when using the  to evaluate the out-of-sample predictability. Thirdly, 

for both the Lasso algorithms and time periods, the variables selected include both the financial and 
macroeconomic variables. The above results suggest that the variables included in these algorithms are 
not necessarily consistent through time as a result of collinearity and hence we have temporal instability 
(De Mol et al., 2008).  
 
Just like the forecasting gains, the Bayesian models also produce very high utility gains when compared 
to the individual predictive regressions, the diffusion index approach, bagging and combination 
methods. The Lasso: Landweber based Bayesian regression produces the largest utility gains. 
 
 

Table 2: Variables selected using the Bayesian regressions 

  
1997:01 (First out-of-sample 
period)  

2010:11 (Last out-of-sample 
period)  

Variables included in the Lasso: LARS 
model 

Real Financials share prices Real Financials share prices 

Price dividend ratio Money market rate 

Payout ratio S&P 500 

DAX Industrial production 

Employment rate Lagged Excess Returns 

Variables included in the Lasso: 
Landweber model 

Real Industrial share prices Payout ratio 

Payout ratio Term spread 

Money market rate CAC 40 

NIKKEI Oil price 

Oil price Employment rate 

 

We provide statistical explanations for the relatively good out-of-sample performance of the Lasso: 

LARS with respect to the equity premium. Through the forecast encompassing tests, we are able to 

show that the Lasso: LARS incorporates useful forecasting information from the macroeconomic and 

financial variables included in our analysis. Table 1 also reports p-values for the MHLN statistic applied 

to the out-of-sample forecasts. Each entry in the table corresponds to the null hypothesis that the Lasso: 

LARS forecast encompasses the forecasts for the individual regressions, the diffusion index approach, 

bagging and combination methods.. From Table 1, it is visible that the Lasso: LARS forecast 

encompasses all models we consider – suggesting that it is important to combine information from 

individual variables using the Lasso: LARS model specification to incorporate additional information 

thus explaining the out-of-sample gains corresponding to the Lasso: LARS model. Not surprisingly, this 

is also the case when we use the historical average as the benchmark, as observed from Table A1. 

Following Goyal and Welch (2008) and Rapach and Zhou (2012), Figure 3 presents the cumulative 

difference in squared forecast errors for the AR(1) forecast relative to the predictive regression forecast. 

While, Figure 4 does the same relative to the diffusion index approach, bagging, combination methods 

and Bayesian regressions. This is an informative tool that provides a graphical representation of the 

consistency and volatility of the forecasting performances of these models over time. When the curves in 

Figures 3 and 4 is in the positive (negative) plane then the predictive regression model, the diffusion 
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Figure 3: Cumulative square predictive error for the AR(1) minus the cumulative square predictive error for the individual regressionsbg3 

Financials share prices Industrial share prices Price dividend ratio Price earnings ratio Payout ratio

Relative long term bond yield  Relative Treasury bill rate Term spread Relative money market rate DAX

CAC 40 S&P 500 FTSE 100 NIKKEI Hang Seng

Real effective exchange rate Broad money supply Narrow money supply Inflation industrial production

World oil production Oil price Employment growth rate
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Figure 4: Cumulative square predictive error for the AR(1) minus the cumulative square predictive error for the combination models 

Principal component 1 Principal component 2 BA model Both Principal components 1 and 2 Mean

Median Trimmed DMSFE (delta = 1.0) DMSFE2 (delta = 0.9) C(2,PB)

C(2,PB) PC(PC_p3) BA and PC(PC_p3) Ridge Lasso: LARS

Lasso: Landweber
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index approach, bagging, combination methods and Bayesian regressions outperforms (is outperformed 

by) the benchmark AR(1) model. As pointed out in Goyal and Welch (2007), and reiterated in Rapach et 

al., (2008), the units on the plots are not intuitive; these plots are, however, useful in determining the 

how the predictive regressions, diffusion index approach, bagging, combination methods and Bayesian 

regressions perform in terms of MSFE relative to the benchmark AR(1) model at each point of time 

over the out-of-sample horizon. 

The figures echo the same story as indicated by  reported in Table 1. In other words, amongst the 4 

variables that show significant forecasting gains, for the relative Treasury bill rate, term spread, relative 

money market rate, the cumulative difference in squared forecast errors for the AR(1) forecast relative to 

the predictive regression forecast is consistently positive. As far as the inflation rate is concerned, the 

graph remains in the negative plane for most of the out-of-sample period, but high forecasting gains are 

registered during the “Great Recession”. The high forecasting gains form the price dividend ratio during 

and after the financial crisis produces the positive, but insignificant . Interestingly, for many of the 

other predictors which produces negative , forecasting gains are observed based on the predictors 

relative to the AR(1) model during the recessionary period of 1997:1-1999:8, but not during the 

recession of 2007:12-2009:08. In general, the graphs are more volatile during the recession, emphasising 

the difficulty in predicting equity premium during downturns relative to the benchmark. 

As with  individual predictive regression models, the cumulative difference in squared forecast errors for 

the AR(1) forecast relative to the diffusion index approach, bagging, combination methods and Bayesian 

regressions forecast is consistently positive for all the cases, barring the bagging approach and the 

predictive regression based on the first principal component (financial variable) for which <0. But 

again, for these two cases, forecasting gains are observed based relative to the AR(1) model during the 

recessionary period of 1997:1-1999:8, but not during the recession of 2007:12-2009:08. The graphs 

depict minimal volatility, irrespective of whether the economy is in an upturn or a downturn for the 

Bayesian regressions; thus highlighting their superiority in terms of forecasting performances.  

4 Conclusion  

The aim of this study is to analyse the predictability of South Africa equity premium considering 

financial and macroeconomic variables using monthly data from 1990:01 to 2010:12 for the out-of-

sample period of 1997:01 to 2010:12 period. The literature suggest that combining individual forecasts is 

known to outperform the individual forecasts themselves, we therefore use a number of combination 

model forecasts, besides, bootstrap aggregation (bagging), principal component and Bayesian regressions 

to simultaneously incorporate information from 23 possible predictors. We find that only four (the 

relative money market rate, relative treasury bill rate, the term spread and the inflation rate) of the 23 

predictors significantly outperforms the benchmark AR(1) model. However, in terms of economic 

significance, 12 of the 23 predictors produce positive utility gains, with term spread producing the 

highest utility gains of 11.89 percent amongst the individual predictors.  

As suggested in the literature, all the combination model forecasts outperform the benchmark AR(1) 

walk model and have  that are statistically significant at least at 10 per cent level of significance. 

Though the bagging model performs way poorer than the benchmark, when combined with the 

principal component based forecast combination method (the best performing forecast combination 

21



 

method), the combination outperforms the AR(1) model and ends up beating all the other forecast 

combination methods in terms of . The principal component based predictive regressions, based on 

the second principal component (depicting macroeconomic variables) and when involving both principal 

components also perform significantly better than the AR(1) model. The Bayesian regressions (Ridge, 

Lasso: LARS and Lasso: Landweber) are, however, found to be the standout performers, with these 

models outperforming forecast combination methods, bagging, the diffusion index approach and all 

individual predictive regressions. All the  are greater than 13 per cent, with the Lasso: LARS having 

the highest  of 21.70 per cent – and all the  are significant at 1 per cent level of significance. 

When using forecast encompassing tests to provide statistical explanations for the relatively good out-of-

sample performance of the Lasso: LARS, we find that this model forecast encompasses all other model 

specifications. This means that the Lasso: LARS incorporates useful forecasting information from the 

macroeconomic and financial variables included in our analysis.  The utility gains are, in general, in line 

with the forecasting performances of the combination, diffusion index, bagging methods and the 

Bayesian regressions. The benefits of predicting the equity premium using Bayesian models are also 

evident in the utility gains for these models. The models have the highest utility gains compared to all 

other models, with the Lasso: Lanweber producing the highest utility gain of 65.35 percent at an 

annualised rate. 
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APPENDIX: 

Table A1: One-month ahead forecasting and encompassing test results for the individual regressions, combining methods, 

bagging, principal component and Bayesian regressions: 

  

R2
OS 

Best model 
(LARS) 
Encompasses 
other model 

  

R2
OS 

Best model 
(LARS) 
Encompasses 
other model 

(per cent) (p-values) (per cent) (p-values) 

Individual forecasts     
Combination 
forecasts 

    

Financials share prices 1.29** 0.82 
Principal component 
1 

0.85** 0.85 

Industrial share prices 0.98** 0.88 
Principal component 
2 

5.00*** 0.76 

Price dividend ratio 1.31** 0.89 BA model -2.21 0.98 

Price earnings ratio 0.74* 0.85 
Both Principal 
Components 1 and 2 

5.21*** 0.72 

Payout ratio -0.18 0.96 Mean 2.70*** 0.83 

Relative long term bond 
yield 

1.18** 0.86 Median 1.78*** 0.81 

Relative treasury bill rate  7.96*** 0.63 Trimmed mean 1.67** 0.94 

Term spread 4.27*** 0.78 DMSFE (delta = 1.0) 2.72*** 0.87 

Relative money market 
rate 

9.26*** 0.62 
DMSFE (delta = 
0.90) 

2.88*** 0.86 

DAX -0.09 0.96 C(2,PB) 3.39*** 0.88 

CAC 40 0.26 0.94 C(3,PB) 4.11*** 0.76 

S&P 500 0.04 0.91 PC(IC_p3) 4.33*** 0.74 

FTSE 100 0.47* 0.97 BA and PC(IC_p3) 4.41*** 0.72 

NIKKEI 0.89** 0.82 Ridge 14.16*** 0.21 

Hang Seng 0.95** 0.89 Lasso: LARS 22.71***   

Real effective exchange 
rate 

-0.03 0.95 Lasso: Landweber 21.95*** 0.13 

Broad money supply 0.65* 0.96       

Narrow money supply 0.89** 0.87       

Inflation  2.48*** 0.82       

Industrial production 0.69* 0.91       

World oil production 0.97** 0.93       

Oil price -1.5 0.9       

Employment growth rate -0.18 0.94       

R2
OS is the Campbell and Thompson (2008) out-of-sample R2, with ***, ** and * indicating significance at 1, 5 and 10 percent 

levels respectively. The p-values correspond to the forecast encompassing test with the null hypothesis that the best model 

(Lasso: LARS) forecast encompasses the forecasts from all the other models individually. 
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