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Summary 

 

The development of sensitive, selective, stable and suitable gas sensors for 

monitoring toxic gases in mineshafts and the environment in general, requires the 

basic understanding of the active sensing material. This dissertation focuses on the 

conductometric-type sensor which uses semiconducting metal oxides as the active 

sensing material. In particular, the focus was on tungsten trioxide semiconducting 

metal oxide, which amongst its “smart-material” capabilities, is known to exhibit 

several temperature-dependent phases viz. triclinic, monoclinic, orthorhombic and 

tetragonal WO3. The phases influence the physical properties, which in turn 

influence the sensing capabilities towards certain toxic gases. To better understand 

the phase transitions and structural changes in this compound, these properties 

were investigated in light of the Landau-Lifshitz-Lyubarskii theory for second-order 

phase transitions. These structural changes are observed experimentally by Raman 

spectroscopy, and so the Raman-active modes for the corresponding Raman 

spectra of each phase are derived here. Reactive-sputtering with subsequent 

annealing was used here to synthesize triclinic-phase WO3 film, and the film was 

characterized structurally, optically and electrically. The film was used to show the 

sensing of parts per million concentrations of nitrogen dioxide and ammonia at 30oC 

and 100oC, as well as the sensing of these gases simultaneously to show that pure 

triclinic WO3 has better selectivity to NO2. To speed up the recovery time of the film 

after exposure to the target gas, light was shone onto the film to remove any residual 

species on the surface. This dissertation is one of the first steps into an attempt to 

investigate the phases of WO3 for the application of gas sensing. 
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CHAPTER 1 

INTRODUCTION 
 

1.1 The Need for Gas Sensors and Detectors 

 

The presence of toxic gases in mines may be to blame for the growing number of fatalities of 

mineworkers, since most of these gases are not easily distinguishable by human senses [1]. 

Some of these mining-related diseases were reported by Kreuzer et al. [2]. This puts the 

mining industry under severe scrutiny, more especially in South Africa, as it is the driving 

force of the economy [3]. After mining processes such as blasting and drilling, there is a 

build-up of toxic gases which are also harmful to the environment, as shown in Fig. 1.1. 

Studies have shown that amongst the radon and silica dust found in mineshafts, CO2, CO, H2, 

CH4 and NO2 are common gases found at mining sites, and vary in concentrations between 

0.03-390 ppm [4, 5].  

 

Figure 1.1. The picture shows the pollution and gases emanating from a mine as a result of an underground 

mine explosion [1]. 

 

There are several types of sensors used by mineworkers, which include electrochemical gas 

detectors [6], infrared point sensors [7], ultrasonic gas detectors [8] and semiconductor 

sensors [9]. These sensors have drawbacks such as short-lifetime of 1-2 years for 

electrochemical gas detectors due to chemical contamination and corrosion; infrared point 

sensors are limited to only infrared-active gases; and ultrasonic gas detectors measure the 

leak rate of a gas but not the type and concentration of the gas. The disadvantage of 

semiconductor gas sensors when compared to infrared point sensors is the semiconductor 
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sensor must be in direct contact with the gas. The semiconductor gas sensors can be 

miniaturized due to the advances in nanotechnology, and the nano-sized semiconductor 

sensing material are stable with a long-lifetime, and exhibits high sensitivity to parts per 

million concentration of toxic gas as a result of the large surface-to-volume ratio of nano-

materials [10]. The semiconductor can also be made selective towards a certain gas by doping 

for example [11], which makes it versatile for sensing several of the common gases found at 

the mine sites. This motivates for the development of improved semiconductor based gas 

sensors than those commercially available to monitor the mine environment and thus improve 

safety procedures and better ventilation of mineshafts. 

 

1.2 The Sensing Material of Semiconductor Gas Sensors 

 

Semiconductor based gas sensors use mainly metal oxides (SMOs) as active sensing 

materials as it is easy, cost effective, easy up-scaling with controllability, robustness, 

lightweight, long lifetime, extensive sensitivity towards several gases, high resistance to 

harsh environments, high catalytic activity, and more specifically adaptability to standard 

microelectronic processing [12]. Some of the most researched n-type SMOs over the past 

three decades or so are TiO2 SnO2, ZnO, In2O3 and WO3 while some of the most researched 

p-type SMOs are Cr2O3, NiO, Co3O4, Mn3O4 and CuxO [13, 14]. These SMOs have either 

direct or indirect wide band gaps in the range of 2-4 eV [15] depending on the crystal phase. 

The activation energy of the centres responsible for metal oxide conductivity are small for 

these SMOs, and the combination of wide band gap and small activation energy is necessary 

to avoid sensor operation in the region of self-conductance which is advantageous because 

the sensor will be less affected by surrounding temperatures. According to experimental data 

for SMO-based gas sensors, the optimum sensor operating temperature was found to be 

~300
o
C, which implies that the optimal band gap must be greater than 2.5 eV [16-19]. 

 

SnO2 is the most researched SMO because it is sensitive to many gases, but this can be a 

disadvantage when it comes to selectivity, since an ideal sensor must have a balance between 

sensitivity, selectivity and stability [14]. WO3 on the other hand was previously studied for its 

electro- and photochromic properties [15], but it was discovered that this material shows 

good sensitivity towards oxidizing gases even at low temperatures [15, 20]. Furthermore, 

WO3 exhibits several temperature-dependent crystal phases [21], much more than the other 

SMOs, which can offer additional gas sensing benefits such as selectivity. Table 1.1 shows 

the various gases that the WO3 phases can detect where the optimum operating temperature 

was between 200
o
C-400

o
C. The stable temperature referred to in Table 1.1 refers to the 

temperature range where that particular phase of WO3 exists. However, it is possible to 

stabilize these phases with appropriate synthesis techniques at lower temperatures so that gas 

sensing can be carried out. These phases can be distinguished experimentally by neutron 

diffraction, x-ray diffraction, Raman spectroscopy and electron transport investigations. 

 

WO3 films are commonly used as the sensing layer due to the ease and availability of 

deposition techniques and for its robustness as a sensing material. Various deposition 

techniques to deposit films are available such as laser pyrolysis [22, 23], spray pyrolysis [24], 



3 

 

screen-printing [25] chemical vapour deposition (CVD) [26] and physical vapour deposition 

(PVD) [27]. PVD gives excellent grain/crystallite size, porosity, surface roughness and 

crystallinity of high-quality for sensing applications [28]. 

 

Table 1.1. The various gases that the temperature-dependent phases of WO3 can detect
a
. 

Structure Symbol Stable Temperature (
o
C) Space group

b
 Target gas 

Tetragonal  900  7

4h
D , nmmP /4 , 129 H2S

[15, 29] 

Orthorhombic β 720320  16

2h
D , Pnma, 62 NO

[15, 31]
 

Monoclinic γ 32017  5

2h
C , aP /2

1
, 14 NO2, O3, H2S, 

SO2, NH3, CO, 

CH4, H2
[15, 29, 30] 

Triclinic δ 1740-   1

i
C , 1P , 2 NH3, NO2, 

acetone, 

alcohols
[15]

 

Monoclinic  40  
1

C , Pc , 1 acetone
[15]

 

a
The selectivity towards the other common mine gases can possibly be achieved by doping a particular phase of 

WO3. 
b
The Space group notation is in International and Schoenflies with the space group number from CDML tables 

[32]. 

 

1.3 Conductometric Gas Sensors 

 

The SMO gas sensor falls under the conductometric class of sensors whose working principle 

is believed to be based on the gas interaction with the surface (adsorption-desorption) of a 

solid-state sensing material [15, 33-35]. When compared to other types of sensors such as 

ultrasonic, electrochemical, thermal conductive and infrared absorption on criteria of 

sensitivity, accuracy, selectivity, response time, stability, durability, maintenance, cost and 

suitability to portable instruments, conductometric gas sensors come out superior [36]. Fig. 

1.2 shows a schematic of a conductometric gas sensor with a porous film as the active 

sensing material. The electrodes are placed on either side of the film forming a closed-circuit, 

and Fig. 1.2 also depicts how the energy profile of the film between the interface of the 

electrode and the grain boundaries of the sensing material contributes to the measured 

resistivity or conductivity. The concentration of the gas interacting in the surface reaction 

results in a proportional measured resistivity change by the closed circuit due to charge 

transfer between surface and gas [37]. The performance of the sensor can be characterised by: 

(1) the response R  of the sensor which is the ratio of the difference in the resistivity of the 

film with the target gas 
gas

  and the resistivity in air 0
  divided by the resistivity in air 0

  

given by  

 

 
00

 
gas

R ,        (1.1) 
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(2) the sensitivity S  of the sensor which is just the ratio of the resistivity of the film with the 

target gas 
gas

  divided by the resistivity in air 
0

  given by  

 

0


gas
S  ,         (1.2) 

 

(3) the response time of the sensor which is the time interval over which resistance of the 

sensor material attains about 90% of the final value when the sensor is exposed to full scale 

concentration of the gas, (4) the recovery time of the sensor which is the time interval over 

which sensor resistance reduces to 10% of the saturation value when the target gas is 

switched off and the sensor is placed in synthetic (or reference gas) air, and (5) the selectivity 

of the sensor which is the ratio of sensitivity towards interfering gas to the sensitivity towards 

the target gas. For a more complete and detailed analysis on sensor performance and 

efficiency, consult Mwakikunga et al. [38]. 

 

 

Figure 1.2. A schematic of a typical conductometric gas sensor set-up using a porous layer as the sensing 

material. The energy profile of the material between the electrodes is also shown here, as well as the surface 

reactions involving charge transfer and possible catalytic effects [37]. 
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1.3.1 The Conductometric Gas Sensor Mechanism 

 

In the sensing mechanism of conductometric or resistive-type sensors, which are dependent 

on the concentration of ambient oxygen and sensor operating temperature, it is believed that 

ambient oxygen is first physisorbed by van der Waals forces on the sensing layer surface, and 

thereafter the oxygen becomes chemisorbed. The sensing mechanism is therefore 

microscopically restricted to the particle surface. The most-likely and experimentally 

determined ionosorbed species after chemisorption on the metal oxide surface concluded that 

the molecular 

2
O  (<150

o
C) changes to atomic -O  (150-400

o
C) and adsorbed -O  and -2O  

(400
o
C) [39, 40]. At higher temperatures (>600

o
C), the adsorbed species are directly 

incorporated into the lattice. The operating temperature also influences the reaction rate of all 

surface processes in the porous sensing layer and every analyte gas exhibits a specific 

temperature of maximum sensitivity which depends on its surface coverage and the 

conversion rate of ionosorbed oxygen [41]. We aim to keep the operating temperature as low 

as possible (<100
o
C) for the following reasons: (1) the production of room-temperature 

sensors is targeted as it consumes less power, (2) eliminate the possibility of inducing phase 

changes as will be discussed in Chapter 3, and so the operating temperature must be below 

the annealing temperature. So it can be concluded from this analysis that the molecular 

2
O  

species plays the major role in the gas sensing mechanism in this study. 

 

The adsorption of oxygen onto the surface of WO3 causes the oxygen to be electron acceptors 

and positioned just below the Fermi level 
F

E  as depicted in Fig. 1.3. An electron-depleted 

region is formed at the surface of WO3 when the adsorbed oxygen takes electrons from the 

conduction band 
C

E  of WO3 and the intrinsic oxygen vacancies [42, 43, 44]. The negative 

surface potential causes a corresponding enlargement of the positively-charged space charge 

layer 
air

 . According to the Weisz-limitation, the maximum surface coverage is about 

-123 cm 1010    ions, which denotes the equilibrium between the Fermi level and the site 

energy [45]. According to the energy-band model, there is a band bending of the valence 

band V
E  (not included in Fig. 1.3) and the conduction band C

E  resulting from the negative 

surface potential [46]. The potential height of the surface potential barrier sur
eV  is estimated 

to be about eV 1.0-.50  at the grain boundaries. The amount and the nature of ionosorbed 

oxygen influence the depth and the height of potential barrier of the surface and their 

associated charges [47]. The depth of the potential barrier corresponds to the Debye-length 

D
L  which depends on the temperature for a particular donor concentration of WO3 in this 

case.  

 

The microstructure of the WO3 bridging the electrodes in the sensor device greatly influences 

the sensing mechanism. In the WO3 sensing layer, there are percolation paths created by 

grain-to-grain contacts which contributes to the electrical conductivity in the film. At the 

grain boundaries, Schottky-barriers are formed which are increased potential barriers which 

hinder the free electron flow within the film. These Schottky-barriers depends on the 

thermodynamic equilibrium of adsorption and desorption of the oxygen causing an increase 
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in resistance. The Maxwell-Boltzmann distribution describes the number of electrons that 

may overcome the potential barrier and the conductance G  of the sensing layer is expressed 

as 








 


Tk
G

B

sur
eV

exp  [48, 49]. 

 

 

Figure 1.3. (a) The initial state of the sensing material when exposed to air and (b) the sensing material when 

exposed to CO target gas with the band model included at the bottom of the figure [46, 47]. 

 

In the case of reducing gases such as NH3 and CO, there is a total oxidation of the gas. For 

instance, in the case of CO in Fig. 1.3 (b), carbonate groups result from the reaction with the 

ionosorbed oxygen species and then desorb as CO2. Thus, the electrons that were localized 

are released back to the bulk of the metal oxide after desorption of the reacted target gas 

products. This implies that trace amounts of target gas significantly increases the electron 

density. On the contrary, for oxidizing gases such as NO2 and O2, there is direct 

chemisorption such that oxygen atoms are donated into the lattice. These oxygen atoms 

accept electrons from oxygen vacancies of the metal oxide and remove electrons from the 

bulk. 

 

1.3.2 Classification and Sensor Properties of Oxidizing NO2 and Reducing NH3 gas 

 

NO2 gas is found at mines in small concentrations as was discussed in section 1.1, and WO3 

is known to be highly sensitive to this gas. A reducing nitrogen-containing gas in the form of 

NH3 is considered to contrast with the sensing properties of the oxidizing gas. 

 

 

 

 

(a) (b) 
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1.3.2.1 Oxidizing Gas: NO2 

 

Nitrous oxides (NOx) are usually formed from combustion of fossil fuels and during the  

combustion reaction, there is a combining of nitrogen and oxygen. NO2 is toxic upon 

inhalation and despite it being detectable by smell, a concentration as low as 4 ppm 

anaesthetises the nose. This gas can cause inflammation of the lungs and long term exposure 

may cause chronic bronchitis and emphysema [50, 51].  

 

The interaction of n-type semiconductor oxides with NO2 is accompanied by an increase in 

electrical resistivity because nitrogen dioxide is an electron acceptor [52]. The electron 

affinity of NO2 molecule is 2.27 eV [53], which considerably exceeds the analogous value of 

the oxygen molecule (0.44 eV) [54]. This determines the possibility of detecting low 

concentrations of NO2 in air and the presence of oxygen. According to FTIR and 

programmed desorption in temperature range 25-400
o
C [55], there is a possibility of 

dissociation of NO2 during interaction with the surface. The presence of NO in the thermal 

desorption products can serve as indirect evidence of the occurrence of the following 

reactions: 

 

   adsgas
NONO

22
 ,        (1.3a) 

 

   adsads
NOeNO  

22
,       (1.3b) 

 

     
  adsgasads

ONONO
2

.       (1.3c) 

 

The use of dopants that are able to transfer electron density to the oxygen belonging to the 

acceptor chemisorbed species through an increase in the degree of oxidation should 

accordingly enhance the sensing signal towards NO2. 

 

1.3.2.2 Reducing Gas: NH3 

 

Ammonia is used in fertilizers and is a source of nitrogen to living organisms. Ammonia gas 

is corrosive and hazardous with a characteristic pungent odour. High enough concentrations 

of ammonia have been found to be fatal to animals [56].  

 

NH3 molecules can be adsorbed on the oxide surface via the surface oxygen and the hydrogen 

of NH3, leading to the oxidation of the NH3. According to experimental data, enhancement of 

sensor response can be achieved by increasing the number of acidic adsorption sites. The 

main process that determines the sensor response of WO3 to NH3 is: [57] 

 

     
  eOHNONH

gasadsgas
33

3
2

223






.     (1.4) 
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1.4 The Objectives 

 

The objective is to construct a suitable gas sensor from WO3, and this dissertation aims to 

achieve this by the following steps: 

 

(1) Synthesise WO3 films using PVD and characterize it to determine experimentally the 

structural, optical and electronic properties. 

(2) Apply the pure synthesised WO3 film to sense NO2 and NH3 gas to test its sensing 

performance.  

(3) Use basic group theory to study the structural properties of WO3 from the symmetries 

of the different crystal phases, to the type of the phase transition involved from one 

phase to the next as well as the possible phonons causing the phase transition. This 

information gives insights on the physical properties of WO3 towards gas sensing. 

(4) Use basic group theory to study the optical properties of WO3 and determine the 

Raman-active modes of the crystal phases and relate it to the corresponding Raman 

spectra. This information helps to understand the of WO3- NO2/NH3 interaction under 

Raman spectroscopic observation. 

 

1.5 Layout of this dissertation 

 

This dissertation is arranged as follows: 

 

Chapter 2 introduces the fundamentals of Group Theory used in this work to study structural 

and optical properties of WO3.  

Chapter 3 focuses on the temperature-dependent phase transitions of WO3 through the 

Landau, Lifshitz and Lyubarskii theory of second-order phase transitions, to gain an insight 

into the structural properties of WO3. 

Chapter 4 shows the determination of the theoretical Raman-active modes and relates the 

Brillouin zone to the Raman spectra of the WO3 crystal structures. 

Chapter 5 describes the synthesis technique of PVD utilized for the production of WO3 films 

to be used as a sensing layer. The topography and thickness of the film is investigated with 

focused-ion beam scanning electron microscopy (FIBSEM) and transmission electron 

microscopy (TEM). The structural property of the crystalline film is characterized with x-ray 

diffraction (XRD) and the chemical composition is analysed with x-ray photoelectron 

spectroscopy (XPS) and energy-dispersive x-ray spectroscopy (EDX) mapping. Further 

structural and optical properties of the film are studied with Raman, photoluminescence (PL) 

and ultraviolet/visible (UV/Vis) spectroscopies. The electrical properties of the film are 

investigated by measuring the resistance of the film as a function of temperature. 

Chapter 6 shows the sensing application of the synthesized WO3 film and its performance. 

Chapter 7 highlights the results of this work and gives perspective for the continuation 

towards the manufacture of gas sensors with WO3. 
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CHAPTER 2 

Basic Group Theory 

 

In this section, we provide the basic group theory required in the explanation of second-order 

phase transitions and the classification of particles and quasi-particles (electrons, holes, 

excitons, phonons, etc.) of WO3. This section has been adapted from Hamermesh [58]. In the 

study of atomic systems or crystals with long translational symmetry, it is imperative to find 

the symmetry group G  of the Hamiltonian Η , i.e. the set of transformations (symmetry 

operators) which leave the Hamiltonian invariant. The existence of a symmetry group raises 

the possibility of degeneracy associated to the dimensions of irreducible representations 

(irrps) and assignments (according to irrps of G ). When the system possesses a well-

established symmetry group of operators ĝ , then  

 

ΗΗ 1gg , ΗΗΗ  gg ,      (2.1a) 

 

and for  

 

 
nn

EgE  
n

Η ,       (2.1b) 

 

  gDg
mnnnn

 .       (2.1c) 

 

The above equations have the following meaning: 

 

 The Hamiltonian Η  is invariant with respect to g . 

 New eigenfunctions n
  are also the eigenfunctions of Η , but expressed as a linear 

combination of n
 . 

 The coefficients  gD
mn  are matrix elements of representation D  of group G  to which 

operators g  belong, i.e. Gg . 

 The number of n
  determines the dimension of representation D  and the degeneracy 

of states of energy E . 

 The energy levels E  are classified according to irrps of D  of G . 

 

2.1 Physical application of Group Theory 

 

As an example, consider the Raman-active phonon modes shown in the Raman spectrum of 

some crystal in Fig. 2.1. These phonons are classified according to 1
  or 2

  or 3
  irrps of the 

space group symmetry of that crystal (see Chapter 4 for a more detailed analysis). 
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Figure 2.1. The Raman-active modes are assigned to Raman peaks which are classified according to the -irrps 

of that crystal’s space group (   ).  

 

Now consider the hypothetical scheme of energy spectral terms ( n
 -basis functions of D ) for 

point group d
D

2  shown in Fig. 2.2. The energy levels are classified according to 51
  irrps. 

 
Figure 2.2. The energy level scheme for the     symmetry group classified according to -irrps. 

 

2.2 The Kronecker Product 

 

In physical applications such as optical selection rules, second-order phase transitions, 

Raman spectroscopy as well as interactions like spin-orbit and spin-spin, the need for 

Kronecker Products (KPs) arise. Any KP of the same two irrps can be decomposed onto a 

symmetrized and anti-symmetrized KP. Particularly, in the determination of Raman active 

modes, the KP of the vector representation (VR) is needed, because the Raman active irrps or 

modes are contained in the symmetrized squares of the KP. The VR for point group d
D

2  in 

𝛤  

𝛤  [𝑧(𝑥 − 𝑦 )] 

𝛤  

𝛤  {𝑥, 𝑦} 

𝛤  

𝛤  (𝑧 𝑜𝑟 𝑥𝑦) 

𝛤  

𝛤  (𝑥
 − 𝑦 ) 

𝜑 
   

𝛤  (𝑧  𝑜𝑟 𝑥𝑦𝑧) 

𝜑 
   

𝜑 
  , 𝜑 

   

𝜑 
   

𝜑 
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Fig. 2.2 is    yxz ,
53
  according to CDML tables [32]. So the KP of the VR of d

D
2  is 

         
5553335353

2  . The expression used to determine the 

symmetrized square KP of the VR for respective irrps  is  

 

        ggg
Gg





2

22

2

1
,     (2.3a) 

 

where   g  represents the character or trace of the matrix of irrp  under the symmetry 

operator g of the space group with factor group . For completeness, the expression used to 

determine the anti-symmetrized square KP of the VR is 

 

        ggg
Gg





2

22

2

1
.     (2.3b) 

 

Applying Eq. (2.3a) to the KP of the VR of d
D

2 , the symmetrized square KP comes out to be 

 
2321

 , and Eq. (2.3b) for the anti-symmetrized square KP comes out to be  
24

 . So 

the Raman active irrps of d
D

2  that may result in the peaks in the Raman spectrum are 
1
 , 

2
  

and 
3
 .  

 

In the case of second-order phase transitions, the symmetrized cube KP is required according 

to Landau, Lifshitz and Lyubarskii theory [59]. The expression used to determine the 

symmetrized cube KP of the VR is  

 

          ggggg
Gg





 







 1

3

323

6

1

2

1

3

1
,   (2.4a) 

 

and again for completeness, the expression used to determine the anti-symmetrized cube KP 

of the VR is 

 

          ggggg
Gg





 







 1

3

323

6

1

2

1

3

1
.   (2.4b) 

 

In the forthcoming chapters, the KPs are used to determine the active-irrps in second-order 

phase transitions and Raman-active modes. 
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CHAPTER 3 

Phase Transitions in WO3 
 

Thermodynamical and statistical physics characterizes a first-order phase transition (F. Or. 

Ph. Tr.) by a discontinuous change in entropy at a fixed temperature which corresponds to a 

change in latent heat [59]. A second-order phase transition (S. Or. Ph. Tr.) is characterized by 

a continuous change in entropy which means there is no latent heat. The typical entropy 

change of the respective transitions is plotted in Fig. 3.1. These transitions can be 

investigated experimentally with differential scanning calorimetry, x-ray diffraction, neutron 

scattering and Raman spectroscopy amongst other techniques.  

 

With respect to symmetry, there is a definite change at the transition temperature. In a 

discontinuous (first-order) transition, there are usually two distinct phases after phase 

transition which can co-exist together, example water and ice. However, we define a 

discontinuous phase transition as one where there is no relation between the symmetries of 

the two phases, such that there is sudden rearrangement of the crystal lattice. In a continuous 

(second-order) phase transition, there is a distinct symmetry before phase transition and 

another distinct symmetry after phase transition. However, the lower symmetry phase must 

form part of the higher symmetry phase. This is addressed in more detail with respect to WO3 

in section 3.1.3 below. 

 

 

Figure 3.1. (a) First-order phase transition showing a discontinuity at the transition temperature Tc and (b) 

second-order phase transition showing continuity at the transition temperature Tc [60]. 

(a) (b) 
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3.1 Why does WO3 undergo Phase Transitions? 

 

Despite the simple stoichiometry of WO3, it can take on a number of crystalline forms. WO3 

is most commonly described as distorted forms of cubic ReO3 crystal structure, and the 

polymorphs of WO3 are three-dimensional networks of corner-linked WO6 octahedra [61]. 

The WO3 compound falls under the cubic perovskite crystals (ABX3) [62]. As the size of the 

A-cation decreases, the cubic perovskite crystal becomes increasingly unstable, and in the 

case of WO3, the A-cation is completely missing as seen in Fig. 3.2. This leads to WO3 

having structural instability when pressure or thermal stress is applied to it. The WO3 reacts 

to increasing temperature and pressure by becoming less tilted and distorted and can undergo 

cell-doubling transitions. The lower symmetry phases show high instability, which results in 

the cubic phase being extremely unstable to the point that it is not observed experimentally 

[63]. The symmetry breaking transitions in WO3 is primarily due to the change in the metal-

oxygen interaction, and not so much to the metal centre alone or oxygen-oxygen interactions. 

On the other hand, considering the band structure of WO3, it is believed that since the 

conduction band of this compound is vacant, results in a Wd-Op orbital hybridization which 

stabilizes the valence band in favour of the distorted structure over the cubic form [58, 59]. 

 

Figure 3.2. The unit cell of cubic WO3 showing the relative positions of the W and O atoms as well as the 

missing A-cation in the centre of the perovskite structure. The WO6 octahedron is shown in the top corner of the 

unit cell. 

 

3.1.1 The Symmetries of the WO3 crystal phases 

 

It is important to realise that the morphology of the WO3 directly influences the exact 

temperature or pressure at which the transition takes place. The phase transitions upon 

heating may not necessarily exhibit the same symmetry changes upon cooling. However, in 

most cases, after heating and cooling, the WO3 always reverts back to its starting phase at 

room temperature. The symmetries found after phase transitions have been controversial with 
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many authors arriving at different conclusions, and this discrepancy could be due to the 

improvement of synthesis and characterization techniques over the years. At temperatures 

below -40
o
C, it was found that WO3 exhibits a monoclinic structure with space group 

symmetry Pc  (
1

C ) [66]. As the temperature is increased up to 17
o
C, the structure becomes 

triclinic with space group symmetry 1P  ( 1

i
C ) [20, 66, 67], but it is also observed that this 

phase is thermodynamically stable and is often observed as a metastable state at room 

temperature [68]. At temperatures up to 350
o
C, the phase changes to monoclinic symmetry 

again, but with space group symmetry nP /2
1

 ( 5

2h
C ) [67, 69, 70]. Increasing the temperature 

of the compound up to 720
o
C, causes the phase to change to an orthorhombic form. Early 

studies concluded that the space group of the orthorhombic phase is Pmnb ( 7

2h
D ) [20, 69], 

and more recent studies concluded that the orthorhombic space group symmetry is most 

likely Pnma ( 16

2h
D ) [70] or Pbcn  ( 14

2h
D ) [67]. One study showed that between 750

o
C and 

790
o
C, another monoclinic form existed with symmetry cP /2

1
 ( 2

2h
D ) [67]. Heating the WO3 

up to 830
o
C causes a transition to tetragonal form having space group nccP /4  ( 8

4h
D ) [67, 70, 

71]. This phase was not observed in earlier studies probably due to lack of “sensitive” 

characterisation techniques. At temperatures above 930
o
C, all studies agreed that the highest 

symmetry phase after transitions is tetragonal symmetry belonging to space group nmmP /4  (
7

4h
D ) [20, 67, 69, 70, 71]. Another study suggested that the nmmP /4  transition to Pnma 

occurs via space group Cmca ( 18

2h
D ) [70]. The existence of another tetragonal phase having 

symmetry mP
1

24  ( 3

2d
D ) was found by other studies [71, 72] to transition from nmmP /4 . 

 

3.1.2 The Structural changes involved in the Phase Transition of WO3 

 

The phase transition from triclinic to room-temperature monoclinic WO3 phase is 

characterized by the tilt angle of the O octahedral with the interatomic distances and angles 

remaining almost unchanged [66]. This transition is supported by the very small changes of 

phonon frequencies at the phase transition point measured by Raman spectroscopy. Each 

tungsten atom has two short, two intermediate and two long bonds to oxygen, and the average 

WO distances are essentially the same in both phases. The slightly higher density of triclinic 

WO3 is attributed to better packing efficiency with its tilt system [68]. The BZ of the triclinic 

and room-temperature monoclinic phase is shown in Appendix A. The phase transition from 

room-temperature monoclinic to orthorhombic phase WO3 is characterized by doubling of the 

c-axis [20]. This phase transition is believed to be driven by successive softening of the R3 

phonon mode [61], and another study proposed that this transition is tricritical ferro-elastic 

characterized by a soft mode at the -point of the Brillouin zone (BZ) [70]. The BZ of the 

orthorhombic phase is shown in Appendix A. The transition from orthorhombic to tetragonal 

phase ( nmmP /4 ) WO3 is characterized by the phonon in the X-point of the tetragonal BZ. 

This X-point phonon is possibly responsible for the transition to lower symmetry phases [69], 

and this transition shows a decrease in volume and the c-axis [20]. Other studies concluded 

that the transition to the tetragonal phase is driven by successive softening of the M3 phonon 

mode [61, 73]. The high symmetry points of the tetragonal BZ are shown in Fig. 3.3. The 
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difference between the transition from the nccP /4  and nmmP /4  structures is believed to be 

related to a tricritical non-ferroic transition characterized by a soft mode at the Z-point of the 

BZ, which induces antiphase rotations of the WO6 octahedra about [001] [71]. The apparent 

phase transition from intermediate phase Cmca to nmmP /4  proceeds via a soft mode at the 

Z-point of the BZ [70]. The phase transition from Cmca to Pnma occurs through a Y-point 

non-ferroic transition. 

 

Figure 3.3. The Brillouin Zone of the tetragonal primitive cell and the relative positions of the high symmetry 

points   ( , , ),   ( , ,
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) and the high symmetry points [32]. NB. The Brillouin Zones of the lower 

symmetry phases are given in Appendix A. 

 

3.1.3 The Continuous and Discontinuous Phase Transitions of WO3 

 

The transition from monoclinic ( Pc ) to triclinic WO3 is discontinuous (first-order), and 

abrupt changes in directionality is observed experimentally [61]. The transition from triclinic 

to monoclinic ( nP /2
1

) phase is believed to be continuous [74]. The transition from room-

temperature monoclinic phase to orthorhombic is classified as continuous (second-order) 

according to experiments [61, 66, 67]. However, the transition from orthorhombic Pbcn  to 

the new found cP /2
1  monoclinic phase is believed to be discontinuous, and from cP /2

1  to 

nccP /4  is continuous [67]. The phase transition from orthorhombic to tetragonal is 

discontinuous (first-order) [61, 70, 75] according to the changes in lattice parameters and 

bond lengths. The transition from Pnma to nccP /4  is believed to be discontinuous [70], and 

from nccP /4  to nmmP /4  is believed to be continuous [67]. The results obtained from 

literature for the symmetries of the several observed phases are summarized in Table 3.1. 

Here we use rigid group theoretical arguments in the framework of Landau-Lifshitz [59] and 

Lyubarskii [76] (LLL) theory of S. Or. Ph. Trs., which strictly resolves the symmetry of a 

crystal after transitions and predicts correctly the phonon modes involved in transitions. The 



16 

 

assignment of phonon modes that are responsible for S. Or. Ph. Trs. are carried out here, to 

check the correlation with literature. The calculations are applied to the nmmP /4  ( 7

4h
D ) space 

group because it is the highest observed symmetry of WO3 by all the literature. 

 

Table 3.1. Experimentally obtained structural information of WO3 phases
a
 [61, 66, 67, 70, 75]. 

Structure Phase Symbol Curie Temperature (
o
C) Space group 

Tetragonal  900  7

4h
D , nmmP /4 , 129 

Tetragonal  930830  8

4h
D , nccP /4 , 130 

Tetragonal   3

2d
D , mP

1
24 , 113 

Orthorhombic   18

2h
D , Cmca , 64 

Monoclinic  790750  2

2h
D , cP /21 , 11 

Orthorhombic 

Orthorhombic 

Orthorhombic 

β 720320  16

2h
D , Pnma, 62 

14

2h
D , Pbcn , 60 

7

2h
D , Pmnb , 53 

Monoclinic γ 32017  5

2h
C , aP /2

1 , 14 

Triclinic δ 1740-   1

i
C , 1P , 2 

Monoclinic  40  
1C , Pc , 1 

a
The Space group notation is in International and Schoenflies with the space group number from CDML tables 

[32]. 

 

3.2 Theory of Second-Order Phase Transitions 

 

The thermodynamical state of a crystal is characterised by the thermodynamical potential 

pVTSE  , where E  is the energy, S  is the entropy, p  is the pressure and V  is the 

volume. In the equilibrium state, the   must have a minimum value  ,,Tp . 

 

The state of a crystal can be characterized by the density function  zyx ,, , which describes 

the probability of finding a particle in a given volume   v,, dzyx  [76]. The density function 

can be determined from the minimum of the thermodynamic potential   ,,Tp  at 

equilibrium with the change of p and T. 

 

At the equilibrium state  
00

,Tp , the density state function  zyx ,,
0

  corresponds to highest 

symmetry group 0
G , and at the state  Tp, , the density state  zyx ,,  corresponds to the 

lower symmetry group G  of the crystal. The density state can be written as 

 

     zyxzyxzyx ,,,,,,
0

  ,     (3.1) 

 

where 0  when 00
,, TpTp  . The   term denotes a small change of density   due to 

the transition, which is invariant with respect to Gg  of a crystal. The   term can be 
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expressed as a linear combination of the basis wave-functions i
  written as 

i

ii
c , and 

so   gDg
mnm

  following from equation (2.1c), and transforms according to the 

irreducible representations (irrps) of G  after the S. Or. Ph. Tr. takes place. It is for this 

reason, according to the correspondence of irrps, that the low symmetry group G  must be a 

subgroup of higher symmetry group 0
G . 

 

According to LLL-theory, the   ,,Tp  can be expanded in a series of polynomials up to the 

fifth-order and can be expressed as 

 

   TpcTpc
ii

,,,,
420
  .     (3.2) 

 

Our aim is to find all possible symmetries of G  after S. Or. Ph. Tr, i.e. the determination of 

active irrps or active phonon modes that may be responsible for the phase transitions in WO3. 

 

3.3 Selection of Active Irrps of 
7

4h
D  space group of WO3 

 

According to the LLL-theory, only active irrps can cause S. Or. Ph. Trs. The labelling used 

here for symmetry operators, irrps and Kronecker Products (KPs) follow from CDML tables 

[32]. Note that for the calculations, we start with the highest symmetry of WO3 which is 

TD
h

/7

4  factor group with respect to translational group T, and find the subgroups and active 

irrps that may lead to S. Or. Ph. Trs. to the lower symmetry space groups of WO3. There are 

several criteria that cause an irrp to be active, and these are outlined here:  

 

1. The lower space symmetry group G  after transition must necessarily be a space 

subgroup of higher initial space group 0
G  before transition. 

 

2. The irrps of 0
G  must be real, and must satisfy the “reality test” written as 

 

 














realnon 

1-

0

        real    1

|
1 2

1kg

g
g

g
 ,     (3.3) 

 

where g is the order of the group, k1 is the first wave-vector of 0
G , and   is the 

character of the irrp.  

 

3. The anti-symmetrized square  2

lD  of an irreducible representation must not contain 

any component of the polar vector  zyx ,, .  2

lD  can be determined by equation 

(2.3b). 
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4. The symmetrized cube  3D  must not contain the identity irrp (usually denoted by 1
 , 




1  or 
g

A
1

 of 0
G ).  3D  can be determined from equation (2.4a). 

5. D  must be compatible with the induced full representations (IFRs) of the small 

groups of 0
G . 

 

Following from criterion (1), the space subgroups of 7

4h
D  are given in Table 3.2. The 

Brillouin zone of the 7

4h
D  tetragonal primitive cell was illustrated in Fig. 3.3 to show the 

coordinates of  , Z , A , M , X  and R  high symmetry points. Applying the reality test on 

the irrps of kG , MG
k , AG

k , ZG
k , XG

k  and RG
k  according to criterion (2), it was found that 

all the irrps are real, and this determination can be found in Appendix C. The vector 

representation VR of 7

4h
D  was found to be    yxz ,

53 
  according to Appendix B, and so 

 2

D  must not contain one or both of these irrps. The decomposition of the KPs of  2

D  

according to criterion (3) is given in Appendix D, and it was found that the anti-symmetrized 

square of points X  and R  contained  yx,
5
 , and so the irrps of these points are inactive. 

The decomposition of the KPs of  3D  according to criterion (4) is given in Appendix D, and 

it was found that the irrp 


1 is inactive. Therefore, these two points and their irrps are 

excluded in the participation of S. Or. Ph. Trs. Criterion (5) falls away because the points X  

and R  are the small groups and have already been excluded. The active irrps responsible for 

the S. Or. Ph. Trs. to the space subgroups of 7

4h
D  are summarized in Table 3.3, where the irrps 

of points  , Z , A  and M  are obtained from Appendix E.  

 

From the set of invariant symmetry operators of the active irrps in Table 3.3, it is seen that 

eight do not form a space group and are therefore discarded from possible S. Or. Ph. Trs. 

Comparing the theoretical results from Table 3.3 to experimental observations in Table 3.1, 

only one S. Or. Ph. Tr. from 7

4h
D  to 3

2d
D  is observed. The active irrp that may cause this S. Or. 

Ph. Tr. is either 



4

, 
4

Z , 
1

M  or 
1

A . Following from experimental analysis in literature, the 

most likely active irrp responsible for this transition is 
4

Z . None of the other theoretical 

results were observed experimentally, and so no other S. Or. Ph. Tr. takes place from the 7

4h
D  

symmetry. The other S. Or. Ph. Trs. mentioned in Section 3.1.3, viz. nP /2
1

 to 1P , Pnma/

Pbcn / Pmnb to nP /2
1  and nccP /4  to nmmP /4 , were verified by the LLL-theory. All these 

transitions did not satisfy the strict conditions of the LLL-theory because the observed 

symmetry after transition is not a space subgroup of the corresponding higher initial 

symmetry, and so we believe these transitions are of a higher-order. 
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Table 3.2. The space subgroups G  of initial space group TD
h

/7

4  
b
. The symmetry operators of the subgroups 

including non-primitive translations and their respective Brillouin zones belong to the set of symmetry operators 

of the 7

4h
D  space group. 

Highest symmetry 

space group of WO3 
Space Subgroups of 7

4h
D  and their symmetry operators 

 Tetraganol P 

 

 

 

 

 

 

 

 
7

4h
D , nmmP /4 , 129 

E, 2.1, 3.1, 4, 13, 

14.1, 15.1, 16, 25.1, 

26, 27, 28.1, 37.1, 

38, 39, 40.1 

5

2d
D , 24mP , 115 

3

2d
D , mP

1
24 , 113 2

4
D , 242

1
P , 90 

E, 4, 13, 16, 

26, 27, 38, 39 

E, 4, 13, 16, 

26, 27, 38, 39 

E, 2.1, 3.1, 4, 

13, 14.1, 15.1, 16 

   
3

4h
C , nP /4 , 85 1

4
S , 4P , 81  

E, 4, 14.1, 15.1, 

25.1, 28.1, 38, 39 

E, 4, 38, 39  

Tetraganol I 
9

2d
D , 24mI , 119 

2

4
S , 4I , 82  

E, 4, 13, 16, 

26, 27, 38, 39 

E, 4, 38, 39  

Orthorhombic P 
13

2h
D , Pmmm, 59 1

2v
C , 2mPm , 25 3

2
D , 222

11
P , 18 

E, 2.1, 3.1, 4, 

25.1, 26, 27, 28.1 

E, 4, 26, 27 E, 2.1, 3.1 4 

Orthorhombic I Orthorhombic F Orthorhombic C 
20

2v
C , 2mIm , 44 

18

2v
C , 2Fmm , 42 11

2v
C , 2mCm , 35 

E, 4, 26, 27 E, 4, 26, 27 E, 4, 26, 27 

Monoclinic P 
1

2
C , 2P , 3 1

C , Pc , 1  

E, 4 E  

b
E represents the identity symmetry operator. 








 0

2

1

2

1
1  is the non-primitive translation, for example, 

0
2

1

2

1
21.2  . The notation in the table is in the form: International notation, Schoenflies notation, Space 

group number according to CDML tables [32]. See Appendix B for symmetry operators. It is clearly pointed out 

in the above table that the symmetry operators of the subgroups appear in the 7

4h
D  space group. 
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Table 3.3. The Irreducible Representations (irrps) of initial space group 
7

40 h
DG  that may cause S. Or. Ph. Trs. 

by active modes of  , Z , A  and M c
. 

Highest symmetry space group of 

WO3 

Active Irrps 

that may 

cause S. Or. 

Ph. Trs. 

Space Subgroups of 7

4h
D  and their 

symmetry operators 

 

 

 

 

 

 

 

 

 

 

 
7

4h
D , nmmP /4 , 129 

E, 2.1, 3.1, 4, 13, 14.1, 15.1, 16, 

25.1, 26, 27, 28.1, 37.1, 38, 39, 

40.1 

   22 ,Z  13

2h
D , Pmmm, 59  

(E, 2.1, 3.1, 4,25.1, 26, 27, 28.1) 

   33 ,Z  3

4h
C , nP /4 , 85 

(E, 4, 14.1, 15.1, 25.1, 28.1, 38, 39) 

   44 ,Z  ? (E, 4, 13, 16, 25.1, 28.1, 37.1, 40.1) 

   55 ,Z  ? (E, 16, 25.1, 40.1) 

 1Z  ? (E, 2.1, 3.1, 4, 13, 14.1, 15.1, 16, 

25.1, 26, 27, 28.1, 37.1, 38, 39, 40.1) 

   

   11 ,Z  

2

4
D , 242

1
P , 90 

(E, 2.1, 3.1, 4, 13, 14.1, 15.1, 16) 

   22 ,Z  ? (E, 2.1, 3.1, 4, 37.1, 38, 39, 40.1) 

   33 ,Z  ? (E, 4, 14.1, 15.1, 26, 27, 37.1, 40.1) 

 

   44 ,Z  

3

2d
D , mP

1
24 , 113; 5

2d
D , 24mP , 115; 

9

2d
D , 24mI , 119 

(E, 4, 13, 16, 26, 27, 38, 39) 

   55 ,Z  ? (E, 13, 28.1, 40.1) 

   

  11 ,AM  

3

2d
D , mP

1
24 , 113; 5

2d
D , 24mP , 115; 

9

2d
D , 24mI , 119 

(E, 4, 13, 16, 26, 27, 38, 39) 

 

  22 ,AM  

1

2v
C , 2mPm , 25; 11

2v
C , 2mCm , 35; 

18

2v
C , 2Fmm , 42; 20

2v
C , 2mIm , 44 

(E, 4, 26, 27) 

  33 ,AM  ? (E, 15.1, 26, 40.1) 

  44 ,AM  ? (E, 14.1, 26, 37.1) 
c
The irrps of 

7

4h
D  are tabulated in Appendix E. Column 1 in the above table lists the symmetry operators of 

7

4h
D  and Column 2 lists the irrps that may cause S. Or. Ph. Trs. to the respective space subgroups listed in 

column 3 with their respective symmetry operators. For example, 
3

2

,7

4
22

h

Z

h
DD   

. The irrps can be verified 

from Table 3.4. 
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Table 3.4. Irreducible representations of kG for space group 7

4h
D  at  

a

2
0,0,0


k

*
. 

 

 

 

 

 

 

 

 

 

 

 

*
The symmetry operators that leave the wave functions unchanged have been obtained from the above table and were tabulated in Table 3.3. For example, consider irrp 




2
, 

with symmetry operators 1, 2.1, 3.1, 4, 25.1, 26, 27 and 28.1 of 7

4h
D  that leave the basis 2  unchanged of the density of states (  jijD 0

, where 
ji

D  are matrix 

elements of 7

4h
D , may cause S. Or. Ph. Trs. to the space subgroup containing this set of symmetry operators. In this way, one finds irrps responsible for transitions to the 

space subgroups after transitions. This method is purely group theoretical in terms of the subgroup chains method.  

 

 

 

 

 

α-WO3 E  |2xC  |2 yC  
zC2  bC2  |4



zC  |4



zC  aC2  |I  
x  y   |z   |db  

zS4  


zS4   |da  

 g  1 2.1 3.1 4 13 14.1 15.1 16 25.1 26 27 28.1 37.1 38 39 40.1 

1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

2  1 1 1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1 

3  1 -1 -1 1 -1 1 1 -1 1 -1 -1 1 -1 1 1 -1 

4  1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 

5  









10

01
 









10

01
 









10

01
 













10

01
 













01

10
 







 

01

10
 









 01

10
 









01

10
 









10

01
 









10

01
 









10

01
 













10

01
 













01

10
 







 

01

10
 









 01

10
 









01

10
 

1  1 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 

2  1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1 

3  1 -1 -1 1 -1 1 1 -1 -1 1 1 -1 1 -1 -1 1 

4  1 -1 -1 1 1 -1 -1 1 -1 1 1 -1 -1 1 1 -1 

5  









10

01
 









10

01
 









10

01
 













10

01
 









01

10
 









 01

10
 







 

01

10
 













01

10
 













10

01
 









10

01
 









10

01
 









10

01
 













01

10
 







 

01

10
 









 01

10
 









01

10
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CHAPTER 4 

Raman Scattering Processes in WO3 

 

4.1 Raman Tensors 

 

The general mechanism of Raman scattering (RS) is discussed here, followed by analysis of 

the experimentally obtained Raman spectra in terms of Raman-active modes (RAMs). In the 

study of elastic and inelastic scattering of light by quasi-particles in solids, it is useful to first 

introduce a scattering tensor which relates the Cartesian components ( zyx ,, ) of the scattered 

radiation field to that of the incident field. This section has been adapted from Birman et al 

[77, 78]. If the unit polarization vector of the incident radiation is ie  ( zyx ,, ), and the 

unit polarization vector of the scattered radiation is e  ( zyx ,, ) polarized in the -

direction, then we can relate the intensity of the scattered light by 

 
2

 ePeCI i ,      (4.1) 

 

where P  is the scattering tensor (ST) and C  is a coefficient that modulates the intensity. 

Depending upon the physical process under consideration, the ST can be further specified by 

giving the individual contributions from various sub-channels, each of which contributes to 

the total scattering and can be written as   2
1

 iePeC ,   2
2

 iePeC  , etc. The  1

P  term 

represents the first-order (one-excitation) ST, and the  2

P  term represents the second-order 

(two-excitation) ST and so on. The incident and scattered electric fields of the photon is given 

by 

 

   trkieEtrE
jjjjj  .exp, 0 ,    (4.2) 

 

where sij ,  represents the incident and scattered wave, respectively, je  is the unit 

polarization vector which is transverse to jk  (the propagation vector), and 
j

  is the photon 

frequency. The operator P  also depends on the ion position R . The operator  RP  can be 

expanded in a Taylor series in the ion displacements from equilibrium uRR  0 , where u  is 

the displacement vector. Instead of the individual u  for each ion, the normal coordinate jQ  

can be used, and so the Taylor series is 

 

              ...,,, 210 




 

  j

j jj

j
o

j
oo

QQjjRPQjRPRPRP 

 

  . (4.3) 
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which expresses several orders of STs.  

 

We consider only the first-order ST  1

P , and its transformation properties which is the most 

suitable for the study of the Raman spectra in this work (   2
1

 iePeC ). It consists of two 

Cartesian vectors e  and ie  that transform as ordinary vector r : 

 












































































z

y

x

VVV

VVV

VVV

z

y

x

z

y

x

g

zzzyzx

yzyyyx

xzxyxx

matrix

 VR  
ˆ .    (4.4) 

 

The vector representation is readily obtainable from CDML tables and is given in Appendix 

B. Since e  and ie  transform according to the VR, their product (Eq. (4.4)) transforms 

according to the KP of the VR, VRVR  . It follows from Eq. (4.1), that IIg ˆ  and 

 2

ˆˆ
 iePeCgIg  . Now   rVrrĝ  is the general form and so for  ieer , , 




 PVVPP ĝ  is obtained. Microscopic theory indicates that usually for 
j

  

(frequency of incident laser light) away from resonance, the ST for phonons is symmetric 

 PP  , which can also be confirmed by Raman spectra. Therefore, P  should be written 

as  

 

  


 VVVVP .     (4.5) 

 

Regarding the first-order term of the Taylor series in Eq. (4.3) written as    


 
j

j
o

QjRP ,1 , 

we now consider the transformation property of normal coordinates jQ  given by 

    jjjj QgDQQg 



 
ˆ , which follows from Eq. (2.1c). The j  indicates the irrp of 

0
G  (in 

this case 7

4h
D  and the -irrps are listed in Appendix F). Consequently, the first-order RAMs 

(’s) are contained in the symmetrized square of the VR, ie [VR]2.  

 

4.2 Raman-Active Modes of the WO3 Phases 

 

For the 7

4h
D  symmetry of -WO3, the VR is    yxz ,

53 
 . Therefore, 

       22 VRVRVRVRVRVRVRVR  , and so we have    
 5353  

              
253553353535353

VR2 


. Using Eq. (2.3a) to obtain the symmetrized squares of the VR, we get the symmetries of the 

RAMs which are 


1
2 , 


2 , 


4  and 


5

2 . Consequently, Raman bands must be assigned by 

these irrps for the spectrum of 7

4h
D  phase WO3 (see Fig. 4. 2). The frequencies   and 

intensities I  of the RAMs can be readily obtained from the respective Raman spectra. In a 
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similar way, the RAMs for the lower symmetry space groups can be found and these 

calculations are shown in Appendix F. The symmetries of the RAMs for orthorhombic phase 

-WO3 are 



1

3 , 



2

, 



3

 and 



4

. The symmetries of the RAMs for monoclinic phase -WO3 

are 



1

4  and 



2

2 . The symmetries of the RAMs for triclinic phase δ-WO3 are 



1

6 . Table 4.1 

shows the RAMs of the experimentally observed phases and the splitting of the modes from 

the high-symmetry to the low-symmetry that are seen the Raman spectra. Fig. 4.1 shows the 

Raman spectrum of 1

i
C  phase WO3 (synthesised in this work and will be discussed in Chapter 

5), and Fig. 4.2 shows the pressure evolution of the WO3 Raman spectrum from monoclinic 

to tetragonal phase WO3; 
7

4

13

2

5

2 hhh
DDC  .  

 

Table 4.1. The Raman-active modes of the experimentally observed symmetry of WO3, and the splitting of the 

modes as the symmetry is lowered 
a
.
 

7

4h
D  13

2h
D  5

2h
C  1

i
C  









4

1
 




2  














2

1
 

 

























2

1

 

  

5    



1

 

 














4

3
 

  

a
It is pointed out here that the 1+ of    

 ,    
  ,    

  and   
  are all independent to its respective Brillouin zone, 

and are only related by compatibility of their irrps. 

 

Figure 4.1. The Raman spectrum for triclinic phase WO3 film for the wavenumber region 15-1000 cm
-1

 

synthesized in this work. 

All peaks originate from the 1 -phonon of 1

iC . 
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Figure 4.2. The Raman spectrum of WO3 phases from monoclinic 
5

2h
C  to tetragonal 

7

4h
D  taken from Boulova 

et al. [79]. 

 

All BZs show the 800 cm
-1

 stretching vibration in the Raman spectra, and it is most likely 

that this vibration is caused by the 1 -irrp of the respective BZs. The triclinic 
1
 BZ is more 

tilted than the monoclinic 5

2h
C  BZ, and this difference is shown in the low-frequency 

vibrations (lattice modes) in the Raman spectra. The monoclinic BZ is shorter along the z-

axis compared to the orthorhombic 13

2h
D  BZ, and this causes the elimination of one stretching 

vibration and the shifting of the bending modes. According to table 4.1, the two types of 

Raman-active phonons of the monoclinic BZ split into four Raman-active modes of the 

orthorhombic BZ, but this does not directly influence the number of Raman peaks seen. The 

orthorhombic BZ to the tetragonal 7

4h
D  BZ causes a lengthening along the y-axis, which 

causes the appearance of a stretching vibration and shifting of the bending modes [66-70]. 

5

2h
C  

7

4h
D  

 

13

2h
D  

 

1
, 

1
, 

4
, 5  

1 , 2 , 3 , 4  

1 , 1  
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CHAPTER 5 

Synthesis and Characterisation of WO3 

 

5.1 Synthesis of WO3 films 

 

Reactive-sputtering physical vapour deposition (PVD) was the chosen technique for the 

synthesis of WO3 films. In reactive-sputtering, the atoms of the solid target precursor are 

physically removed and allowed to react with an appropriate gas. In this case, the target was 

solid pure tungsten (W), which was bombarded and allowed to react with oxygen (O2) to give 

a WO3 film. This process was carried out in the chamber of a PORTA 900 plasma unit from 

Plasma Electronics. The W-target is placed on a negative electrode which created an electric 

field in the chamber. A mixture of Ar/O2 gas is flowed into the chamber at 500 sccm (Fig. 5.1 

(a)) under vacuum, and the gas is ionised (Ar
+
/O2

+
/e

-
) at a high-power of 900 W (Fig. 5.1 

(b)). The ionised gas is attracted toward the W-target due to the electric field, and bombards 

the target. This causes the W-atoms to become dislodged from the target and is transported 

towards the substrate. The atoms of W can react with O2 during the transport stage in the 

plasma (Fig. 5.1 (c)) and at the substrate (Fig. 5.1 (d)). The substrate used here was an 

alumina (Al2O3) that had four Pt-contacts deposited on it (more information on this substrate 

is presented in Chapter 6), and a Pt-heater on the underside. The thickness of the deposited 

film is controlled by the deposition time, and here the deposition time was chosen to be 6 

hours to give a continuous film.  

 

5.1.1 Annealing of the as-synthesised film 

 

The as-prepared sample was annealed in a furnace at 450
o
C for 2 hours in air atmosphere. 

From Table 4.1, it is expected that the monoclinic phase exists at this temperature, and upon 

cooling, it is expected to be the stable phase at room-temperature. However, it is possible for 

the triclinic phase to exist at room-temperature as the metastable and thermodynamically 

favoured structure [68]. Increase in the annealing temperature shows improvement in crystal 

quality and a corresponding decrease in film resistance [80]. This is apparently due to the 

increase in oxygen vacancies and a corresponding decrease in oxygen atoms, and it is 

difficult for electrons to hop between oxygen vacancies [81]. Increase in the annealing 

temperature also causes an increase in surface roughness which increases sensitivity. 

However, the crystallite size increase decreases sensitivity. It was reported that film 

crystallization starts at an annealing temperature of 300
o
C [82], and at 400

o
C the films were 

crystalline with small grain sizes [83]. The higher annealing temperature also helps avoid 

drift in sensor response. Above 400
o
C annealing temperature, there is structural rebuilding 

[84, 85] and the surface becomes smooth with large reconstructed domains. 
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Figure 5.1. A simple schematic of the PVD process showing (a) the ionisation of the gases, (b) the attraction of 

the ionised gas towards the W-target due to the electric field causing W-atoms to be dislodged, (c) the 

generation of the reactive plasma and the reaction and transport of the atoms towards the substrate, and (d) the 

final synthesized WO3 film sputtered onto the substrate. 

 

5.2 Characterisation of the WO3 films 

 

The characterisation instruments used in this work are described here. SEM was carried out 

with a Carl Zeiss SMT Auriga™ Scanning Electron Microscope. The FIB system used was a 

Crossbeam


 FIB Workstation with Gemini


 FESEM Column and worked in tandem with the 

SEM system. TEM was carried out with a Jeol JEM-2100 LaB6 Transmission Electron 

Microscope equipped with STEM, ED and EDX-mapping. XRD was carried out with a 

PANalytical X’Pert Pro X-ray Diffraction Unit with a CuK source outputting x-rays at a 

wavelength of 0.154 nm. XPS was carried out with Surface Science Instruments X-ray 

Photoelectron Spectroscopy chamber equipped with an ESCA M-probe high-resolution 

multi-channel hemispherical electron analyser with an AlK source outputting x-rays at 0.834 

nm. Raman spectroscopy was carried out using a Horiba Jobin-Yvon T64000 Raman 

Spectrograph in the backscattering orientation with an argon-ion laser outputting a 

wavelength of 514.5 nm at a laser power of 150 mW. The Raman spectra were taken in the 

wavelength range 20-3000 cm
-1

. UV/Vis spectrophotometry was carried out using a 



28 
 

PerkinElmer Lambda 750S UV/Vis Spectrometer in the wavelength range 190-2500 nm. PL 

spectroscopy was carried out using a Horiba Jobin-Yvon iHR320 Imaging Spectrometer at an 

excitation wavelength of 290 nm. Resistance measurements were carried out on the film 

using a Keithley 2400 SourceMeter. The Keithley was connected to the four Pt-contacts on 

the alumina sensing substrate where the film was deposited on. The other side of the sensing 

substrate had a Pt-heating element which was supplied with power from an Elektro-

Automatik PS-9000 power supply. 

 

5.2.1 Topographical and Compositional techniques for investigation of the WO3 films 

 

5.2.1.1 Focused Ion Beam Scanning Electron Microscopy 

 

The products from this technique show structures composed of micro-sized grains that are 

loosely packed together, similar to that observed and reported by Demiz et al. [86] using the 

same synthesis technique with similar parameters. The films are porous and provide more 

active sites for adsorption [87]. From the micrograph of the surface of the WO3 film taken at 

a magnification of 10000 times shown in Fig. 5.2 (a), there are micrometric grains consisting 

of nano-metric crystallites. There was spaces of ~230 nm found between successive grains. 

The cracking on the surface show signs of residual stresses due to the annealing treatment 

since the substrate was not heated during deposition. The observed nano-metric crystallite 

could be a result of recrystallization since the temperature was well above 300°C. There is 

considerable amount of porosity throughout the film which could have led to the uniform 

cracking seen over the surface area shown in the micrographs taken at a 1000 and 2000 times 

magnification given in Appendix G1. With the use of XRD, an estimation of strain over the 

film can be determined.  

 

From the cross-section of the WO3 film shown in the micrograph in Fig. 5.2 (b) achieved 

with FIB-milling, reveals the film thickness average to be about 1.82±0.65 µm. Thin films 

are classified as less than 100 nm, so this film is regarded as thick. Even though the porous 

film is good for gas sensing, the thickness of the film reduces the surface-to-volume ratio 

which may decrease the sensitivity. It is also seen in this micrograph that the film moulds to 

the contours at the interface of the alumina substrate, so the thickness varies slightly over the 

film. The milling process revealed cracks as seen in Fig. 5.2 (b) in the film which result from 

the lattice mismatch between the substrate and film and possibly during the annealing 

process. It is observed that the cracking on the surface and the cracking in the bulk are not 

interconnected. The topmost layer of the micrograph is that of Pt which is deposited using 

FIB to keep the film intact during milling and cutting of the lamella. The Pt would have filled 

up the cracks in the bulk if the crack was continuous from the surface. The lamella is used for 

TEM and STEM analysis because it best preserves the film’s integrity for a more intricate 

analysis. A micrograph of this lamella is given in Appendix G1, with a micrograph of the 

film cross-section taken in the Secondary Electron Mode of SEM to view the elemental 

contrast.  
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Figure 5.2. (a) A SEM micrograph taken at 10000 times magnification on the surface of the WO3 film, and (b) a 

micrograph of the cross-section of the WO3 film revealing its thickness and interface with the alumina substrate. 

1.821 µm 

(a) 

(b) 
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5.2.1.2 Scanning Transmission Electron Microscopy 

 

The lamella obtained from FIBSEM was analysed under STEM. A micrograph of the film 

taken by STEM at a magnification of 100000 times is shown in Fig. 5.3.1. (a). The 

corresponding EDX-mapping done over this area is shown to confirm the absence of any 

contaminants in the film. There is a clear distribution of tungsten and oxygen in the film and 

the topmost layer is confirmed to be Pt from the FIB deposition. It is clear that there is no Pt 

in the cracks of the bulk which confirms that the surface cracking and the cracking in the bulk 

are disjoined. From this micrograph, the thickness is approximately 1.213 µm which falls 

within the average thickness measured in FIBSEM. 

 

 

 

Figure 5.3.1. A STEM micrograph taken of the lamella of the WO3 film. The EDX-mapping over the area gives 

an impression of the distribution of the elements in the film. 

 

 

 

 

Pt (L) 

W (L) O (K) 

(a) (b) 

(c) (d) 
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The interplanar-spacing of the lattice can be measured at the edge of the lamella using TEM. 

The TEM micrograph presented in Fig. 5.3.2. (a) shows an interplanar-spacing of 

0.369±0.011 nm. The SAED confirms a crystalline film and a single lattice. The other 

interplanar-measurements revealed interplanar-spacings of 0.385±0.12 nm and 0.375±0.011 

nm, and these micrographs are given in Appendix G2. These values will be compared with 

the dhkl from XRD to determine the amount of stress in the film and the corresponding Miller 

indices. 

 

Figure 5.3.2. An HRTEM micrograph taken at 200000 times magnification on the lamella of the WO3 film to 

measure the interplanar-spacing. The inset on the top of the figure shows the average interplanar-spacing while 

the inset at the bottom shows a selected area electron diffraction pattern of single lattice. 
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5.2.1.3 X-ray Diffraction 

 

The characteristic triplet peak centred at o232   of WO3 is observed in the diffractogram of 

the synthesized and annealed film as shown in Fig. 5.4. Comparing this diffractogram to the 

ICCD-database, the most probable crystal structure was found to be triclinic 1P  δ-phase 

WO3 (PDF # 00-032-1395), and all peaks have been indexed accordingly. The preferred 

growth direction in the film is along the (020) plane. There is a slight down shift of the 

experimentally obtained diffraction angles when compared to the ICCD file, which implies 

there is uniform strain in the film. The XRD analysis confirmed the substrate to be cR3 -

rhombohedral phase Al2O3 (PDF # 00-010-0173). This explains the cracking seen in the 

cross-section micrograph due to the lattice mismatch between the film and substrate. These 

strains most probably lead to the stabilization of the triclinic phase WO3 at room temperature. 

 

The Scherrer analysis estimates the crystallite size to be 0.67±0.05 nm, 0.69±0.04 nm and 

0.40±0.06 nm from the (002), (002) and (200) diffraction peaks, respectively. This is 

consistent with the nano-metric crystallites in the SEM analysis. Comparing the dhkl values 

from TEM to the ICCD file ( nm 365.0 and nm 376.0 nm, 384.0 200020002  ddd ), the 

values are within error which signifies that the stress is not as high as anticipated. The XRD 

does conclude that the film is triclinic phase WO3 and Raman spectroscopy will confirm the 

purity of this phase.  

 

Figure 5.4. The XRD diffractogram of the annealed film that suggests the most probable phase of WO3 is 

triclinic. 
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5.2.1.4 X-ray Photoelectron Spectroscopy 

 

The stoichiometry of the film is evaluated by XPS by analysing the chemical binding states 

of W. The peak for the W 4f shown in Fig. 5.5 (a) is deconvoluted to extract the relevant 

information. Two peaks were found centred at 35.7 eV and 37.7 eV which correspond to W 

4f7/2 and W 4f5/2, respectively, corresponding to the W
6+

 state [88, 89]. Deconvoluting the O 

1s peak in Fig. 5.5 (b), two peaks centred at 531.9 eV and 532.8 eV were found 

corresponding to oxygen in stoichiometric WO3 and oxygen in adsorbed water on the surface, 

respectively. The oxygen of stoichiometric WO3 forms 87% of the total oxygen content. The 

O/W ratio is 3±0.01, which indicates a stoichiometric WO3 composition. A full XPS 

spectrum is given in Appendix G3 with its relevant peak assignments. As is common in this 

technique, a large carbon surface contamination was observed. 

 

 

Figure 5.5. The XPS spectrum of the WO3 thin film showing the peaks at the binding energy of (a) W 4f and (b) 

O 1s. 

(a) 

(b) 
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5.2.2 Optical techniques for investigation of the WO3 films 

 

5.2.2.1 Raman Spectroscopy 

 

The Raman spectrum of the annealed film is shown in Fig. 5.6. The region <200 cm
-1

 shows 

the lattice modes of WO3 and can be used to identify the phase structure [90]. The region 

between 200-400 cm
-1

 arises from OWO deformation or bending modes and the region 

between 600-900 cm
-1

 arises from WO stretching modes. It should be noted here that the 

room-temperature monoclinic phase and triclinic phase have a very similar structure and only 

differ by slight tilting of their O atoms about the W atom [82], as was discussed in Chapter 4. 

Therefore many of the vibrational properties and thus Raman peaks are similar for these two 

phases. The peaks in Fig. 5.6 at 135 cm
-1

, 273 cm
-1

, 714 cm
-1

 and 809 cm
-1

 are indicative of 

crystalline WO3 network of monoclinic/triclinic phase [39]. The Raman peak at 44 cm
-1

 and 

the absence of the peak at 78 cm
-1

  confirms that the most probable phase of WO3 must be 

triclinic [91, 92], which is in agreement with XRD. These Raman shifts are consistent with 

that found in bulk WO3, which indicates that the film has small overall stress. Even though 

the monoclinic structure is most often found at room temperature, the triclinic structure is the 

thermodynamically favoured phase, and probably exists in a metastable state [68] as a 

consequence of the synthesis procedure. An extended wavenumber range of the Raman 

spectrum is given in Appendix G4 to confirm the absence of higher-order Raman modes. 

 

Figure 5.6. The Raman spectrum for the WO3 film for the wavenumber region 25-1000 cm
-1

. 
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5.2.2.2 Ultraviolet/Visible Spectroscopy 

 

WO3 shows an average transparency in the spectral region due to a rough film and diffuse 

scattering. The transmission drops exponentially where the incident radiation is absorbed 

across the optical energy band gap gE . The value of 
g

E  can be estimated from the given 

UV/Vis spectrum in Fig. 5.7.1. The energy dependence of the absorption coefficient   (ratio 

of the absorbance of the film by the film thickness) for a semiconductor near the absorption 

edge is given by    
g

r
EhAh  

1
 [93], where A  is the probability of a transition. A 

direct transition requires only that photons excite electrons, whereas indirect transitions 

require energy from the crystal lattice (phonons) [94]. The electron transitions obey well-

defined selection rules, and so 21r  for direct and allowed transitions, 23r  for direct 

and forbidden transitions, 2r  for indirect and allowed transitions and 3r  for indirect and 

forbidden transitions. In indirect transitions, a phonon is either emitted or absorbed [95]. In 

WO3, the gE  corresponds to electronic transitions from the top of the valence band (formed 

by filled O 2p orbitals) to the bottom of the conduction band (formed by empty W 5d 

orbitals) [96]. The non-linear region found at energies < gE  is known as Urbach’s tail, and is 

related to low-frequency acoustic modes. A plot of   r
h

1
  vs h  is linear at the band edge 

and the intercept of the line on the abscissa (at   0
1


r
h ) gives the optical absorption edge 

energy gE . For WO3 of the lower-symmetry phase, there is still a debate as to whether the 

band gap is direct or indirect. According to the band structure of triclinic phase WO3, the 

maximum of the VB is either at high-symmetry point  or Z since their energies are almost 

the same, and the minima of the conduction band is at point  [88]. To clarify if the band gap 

is either direct or indirect, we can verify this experimentally by setting 21r  and 2r  for a 

film thickness of 1.82 µm and plot   r
h

1
  vs h  to check which plot shows a linear region. 

It was found that 21r  showed the linear region as seen in Fig. 5.7.2, which means that the 

transition is direct and allowed from point  in the valence band to point  and in conduction 

band. The extrapolation of the linear part to the x-axis gives an estimated optical band gap of 

3.19±0.1 eV, which is similar to that found in literature for triclinic phase WO3 relative to the 

film thickness [97]. As the phase changes towards the more cubic form, the band gap 

decreases and the energy difference between the -points decreases [88]. This decrease in 

band gap energy and the direct band gap is yet to be related to the gas sensing mechanism to 

explain the preferred gas or selectivity to WO3 phase that was presented in Table 1.1. 
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Figure 5.7.1. The UV/Vis spectrum of the WO3 film showing typical coloration effect and an average 

transmission in the spectral region. 

 

 

Figure 5.7.2. The plot of  2h  vs h  used to estimate the direct optical band gap of WO3 film of thickness 

1.82 µm. Eg was found to be 3.19±0.1 eV. 
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5.2.2.3 Photoluminescence Spectroscopy 

 

The PL spectrum of the WO3 film is shown in Fig. 5.8 for an excitation wavelength of 290 

nm. It is believed that the “smaller” ripple peaks in Fig. 5.8 at a (2.91 eV) and b (2.93 eV) are 

phonon replicas. Similarly, the peaks labelled c (3.00 eV), d (3.02 eV), e (3.04 eV) and f 

(3.06 eV) as well as g (3.12 eV) and h (3.14 eV) are also phonon replicas with all having an 

energy difference of 23 meV between respective peaks. This 23 meV corresponds to the 

Raman peak or phonon at 135 cm
-1

 in Fig. 5.6 above. The first broad peak centred at 2.92 eV 

is most likely due to oxygen vacancies or defects in the WO3 lattice. These defects can trap 

an electron or hole to form a localized defect state, and when the electron of the defect state 

in the conduction band is excited to the hole in the valence band [98], the electron-hole 

(exciton) radiative recombination emission is viewed in the near UV region [99]. This peak is 

broad due to room-temperature measurement which increases the electron-phonon 

interaction, making it difficult to observe the exciton. The second broad peak centred at 3.12 

eV which is very close to the estimated optical energy band gap 
g

E  found in the previous 

section with UV/Vis spectroscopy which represents a band-band transition. This reiterates the 

point that the peak at 2.92 eV belongs to the exciton radiative recombination energy since this 

energy is known to be slightly less than 
g

E  ( eV 2.0E ). The slight difference in 
g

E

between UV/Vis and PL spectroscopy could stem from the average film thickness used in the 

estimation in the previous section. The peak labelled i (3.21 eV) and the broad peak centred 

at 3.42 eV could be due to other crystal defects and impurities common in WO3 [100]. The 

alumina substrate did not contribute to the PL spectrum. A full energy range of the PL 

spectrum is given in Appendix G5. 

 

Figure 5.8. The room-temperature PL spectrum of the WO3 film in the energy range 2.75-3.55 eV. 
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5.2.3 Electrical technique for the investigation of the WO3 films 

 

5.2.3.1 Resistance as a function of Temperature 

 

There are usually three contributions to the overall film resistance, ie., the bulk, the grain 

boundary and the electrode interface. The resistance of the film depends on the oxygen partial 

pressure, the thermal activation energy for the carrier generation, the diffusion, film thickness 

and grain size [101]. It is expected for this semiconductor that the resistance decreases 

exponentially as temperature increases according to the dependence expressed as 
TeRR 

0  

where   is the thermal resistance coefficient. This relationship is shown in Appendix G6 for 

a plot of R  vs T . From the Arrhenius equation for conductivity  given by 

 TkE
Ba

/exp
0

  , the activation energy of the film, which is the minimum amount of 

energy required to initiate a particular process can be estimated. Note, that the oxygen partial 

pressure was kept constant. The plot of  ln  vs T/1000  can be made as is shown in Fig. 5.9, 

and there are three gradients that can be extracted multiplied by Boltzmann’s constant (
-15 K eV 10617.8  ). The activation energy 

a
E  for the temperature regions 2.1-2.3 K

-1
, 2.3-2.9 

K
-1

 and 2.8-3.3 K
-1

 are 0.21±0.03 eV, 0.83±0.05 eV and 0.17±0.03 eV, respectively. These 

activation energies could correlate to the different adsorbed oxygen species on the surface 

due to temperature. It is known that oxygen can behave as an electron acceptor state which 

lies within the band gap of the oxide and located at the material surface [101]. 

 

Figure 5.9. The Arrhenius plot of  ln  vs T/1000  used to calculate the activation energy of the WO3 film. 
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CHAPTER 6 

Gas Sensing of WO3 

 

6.1 The Working Principle of WO3 as a Gas Sensor 

 

The working principle is addressed here for the unmodified WO3 resistive gas sensor. The 

main parameters influencing sensor performance are the structural properties and the 

chemical composition of the WO3 film. WO3 is an n-type semiconductor in which charge 

transport results from mobile electrons, as opposed to p-type semiconductors such as CoO 

where holes are responsible for charge transport [102].  

 

The active sensing element shown in Fig. 6.1 (a), consists of four Pt-electrodes (emulating a 

four-point probe) with a 1 mm spacing between electrodes on an alumina (Al2O3) substrate. 

The bottom of the substrate and electrodes were masked during deposition, and the WO3 was 

deposited by the technique described in section 5.1. The as-deposited film appeared light 

yellow, and after the annealing step, the pale-yellow film which is indicative of WO3 is 

visible on the substrate as seen in Fig. 6.1 (a). The measured area of the film was (

cm 6.1cm 6.0  ) 0.96 cm
2

 and the volume of the film is thus 34 cm 1075.1  . On the reverse 

and underside of the substrate is the Pt-heating element shown in Fig. 6.1 (b) that could heat 

the sensor layer up to 400
o
C. The film is continuous over the four Pt-electrodes, which is 

used to measure the change in resistance/resistivity or sensor response. The measured 

resistivity includes the contributions from the bulk, the grain boundary and the electrode 

interface as was discussed in section 5.2.1.1. Fig. 6.1 (c) reveals the microstructure of the 

WO3 sensing layer and is associated with a transducer function which depends on the ability 

of the film to transport electrons through grain boundaries and the Schottky barrier. The 

particle size and porosity play a pivotal role in the transducer function. The gas interaction 

with the surface of the WO3 film represented in Fig. 6.1 (d) involves the corresponding 

receptor function which causes a change in the electrical resistance of each grain. The 

receptor function is the ability of the WO3 surface to interact with the target gas, which is 

influenced by the surface properties such as oxygen vacancies. This change in electrical 

resistance on the molecular level can be transduced and measured macroscopically via the Pt-

electrodes as the change in resistivity of the entire layer. It is more complete to present the 

sensing data of films in terms of resistivity   or conductivity  which takes into account the 

width W  and thickness t  of the film, as well as the length L  of the film (which is taken to be 

parallel to the electrodes). The resisitivity is given by  

 

cm ohm 
1

L

RWt



 .       (6.1) 
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Figure 6.1. (a) The alumina substrate with the annealed WO3 film on the four Pt-electrodes, (b) the underside of 

the substrate with the Pt-heater, (c) the SEM micrograph of the film showing the microstructure of the film and 

(d) the schematic of NH3 target gas interaction with adsorbed oxygen on a grain of the film. 

 

6.2. The WO3 film Sensing Measurement towards NO2 and NH3 gas 

 

In the gas-sensing set-up (see Appendix G7), the electrical measured input/output and the 

gas-flow meters are controlled, monitored and recorded with a LabView program. The 

sensing-substrate was placed inside a closed chamber, and the total volume of gas that was 

injected in via the inlet directly onto the WO3 film was 200 sccm. The gas was evacuated via 

an exhaust outlet positioned behind the substrate in the closed chamber. The initial/maximum 

concentration of the NO2 target gas was 20 ppm, and the initial concentration of the NH3 

target gas was 500 ppm. These gases were diluted with dry synthetic air to vary their 

concentrations for measurements, and the relative flow rates are given in Table 6.1. Synthetic 

dry air was also used to prepare the surface of WO3 and clean the surface of target gas before 

another concentration of target gas was flowed in. It was not possible to achieve equal 

concentrations of target gases for comparisons due to the large difference in starting 

concentrations. 

 

Table 6.1. The respective flow rates of the gases used to achieve the required concentrations and dilutions 

starting with 20 ppm NO2 and 500 ppm NH3. 

NO2 concentration 

(ppm) 

NO2 flow 

rate  

(sccm) 

Air flow 

rate  

(sccm) 

 NH3 concentration  

(ppm) 

NH3 flow 

rate  

(sccm) 

Air flow 

rate 

(sccm) 

5 50 150  125 50 150 

10 100 100  250 100 100 

15 150 50  375 150 50 

20 200 0  500 200 0 

 

6.2.1 The WO3 film Sensing Performance towards NO2 and NH3 gas 

 

Analysing the performance of the WO3 film at an operating temperature of 30
o
C and 100

o
C 

towards NO2 in Fig. 6.2.1 (a) and Fig. 6.2.2 (a), it can be seen that there is a better signal-to-

noise ratio at 100
o
C. This could be due to an increase in electrons in the conduction band or 

Fermi level, or the higher temperature provided activation energy for the reaction at the 

L=1.6 cm 

W=0.6 cm 

1 m 

(a) 

(b) (c) (d) 
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surface, and these factors can decrease sensor signal drift. It could also be possible that more 

molecular 

2
O  species are present at 100

o
C whose reaction with NO2 has a better signal 

response. 

 

 

 

 

Figure 6.2.1. (a) The resistivity change of the WO3 film as a function of NO2 concentration at 30
o
C, and (b) the 

response and sensitivity of the WO3 film as a function of NO2 concentration at 30
o
C. 

 

 

 

(a) 

(b) 



42 
 

 

 

 

Figure 6.2.2. (a) The resistivity change of the WO3 film as a function of NO2 concentration at 100
o
C, and (b) 

the response and sensitivity of the WO3 film as a function of NO2 concentration at 100
o
C. 

 

At 30
o
C, upon first exposure of NO2 target gas, there is a drop in resistivity which implies an 

increase in the electron density in the film. According to XPS, there is 13% of surface 

oxygen, and the drop in resistivity could be due to NO2 sweeping off physisorbed surface 

(a) 

(b) 
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oxygen since it is assumed that there is probably less chemisorbed species due to lower 

energy. The removal of oxygen causes an increase of electrons in the film. Thereafter, the 

NO2 attaches to the surface and removes electrons as stated in Eq. 1.3 (b). It can also be seen 

by the upward trend of the curve with respect to the baseline that the film does not saturate 

nor recover. More time was allowed for the film to reach saturation and the baseline, but the 

outcome was the same. The lack of saturation did not seem to be temperature-dependent 

because the slope of the curves for the different concentrations at both temperatures is 

similar. It is also unlikely that the gas molecules are being trapped in the porous film since 

the spaces between grains are large. This could mean that the triclinic WO3 structure is 

responsible for the low reactivity and lack of saturation. The recovery time is improved at the 

higher temperature, which means more energy is required to dislodge the gas molecules from 

the film. The higher temperature drastically improves response and sensitivity, and this could 

mean that the increased energy allows electrons to overcome the potential barrier at the grain 

boundary and Schottky contacts. It could also mean that the molecular 

2
O  species is 

increased at 100
o
C and correspondingly more electrons are moved out of the film which leads 

to higher sensitivity and response. The lack in linearity with target gas concentration is due to 

the film surface not being cleaned or recovered. Since the gas did not saturate the film, the 

response time and recovery time could not be calculated. However, it is pointed out here that 

the resistivity started to increase after ~80 s of NO2 exposure at the 30
o
C operating 

temperature, and ~40 s of NO2 exposure at the 100
o
C operating temperature, and so the 

higher temperature provided more energy to overcome potential barriers and activate a 

surface reaction. It can be concluded that a higher operating temperature improved 

performance of pure WO3 film towards NO2 gas as predicted by the sensing mechanism and 

literature. It should be noted here, that monoclinic phase exhibits higher sensitivity towards 

NO2 when compared to our triclinic phase of similar structure and composition [30]. The 

main difference between the monoclinic and triclinic phase is a decrease in band gap, and 

thus the Fermi level. So this could imply that there is an optimum band gap of the material 

towards sensing a particular gas, and this needs to be incorporated into the sensing 

mechanism when addressing selectivity.  

 

Even though the sensitivity increases with temperature, there is still a lack of saturation of the 

NO2 gas. The film recovery from the adsorbed gas is not greatly improved by the increase in 

temperature as expected. This result is attributed to the surface coordination of the triclinic 

phase WO3 film. From the analysis of the film surface in the previous chapter, it was found 

that the film was thick and consisting of micrometic grains composed of nanometric 

crystallites with uniform strain. PL spectrophotometry suggests the presence of oxygen 

vacancies on the surface. It is believed that the NO2 adsorbs in the oxygen vacancies causing 

the extraction of electrons from the surface which is the measured signal observed. However, 

the transport properties of the thick film, the large grains with space barriers and the crystal 

orientation hinder the complete saturation of the film through the surface. The NO2 that 

adsorbs in the oxygen vacancies bind strongly to the film, and are even chemisorbed or 

catalytically converted by the tungsten in the lattice, and this makes it difficult for the gas to 

be swept off and out of the surface. 
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Figure 6.2.3. (a) The resistivity change of the WO3 film as a function of NH3 concentration at 30
o
C, and (b) the 

response and sensitivity of the WO3 film as a function of NH3 concentration at 30
o
C. 

(a) 

(b) 
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Figure 6.2.4. (a) The resistivity change of the WO3 film as a function of NH3 concentration at 100
o
C, and (b) 

the response and sensitivity of the WO3 film as a function of NH3 concentration at 100
o
C. 

 

Analysing the performance of the WO3 film at an operating temperature of 30
o
C and 100

o
C 

towards NH3 in Fig. 6.2.3 (a) and Fig. 6.2.4 (a), it is again seen that there is a better signal-to-

noise ratio at higher temperature. Thus, it is very likely that the higher temperature increases 

the electrons in Fermi level instead of providing activation energy for the reaction at the 

(a) 

(b) 
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surface because the reactivity is lower at the higher temperature. It is unclear why the 

resistivity of the film showed a constant baseline increase at 30
o
C and decrease at 100

o
C. 

Even upon repetition of experiments with this reducing gas, the same trend was seen, and so 

it appears to be a result of the film’s triclinic structure and composition. This was corrected 

for in the response and sensitivity estimations in Fig. 6.2.3 (b) and Fig. 6.2.4 (b). The film 

showed a higher reactivity to NH3 at lower temperatures than at higher temperatures. This 

could confirm that there is more physisorbed oxygen species on the surface and a less 

negative surface potential at 30
o
C, and so the NH3 readily donates its electrons into the 

surface, whereas the higher temperature causes more chemisorbed molecular 

2
O  species and 

thus a more negative surface potential which would prefer not to take electrons from the 

reducing NH3. Due to the low reactivity at higher temperatures, there is linearity in the 

response since the surface is clean. Again saturation and recovery of the film could not be 

reached even with NH3 target gas, so it is pointed out here that the resistivity started to 

decrease after ~13 s of NH3 exposure at the 30
o
C operating temperature, and ~80 s of NH3 

exposure at the 100
o
C operating temperature. This gives an idea of the surface species at the 

different temperatures and an insight into the sensing mechanism. Despite the NH3 

concentration being 25 times more than the NO2 concentration, the sensitivity of the WO3 

film towards NO2 is much higher. This confirms the discussion in section 1.2 that WO3 has 

high sensitivity towards oxidizing gases even at low temperatures. However, it can be 

concluded here that the pure WO3 of this particular triclinic phase, together with its 

composition and structure, is not ideal for sensing these particular gases and may show better 

performance to other target gases. 

 

To test the cross-sensitivity and selectivity of the as- synthesized WO3 film to these two 

gases, these gases where allowed to flow simultaneously onto the clean film surface with the 

concentration of NH3 (100 ppm) being 10 times more than that of NO2 (10 ppm). This result 

is shown in Fig. 6.4. At 30
o
C, the film sensitivity was 1.75 which increased from the pure 

NO2 sensitivity of 1.53 which is probably a consequence of the surface being cleaned before 

the gases interacted with the surface. However, the presence of NO2 at 30
o
C appeared to 

block the NH3 from reacting with the surface. At 100
o
C, the sensitivity decreased from 5.24 

to 2.48, which means the NO2 reaction with the WO3 film surface is competing with the 

reaction of the NH3 with the surface. The selectivity was defined in section 1.3 as the ratio of 

sensitivity towards interfering gas to the sensitivity towards the target gas. The selectivity 

was found to be 0.65 and 0.19 for 30
o
C and 100

o
C, respectively, and so selectivity of this 

film is favoured at lower temperature.  

 

To curb the set-back of recovery time and surface cleaning of the film, especially at lower 

temperatures, the use of light (ultraviolet+red+green+blue LEDs) was used to dislodge 

adsorbed NO2 gas molecules from the film surface [103]. This is seen in Fig.6.5, where the 

recovery time was 15 min when light was used at 30
o
C as opposed to the film not recovering 

at all. The increase in energy and wavelength of the light breaks the bonds between the NO2 

gas and film surface. This might not fix the saturation of the film, but it should improve 
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linearity with the concentration of gas even at room-temperature by cleaning the film surface 

of the target gas. 

 

Figure 6.4. The resistivity change of the WO3 film for simultaneously flowing 10 ppm NO2 and 100 ppm NH3 

at 30
o
C and 100

o
C. 

 

 

Figure 6.5. Light speeds up the recovery time of the WO3 film by removing adsorbed NO2 gas off the surface at 

30
o
C. 
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CHAPTER 7 

Conclusion and Future Work 

 

Amongst the various types of gas detectors and sensors used at mineshafts, the 

conductometric semiconductor senor offers the best gas sensing capabilities in that 

environment. However, there is a lot of speculation around the sensing mechanism of this 

type of sensor, and so more research is required to fully understand its operation. It was found 

in the literature that WO3 offers very good sensing characteristics, and the several 

temperature-dependent phases of this compound can be used for selective gas sensing. These 

properties are directly due to the change in physical properties with the change in crystal 

structure. This leads to the study of the phase transitions involved in WO3. It also appears that 

certain phases are more sensitive towards certain gases due to that phase’s band gap. This 

provides hints into the selective sensing of the different phases of WO3.  

 

The topic of phase transitions, and more specifically S. Or. Ph. Trs. was approached by the 

LLL-theory using rigid group theoretical methods to determine the types of phase transitions 

and the phonon responsible for that transition. This determination has been addressed by 

other authors, but there were substantial differences in their conclusions. The calculations 

carried out here aimed to clear these discrepancies, as well as understand the structure and 

nature of WO3. It was found that only one experimentally observed transition was second-

order, and this was from nmmP /4 , 7

4hD  to mP 124 , 3

2d
D  via the 4Z  irrp or phonon. All the 

other transitions were either first-order or higher-order.  

 

One of the simplest techniques used to distinguish the different phases in WO3 is Raman 

spectroscopy, so a closer look was given to Raman scattering theory. The Raman-active 

modes of each phase of WO3 were determined group theoretically and related to the 

respective Brillouin zone and Raman spectra. This gave a further insight into the crystal 

structure of WO3. In future work, in-situ Raman spectroscopy can be carried out where the 

Raman spectra of the interaction with the target gas and WO3 surface can be monitored to 

determine how the vibrational modes of the WO3 are influenced by the target gas. This might 

give clues to the mechanism of conductometric sensing.  

 

The technique used to synthesise WO3 film sensing layer was reactive-sputtering followed by 

annealing of the as-synthesized film for 2 hours at 450
o
C in air. This gave a uniform and 

stoichiometric porous film with thickness of 1.82 μm. The crystal phase was found to be 

triclinic 1P  δ-WO3 from XRD and Raman spectroscopy. This phase is believed to be 

stabilized at room temperature by the stresses and strains in the film. The optical band gap 

was found to be 3.05 eV using UV/Vis spectroscopy and PL spectroscopy confirmed this 

result, and this value is similar to that found in literature for this phase. The activation energy 
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of the film was found to be 0.83 eV which is a typical result for WO3 films. This film was 

used for gas sensing and was much more sensitive to NO2 gas than NH3 gas, especially at 

100
o
C. This phase of WO3 is not the best for sensing these gases since the target gas did not 

saturate the film, neither was it completely removed when only air was flowed on the film. 

The test for selectivity, where both gases were allowed to flow onto the film at the same time, 

revealed that the performance towards NO2 sensing was better at 30
o
C. To decrease the 

recovery time of the film at 30
o
C, light was used to clean the surface of the WO3 film from 

target gas. To better understand the sensing capabilities of this film, more target gases should 

be tested for sensing such as acetone and alcohols.  

 

More attention needs to be given to the sensing mechanism of this type of gas sensors from 

an experimental perspective, because the available theory is very limited in explaining the 

observed results in its entirety. Thereafter, the film can be doped with noble metals to check 

how it influences sensitivity and selectivity at room-temperature. The next step will be to test 

these sensors for suitability, by subjecting the sensing material to similar conditions as that 

found at mineshafts. Thereafter, when all these issues have been addressed, the design and 

engineering of suitable sensors incorporating WO3 that is sensitive, selective and stable can 

be produced on a large scale. This thesis unlocks the possibilities of using WO3 and tailoring 

it for a specific application. 
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Appendix A: Brillouin Zones of the lower symmetries of WO3. 

 

Orthorhombic Brillouin Zone for β-WO3  13

2hD  

 

Figure A1. The Brillouin Zone of the orthorhombic primitive cell and the relative positions of the high 

symmetry points   (     ),   (    
 

 
),   (

 

 
   

 

 
),   (

 

 
    ),   (  

 

 
 
 

 
),   (

 

 
 
 

 
  ) and   (  

 

 
  ) 
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) and the high symmetry points [32]. 

 

Monoclinic Brillouin Zone for γ-WO3  5

2hC  

 

Figure A2. The Brillouin Zone of the monoclinic primitive cell and the relative positions of the high symmetry 

points   (     ),   (    
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Triclinic Brillouin Zone for δ-WO3  1P  

 

Figure A3. The Brillouin Zone of the triclinic primitive cell and the relative positions of the high symmetry 

points   (     ),   (    
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Appendix B: Symmetry operators of 7

4hD  space group. 

 

Table B1. Vector representations of the 7

4hD  space group*. 

 

*The notation follows from CDML tables [32]. It is seen that the vector representation (VR) of 7

4hD  is 

reducible because it does not belong to the set of irrps of 7

4hD  (see Appendix E). The VR can be decomposed 

onto the  z



3  and  yx,

5
  irrps. Following from criterion (3) of LLL-theory in chapter 3, the anti-

symmetrized square  
2
 must not contain any component of the VR  zyx ,, . In other words,  

2
 must not 

contain neither  z



3  nor  yx,

5
 . 
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Appendix C: Reality test solutions of the high symmetry points of    
 . 

 

Table C1. The squares
+
 of the symmetry operators  2| gg   of    

  for the Reality test following from equation (3.3). 

 g  E  |2xC  |2 yC  
zC2  bC2  |4



zC  |4



zC  aC2  |I  
x  y   |z   |db  

zS4  


zS4   |da  

 1 2.1 3.1 4 13 14.1 15.1 16 25.1 26 27 28.1 37.1 38 39 40.1 

                  2| gg   E  E  E  E  E  
zC2  zC2  E  E  

zC2  zC2  E  E  
zC2  zC2  E  

 1 1 1 1 1 4 4 1 1 1 1 1 1 4 4 1 
 

+
The squares of the symmetry operators and their non-primitive translations can be determined from 
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|||
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pqpqpqqpp

qppqpqqpp







, 

 

where  ττττττt  qpppqqpppq  and  ττ  pqpqqp   , . 
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The resulting symmetry operator is 4. Now from  010| , the phase can be calculated using 
a

a
i

e
k

2

. In this case,  010k  which gives 12 ie  and so 40
2

1

2

1
|41

2









. Now using Eq. (3.3a) for the symmetry operators 

squares in Table C1, it was found that all high symmetry points of one- and two-dimensional irrps comes out to be 1, meaning all irrps are real. 
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Following from criterion (2) in section 3.3, it can be seen above that all high-symmetry points are real. 
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Appendix D: The symmetrized and anti-symmetrized squares  
2
 and 

cubes  
3
 of 7

4hD  

 

Squares 

 

   
 14433221144332211

   
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ZZZZZZZZZZZZZZZZ

   



34215555

ZZZZ  

 

From the above results, it follows that all irrps satisfy criterion (3) in section 3.3 accept 1
X , 2

X , 1
R  and 2

R . 

For example,  
21

M  contains 


1  which is not part of the polar coordinates and therefore satisfies the criterion, 

but  
21

X  contains 


5  which is part of the polar coordinates and therefore does not satisfy the criterion. 

 

Cubes 

 

   
 1111 ,      2222 ,      3333 , 

     4444 ,      1111 ,      2222 , 

     3333 ,      4444 ,      5555 2 , 

     5555 2 . 

 

    1111 2MMMM ,     2222 2MMMM ,     3333 2MMMM

,     4444 2MMMM . 

 

       2211111 22 XXXXXXX  , 

       1212222 22 XXXXXXX  . 
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    1111 2AAAA ,     2222 2AAAA ,     3333 2AAAA , 

    4444 2AAAA . 

       2211111 22 RRRRRRR  ,  

       1212222 22 RRRRRRR   

 

     1111 ZZZZ ,      2222 ZZZZ ,      3333 ZZZZ , 

     4444 ZZZZ ,      1111 ZZZZ ,      2222 ZZZZ , 

     3333 ZZZZ ,      4444 ZZZZ ,      5555 2ZZZZ , 

     5555 2ZZZZ . 

 

From the above results, it follows that only irrps of the point   can be considered in criterion (4) in section 3.3 

because no other high symmetry point can contain the identity irrp 


1  due to wave vector selection rules. It is 

thus seen from above that only 


1  does not satisfy the criterion. 
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Appendix E: The Irreducible Representations (Irrps) of the High Symmetry points of 7

4hD . 

 

Table E1a. Irreducible representations of kG for space group 7

4hD  at  
a

2
0,0,0


k

*
. 

α-WO3 E  |2xC  |2 yC  
zC2  bC2  |4



zC  |4



zC  aC2  |I  
x  y   |z   |db  

zS4  


zS4   |da  

 g  1 2.1 3.1 4 13 14.1 15.1 16 25.1 26 27 28.1 37.1 38 39 40.1 

1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

2  1 1 1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1 

3  1 -1 -1 1 -1 1 1 -1 1 -1 -1 1 -1 1 1 -1 

4  1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 

5  









10

01
 









10

01
 









10

01
 













10

01
 













01

10
 







 

01

10
 









 01

10
 









01

10
 









10

01
 









10

01
 









10

01
 













10

01
 













01

10
 







 

01

10
 









 01

10
 









01

10
 

1  1 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 

2  1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1 

3  1 -1 -1 1 -1 1 1 -1 -1 1 1 -1 1 -1 -1 1 

4  1 -1 -1 1 1 -1 -1 1 -1 1 1 -1 -1 1 1 -1 

5  









10

01
 









10

01
 









10

01
 













10

01
 









01

10
 









 01

10
 







 

01

10
 













01

10
 













10

01
 









10

01
 









10

01
 









10

01
 













01

10
 







 

01

10
 









 01

10
 









01

10
 

*
The symmetry operators that leave the wave functions unchanged have been obtained from the above table and were tabulated in Table 3.3. For example, consider irrp 2 , with symmetry operators 1, 2.1, 3.1, 4, 25.1, 

26, 27 and 28.1 of 7

4hD  that leave the basis 2  unchanged, may cause S. Or. Ph. Trs. to the space subgroup containing this set of symmetry operators. In this way, one finds irrps responsible for transitions to the space 

subgroups after transitions. This method is purely group theoretical in terms of sub group chains method.  

 

Table E1b. Generating relations for the two-dimensional irrps of tetragonal phase α-WO3  7

4hD  for the Γ5± -irrp presented above in Table E1a. 

Augmenters:  zyx ,,4  ;  zyx  ,21,211.2 ;  zyx ,,26  ;  zxy ,21,211.40  . Generating relations: 1.31.24  , 27264  , 1.25261.2  , 381.21.40  , 391.401.2  , 1.151.4026  , 1.14261.40  , 

1.28261.3  , 131.141.2  , 161.21.14  , where the generators are 4 GEN, 2.1 GEN, 26 GEN and 40.1 GEN. 

:5 E ; 4 ; 4 ; 2 , 

:5 E ; 4 ; 4 ; 2 . 
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Table E2a. Irreducible representations of ZG
k for space group 7

4hD  at 
a

Z

2

2

1
,0,0 







k **

. 

α-WO3 E  |2xC  |2 yC  
zC2  bC2  |4



zC  |4



zC  aC2  |I  
x  y   |z   |db  

zS4  


zS4   |da  

 g  1 2.1 3.1 4 13 14.1 15.1 16 25.1 26 27 28.1 37.1 38 39 40.1 

1
Z  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

2
Z  1 1 1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1 

3
Z  1 -1 -1 1 -1 1 1 -1 1 -1 -1 1 -1 1 1 -1 

4
Z  1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 

5
Z  










10

01
 









10

01
 









10

01
 













10

01
 













01

10
 







 

01

10
 









 01

10
 









01

10
 









10

01
 









10

01
 









10

01
 













10

01
 













01

10
 







 

01

10
 









 01

10
 









01

10
 

1
Z  1 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 

2
Z  1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1 

3
Z  1 -1 -1 1 -1 1 1 -1 -1 1 1 -1 1 -1 -1 1 

4
Z  1 -1 -1 1 1 -1 -1 1 -1 1 1 -1 -1 1 1 -1 

5
Z  










10

01
 









10

01
 









10

01
 













10

01
 









01

10
 









 01

10
 







 

01

10
 













01

10
 













10

01
 









10

01
 









10

01
 









10

01
 













01

10
 







 

01

10
 









 01

10
 









01

10
 

**
The symmetry operators that leave the wave functions unchanged have been obtained from the above table and were tabulated in Table 3.3. For example, consider irrp 3Z , with invariant symmetry operators 1, 4, 

14.1, 15.1, 25.1, 28.1, 38 and 39 of 7

4hD  that leave the basis 3Z , may cause S. Or. Ph. Trs. to the space subgroup containing this set of symmetry operators. 

 

Table E2b. Generating relations for the two-dimensional irrps of tetragonal phase α-WO3  7

4hD  for the Z5± -irrp presented above in Table E2a. 

Augmenters:  zyx ,,4  ;  zyx  ,21,211.2 ;  zyx ,,26  ;  zxy ,21,211.40  . Generating relations: 1.31.24  , 27264  , 1.25261.2  , 381.21.40  , 391.401.2  , 1.151.4026  , 1.14261.40  , 

1.28261.3  , 131.141.2  , 161.21.14  , where the generators are 4 GEN, 2.1 GEN, 26 GEN and 40.1 GEN. 

:
5

Z E ; 4 ; 4 ; 2 , 

:
5

Z E ; 4 ; 4 ; 2 . 
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Table E3a. Irreducible representations of MG
k for space group 7

4hD  at 
a

M

2
0,

2

1
,

2

1








k

***
. 

α-WO3 E  |2xC  |2 yC  
zC2  bC2  |4



zC  |4



zC  aC2  |I  
x  y   |z   |db  

zS4  


zS4   |da  

 g  1 2.1 3.1 4 13 14.1 15.1 16 25.1 26 27 28.1 37.1 38 39 40.1 

1M  









10

01
 









 i

i

0

0
 









 i

i

0

0
 









10

01
 









10

01
 









i

i

0

0
 









i

i

0

0
 









10

01
 







 

0

0

i

i
 









01

10
 









01

10
 







 

0

0

i

i
 







 

0

0

i

i
 









01

10
 









01

10
 







 

0

0

i

i
 

2M  









10

01
 









 i

i

0

0
 









 i

i

0

0
 









10

01
 













10

01
 









 i

i

0

0
 









 i

i

0

0
 













10

01
 









 0

0

i

i
 









01

10
 









01

10
 









 i

i

0

0
 









 0

0

i

i
 













01

10
 













01

10
 









 0

0

i

i
 

3M  









10

01
 









 i

i

0

0
 









i

i

0

0
 













10

01
 









 0

0

i

i
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4M  


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
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
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
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
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
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
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
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
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
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
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 






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


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***
Analysing the 22  matrix of the 1M  irrp for example, the symmetry operators 1, 4, 15, 16, 26, 27, 38 and 39 will not change the basis of  11

211
,

MM
M  , may cause S. Or. Ph. Trs. to the space subgroup containing 

this set of symmetry operators. Take  11

1

1

1

1

12

2

1

2

1

01

10
27

MM

M

M

M

M













































, it can be seen that symmetry operator 27 leaves the basis invariant. 

 

Table E3c. Generating relations for the two-dimensional irrps of tetragonal phase α-WO3  7

4hD  at the point M   

.Augmenters:  zyx ,,4  ;  zyx  ,21,211.2 ;  zyx ,,26  ;  zxy ,21,211.40  . Generating relations: E2626 , 1.31.24  , 1.15261.40  , 1.1441.15  , 131.21.14  , 27426  , 1.281.326  , 

161.21.15  , 1.371.404  , 381326  , 391327  , 1.25261.2  , where generators are 4 GEN, 2.1 GEN, 26 GEN and 40.1 GEN. 

:1M E ; i4 ; 2 ; 3 , 

:2M E ; i4 ; 2 ; 3 , 

:3M E ; i4 ; 2 ; E , 

:4M E ; i4 ; 2 ; E . 
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Table E4a. Irreducible representations of AG
k for space group 7

4hD  at 
a

k A

2

2

1
,

2

1
,

2

1










****
. 

α-WO3 E  |2xC  |2 yC  
zC2  bC2  |4



zC  |4



zC  aC2  |I  
x  y   |z   |db  

zS4  


zS4   |da  

 g  1 2.1 3.1 4 13 14.1 15.1 16 25.1 26 27 28.1 37.1 38 39 40.1 

1A  









10

01
 









 i

i

0

0
 









 i

i

0

0
 









10

01
 









10

01
 









i

i

0

0
 









i

i

0
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 









10
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 







 
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
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i
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
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


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 
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


 
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i
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

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


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
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
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****
Analysing the 22  matrix of the 2

A  irrp for example, the symmetry operators 1, 4, 26 and 27 will not change the basis of  22

212
,

AA
A  , may cause S. Or. Ph. Trs. to the space subgroup containing this set of 

symmetry operators. 

 

Table E4b. Generating relations for the two-dimensional irrps of tetragonal phase α-WO3  7

4hD  at the A-point 
a

k A

2

2

1
,

2

1
,

2

1








 . 

Augmenters:  zyx ,,4  ;  zyx  ,21,211.2 ;  zyx ,,26  ;  zxy ,21,211.40  . Generating relations: E2626 , 1.31.24  , 1.15261.40  , 1.1441.15  , 131.21.14  , 27426  , 1.281.326  , 

161.21.15  , 1.371.404  , 381326  , 391327  , 1.25261.2  , where generators are 4 GEN, 2.1 GEN, 26 GEN and 40.1 GEN. 

:1A E ; i4 ; 2 ; 3 , 

:2A E ; i4 ; 2 ; 3 , 

:3A E ; i4 ; 2 ; E , 

:4A E ; i4 ; 2 ; E . 
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Appendix F: Raman-Scattering modes for WO3 phases. 

 

F1: The Raman-Active Modes of the lower symmetries of WO3 

 

Orthorhombic phase β-WO3  13

2hD  

 

The β-WO3 is observed experimentally at temperatures between 700-900
o
C. The VR of the 

Pnma group is  

 

        yBxBzBVR uuu   433221 , 

 

and the SSQ is given by 

 

           43322112 3 gggg BBBAVRVR . 

 

Monoclinic phase γ-WO3  5

2hC  

 

The γ-WO3 is observed experimentally between room temperature and 330
o
C. The VR of the 

aP /2
1  group is  

 

     yxBzAVR uu ,21   , 

 

and the SSQ is given by 

 

       212 24 gg BAVRVR . 

 

Triclinic phase δ-WO3  1P  

 

The δ-WO3 is observed experimentally between -40
o
C and room temperature. The VR of the 

1

i
C group is  

 

  zyxAVR u ,,1 , 

 

and the SSQ is given by 

 

    12 6 gAVRVR . 
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F2: The Irreducible Representations (Irrps) of the -points of the Space groups of the different phases of WO3. 

 

Table F1a. Irreducible representations of kG for space group 7

4hD  at  
a

2
0,0,0


k . 

α-WO3 E  |2xC  |2 yC  
zC2  bC2  |4



zC  |4



zC  aC2  |I  
x  y   |z   |db  

zS4  


zS4   |da  

 g  1 2.1 3.1 4 13 14.1 15.1 16 25.1 26 27 28.1 37.1 38 39 40.1 

1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

2  1 1 1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1 

3  1 -1 -1 1 -1 1 1 -1 1 -1 -1 1 -1 1 1 -1 

4  1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 

5  









10

01
 









10
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 








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 


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
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


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 


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








01

10
 







 
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10
 









 01
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 









01

10
 









10

01
 









10

01
 








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01
 













10

01
 













01

10
 







 

01

10
 









 01

10
 









01

10
 

1  1 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 




2  1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1 

 z



3  1 -1 -1 1 -1 1 1 -1 -1 1 1 -1 1 -1 -1 1 




4  1 -1 -1 1 1 -1 -1 1 -1 1 1 -1 -1 1 1 -1 

 yx,
5
  










10

01
 









10

01
 








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 












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01
 









01

10
 









 01

10
 







 

01

10
 













01

10
 













10

01
 









10

01
 









10

01
 









10

01
 













01

10
 







 

01

10
 









 01

10
 









01

10
 

 

 

Table F2a. Irreducible representations of kG for space group 13

2h
D  at  

a

2
0,0,0


k *

. 

α-WO3 E  |2xC  |2 yC  
zC2  |I  

x  y   |z  

 g  1 2.1 3.1 4 25.1 26 27 28.1 

1  1 1 1 1 1 1 1 1 

2  1 -1 -1 1 1 -1 -1 1 

3  1 1 -1 -1 1 1 -1 -1 

4  1 -1 1 -1 1 -1 1 -1 

 z



1  1 1 1 1 -1 -1 -1 -1 

 x



2  1 -1 -1 1 -1 1 1 -1 

 y



3  1 1 -1 -1 -1 -1 1 1 

4  1 -1 1 -1 -1 1 -1 1 

*
Comparing the irrp of 1+ of 13

2h
D  for symmetry operators 1, 2.1, 3.1, 4, 25.1, 26, 27 and 28.1 to the irrp of 1+ of 7

4hD , there is a direct correspondence and therefore compatibility. 
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Table F3a. Irreducible representations of kG for space group 5

2h
C  at  

a

2
0,0,0


k **

. 

α-WO3 E  
zC2  |I   |z  

 g  1 4 25.1 28.1 

1  1 1 1 1 

2  1 -1 1 -1 

 z



1  1 1 -1 -1 

 yx,
2
  1 -1 -1 1 

*
Comparing the irrp of 2+ of 5

2h
C  for symmetry operators 1, 4, 25.1 and 28.1 to the irrp of 3+ and 4+ of 13

2h
D , there is a direct correspondence and therefore compatibility. This means the 2+ of 5

2h
C  splits into 3+ and 

4+ of 13

2h
D  as the symmetry changes. 

 

 

Table F4a. Irreducible representations of kG for space group 1

i
C  at  

a

2
0,0,0


k . 

α-WO3 E  |I  

 g  1 25 

1  1 1 

 zyx ,,
1
  1 -1 
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Appendix G: Characterisation Results. 

 

G1. FIBSEM 

 

Figure G1.1. (a) A SEM micrograph taken at 1000 times magnification on the surface of the WO3 film, and (b) 

SEM micrograph taken at 2000 times magnification on the surface of the WO3 film showing the grain size 

distribution and tight-packing of the annealed film. 

 

(a) 

(b) 



 

xvi 

 

 

 

Figure G1.2. (a) A SEM micrograph taken at 13000 times magnification on the cross-section of the WO3 film 

taken in the Secondary Electron Mode and showing the platinum topmost layer, cracked film layer and 

substrate, and (b) a SEM micrograph of a lamella of the film welded onto a copper grid with platinum to be used 

in TEM. 

 

 

 

 

(a) 

(b) 
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G2. TEM 

 

 

Figure G.2. An HRTEM micrograph taken at 200000 times magnification on the lamella of the WO3 film to 

measure the interplanar-spacing. The inset shows the average interplanar-spacing and selected area electron 

diffraction pattern of single lattice. 



 

xviii 

 

G3. XPS 

 

Figure G3.1. The XPS spectrum of the WO3 film showing the binding energies of the bonds in WO3. There is 

also a large carbon contamination on the surface whose origin is unknown. 

 

G4. Raman Spectroscopy 

 

Figure G4.1. The Raman spectrum of the annealed WO3 film taken in the extended range showing the absence 

of higher-order scattering processes. 

 



 

xix 

 

G5. PL Spectroscopy 

 

Figure G5.1. The PL spectrum of the WO3 film taken with an excitation wavelength of 290 nm showing three 

distinct peaks and phonon replicas. 

 

G6. R vs T 

 

Figure G6.1. The change of resistance of the WO3 film with temperature shows the typical exponential decrease 

for a metal oxide semiconductor according to the relation      
 
 ⁄ . 



 

xx 

 

G7. Gas Setup 

 

Figure G7.1. The picture shows the gas sensing setup used in this work with all its respective components. 

Gas sensing vacuum chamber 

Gas sensing vacuum chamber with sensing 

substrate 
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Scattering matrix for two phonon processes at k = 0 in
Si and Ge of O7

h symmetry is given.
Also diagonalization of spin-orbit interaction Hamilto-
nian has been computed by means of Clebsh-Gordan co-
efficients.

1 Introduction The Raman active modes (RAM’s)
with k = 0 in two-phonon processes are determined
by irreducible representations (irreps) contained in sym-
metrized Kronecker product (SKP) of single valued (SV)
vector representation (VR). For Si and Ge the VR is Γ4−
[1] with the basis xf(r), yf(r) and z(fr) and we have
[Γ4− ⊗ Γ4−]. The irreps contained in the SKP determine
the RAM’s symmetry allowed. The Clebsch-Gordan coef-
ficients (CGC’s) matrix which diagonalizes the Kronecker
product (KP), yields correct linear combinations of al-
lowed phonon basis wave functions.
The spin-orbit (SO) interaction represented by KP, Γ4− ⊗
D 1

2
, involves double valued (DV) spinor irreps. Here we

diagonalize the SO matrix by means of suitable CGC’s
matrix.

2 The simplified coupling coefficients theory
The KP of two irreps l and l′ is equivalent to the sum of l′′
irreps contained in the product

Dl ⊗Dl′ ∼=
∑
R

(ll′ | l′′)Dl′′ (1)

and the basis of l′′ are of the form :

ψl
′′

α =
∑

U ll′

αβψ
l
αψ

l′

β (2)

The matrix elements of U are determined by

U
ll′,l′′

aa′,a′′U
ll′,l′′∗
āā′ā′′ = (3)

l′′

g

∑
R

Dl(R)aāD
l′(R)a′ā′D

l′′∗(R)a′′ā′′

and putting a = ā = a0, a
′ = ā′ = ā′0, a

′′ = ā′′ = ā′′0

we calculate non-zero coefficients ofUa0,a′0a′′0 .U
∗
a0,a

′

0
a′′
0

=

|Ua0,a′0a′′0 |
2.

Then all other matrix elements of Ua0a′0a′′0 are obtained
from

Ua0a′0a′′0 = (4)
1

U∗
a0a

′

0
a′′
0

.
l′′

g

∑
R

Dl(R)aa0D
l′(R)a′a′

0
Dl′′∗(R)a′′a′′

0

3 Diagonalization of SKP for Raman active
modes In this section we want to diagonalize the KP
[Γ4− ⊗ Γ4−] ∼= Γ1+ + Γ3+ + Γ5+.
The CGC’s U matrix brings the above KP to the block
diagonal form:
U−1[Γ4− ⊗ Γ4−]U = Γ1+ ⊕ Γ3+ ⊕ Γ5+.

For SKP of identical irreps, l = l′ = Γ4− we reformu-
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late the standard Eq. (3) in the following manner:

U
Γ4−Γ4−,l

′′

aa′,a′′ U
Γ4−Γ4−,l

′′∗
āā′ā′′ = (5)

dim(l′′)

2g

∑
R

[(Γ4−)aa′(Γ4−)āā′+

+ (Γ4−)āa′(Γ4−)aā′ ] .Γ
l′′∗
a′′ā′′

where the irreps l′′ are Γ1+, Γ2+, Γ5+.

The diagonal elements of SKP [Γ4− ⊗ Γ4− ]
s
aā,a′ā′ are

obtained using the index relation: aā, a′ā′ −→ (aa′āā′ +
āa′aā′) and
U−1
s [Γ4− ⊗ Γ4− ]2Us = Γ1+ ⊕ Γ3+ ⊕ Γ5+

For calculation of non-zero diagonal elements we have:
a = ā = a0, a

′ = ā′ = a′0, a
′′ = ā′′ = a′′0

Uaa′a′′U
∗
a0a

′

0
a′′ = (6)

dim(l′′)

2g

∑
R

[
(Γ4−(R))aā0 (Γ4−(R))a′ā′

0
+

+ (Γ4−(R))a′′ā′′
0
(Γ4−(R))a′′ā′′

0

]
.Γ l

′′∗
a′′ā′′

0
(R)

Having the non-zero diagonal matrix elements, we calcu-
late the remaining matrix elements of U as follows.

Uaa′a′′ =
dim(l′′)

2g

1

U∗
a0a

′

0
a′′
0

∑
R

[(Γ4−)aā0
(Γ4−)a′ā0′ (7)

+ (Γ4−)a′′ā0′′(Γ4−)a′′ā0′′ ] .D
l′′∗
a′′ā0

′′

The obtained U matrix is:

U =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

±b ±b ±b 0 0 0

0 0 0 0 0 ±a

0 0 0 ±a 0

0 0 0 0 0 ±a

±b ±w�b ±wb 0 0 0

0 0 0 ±a 0 0

0 0 0 0 ±a 0

0 0 0 ±a 0 0

±b ±wb ±w�b 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8)

where: a = 1√
2
, b = 1√

3
, and w = − 1

2
+ i

√
3

2
.

The matrix U diagonalizes the SKP

U−1 [Γ4− ⊗ Γ4−]U = Γ1+ ⊕ Γ3+ ⊕ Γ5+ (9)

The coefficients of the first column give an appropri-
ate combination of phonon Γ1+ wave function: ϕΓ1+

ph =

±bf(r)(x2 + y2 + z2). Similarly the ϕΓ3+

ph and ϕΓ5+

ph can
be constructed.

4 Diagonalization of spin-orbit interaction In this
section we give second example of diagonalization of SO
effective Hamiltonian frequently needed for band structure
calculation in semiconductor. Particularly the k̄.p̂ perturba-
tion method is very useful in the determination of E(k̄).
In the k̄.p̂ expansion to second degree in k̄ the inclusion
of SO interaction leads to 6 × 6 matrix: Γ4− ⊗D 1

2
where

D 1
2
(α, β, γ) for full rotational group O7

h space group op-
erators becomes Γ6+[1] and therefore again we deal with
KP; Γ4− ⊗ Γ6+ which decomposed takes a form Γ4− ⊗
Γ6+

∼= Γ8− ⊕ Γ6−. It means the top of three fold degener-
ate valence band of Γ4− in Si and Ge splits onto Γ8−(four
fold degenerate hole states) and Γ6−(two fold degenerate).
The energy distance between Γ8− and Γ6− is the energy
of SO interaction. The SO matrix elements can be straight
forward computed using general formula:

Hso =
h̄

4m2
0c

2
(∇U × p̂) σ̂ (10)

The σx, σy , σz are Pauli matrices. Choosing the basis:

ϕ1 = yzf(r)

(
1

0

)
, ϕ2 = zxf(r)

(
1

0

)

ϕ3 = xyf(r)

(
1

0

)
, ϕ4 = yzf(r)

(
0

1

)

ϕ5 = zxf(r)

(
0

1

)
, ϕ6 = xyf(r)

(
0

1

)

one obtains:

Hso = −
Δ

3

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 i 0 0 0 −1

−i 0 0 0 0 i

0 0 0 1 −i 0

0 0 1 0 −i 0

0 0 i i 0 0

−1 −i 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(11)

where Δ is the SO energy distance between P 3
2

and P 1
2

hole states. In the Kane’s Jms base [3] the matrix is diag-
onalized

H11 = H22 = H44 = H55 =
Δ

3
,

H33 = H66 =
−2Δ

3

where the new basis functions are given in terms of the old
ϕi (i = 1 - 6) by CGC’s matrix [3].

ϕj =

6∑
j=1

Ujiϕi (12)

The matrix U in Eq. (11) is the CGC’s matrix that must
be calculated by rigid group theoretical method using Eqs.
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(3), (4), (9) in our paper.
The SO Hamiltonian transforms according to the KP:
Γ4− ⊗ Γ6+ which contains the symmetry of heavy holes
Γ8− and the symmetry of light holes Γ6−.

U−1(Γ4− ⊗ Γ6+)U = Γ8− ⊕ Γ6− (13)

In order to perform calculations we have computed the 96
matrices of following irreps Γ4−, Γ6+, Γ8− and Γ6− using
augmenters from [1]. The resulting U matrix is:

U =
1

2

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−1 i 0 0 0 −1

−i −1 0 0 0 i

0 0 −1 1 −i 0

0 0 1 −1 −i 0

0 0 i i −1 0

−1 −i 0 0 0 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(14)

Clearly our group theoretical diagonalization method
by means of Eqs. (3), (4) is the most rigid and correct way.

5 Discussion Our diagonalization of SKP regarded
to two-phonon processes can be used in analysis of Ra-
man spectra [2]. From the Eqs. (5), (6) the correct linear
combinations of RAM’s wave functions follow. To our best
knowledge, it is the first time that SKP is used for comput-
ing symmetrized Raman scattering tensors.
Concerning SO matrix the energy parameter Δ can not
be calculated theoretically. It is measured by several ex-
perimental methods. Queisser and Panish were the first
who measuredΔ by photoluminescence (PL) spectroscopy
from heavily doped by Zn- holes in GaAs [4]. They ob-
served second PL band originating from transition between
the lowest conduction band and split-off light hole valence
band Γ6 in GaAs with T 2

d space group.
For Ge, Δ = 0.26 meV and Si, Δ = 0.044 meV have been
measured by Ghosh [5].

6 Conclusion We have used group theoretical method
for diagonalization of two-phonon using symmetrized Kro-
necker product. We also have diagonalized SO matrices.
Our method can be extended to three-phonon processes as
well as to other interactions like spin-spin, inter- and in-
travalley scattering. Our results are valid for all compounds
with O7

h symmetry.
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 1  Introduction  The scattering tensors (Sc.T’s) are 
of great interest to experimentalists. Historically many au-
thors have used polarized measurements to interpret and 
assign vibrational modes of Raman spectra and most re-
cently this technique have become powerful research tool 
in many areas due to availability of lasers [1-3]. The 
CGC’s can also be used to obtain the polarization SR’s for 
dipole and quadrupole resonant Raman and Brillouin scat-
tering, as well as in morphic effects.  They are useful in in-
terpretation of infrared absorption spectra in optical transi-
tions in higher order optical processes. They also play a 
major role in determination of effective Hamiltonians. Bir-
man showed [4] that the matrix elements of any Hamilto-
nian is prescribed as a sum of symmetry adapted compo-
nents of symmetrised base times CGC’s. The utility of 
CGC’s can also be extended to second order phase transi-
tion phenomena where the so-called active representations 
(AR’s) are needed. The antisymmetrized square and sym-
metrised cube of AR’s involve CGC’s. In this work we fo-
cus on intravalleys (Intra.V) and intervalleys (Inter.V) scat-
tering of quasiparticles by phonons in Si and Ge, those 
were discussed by Lax et al. [5] and Birman et al. [6]. 

 In order to establish the SR’s associated with scattering 
processes the Wave Vector Selection Rules (WVSR’s) 
have to be determined. The WVSR’s are a primary step in 
finding the appropriate scattering tensors. The El-Ph inter-
action in Si and Ge is represented by the KP of the follow-
ing irreps: 

2 1Ge: LΓ - ƒ , 2 1Γ Δ- ƒ , 1 1L Δƒ  

Si: 4 1LΓ - ƒ , 4 1Γ Δ- ƒ , 1 1L Δƒ . 

In general, the KP is reducible to the irreps of phonons 
* " "lD k , according to 

( )* * ' ' * " "
' "

l l l
ll lD D c j Dƒ @Âk k k . (1) 

The CGC’s matrix diagonalises the El-Ph perturbation de-
termined by the KP of irreps in a given Hamiltonian H, 
and following from Eq. (1): 

( )1 * * ' ' * " "
' "

l l l
ll lU D D U c j D- ƒ =È ˘Î ˚ Âk k k . (2) 

In Eq. (2), the matrices of irreps "l  have diagonal block 
form. For calculations of U matrices we use the Birman 

The selection rules (SR’s) for the Kronecker product (KP) of
Si and Ge irreducible representations (irreps) are required to
determine the intervalley scattering processes. The SR’s for
transitions between the lowest conduction band minima
at Γ , X  and L  high symmetry points and the highest maxi-
mum of the valence band (VB) in the Brillouin zone of 7

hO
space group symmetry are determined. The symmetry of pho-
nons due to electron-phonon (El-Ph) interaction follows from

 the KP’s: ( )1 12 2L Γ Γ -ƒ , ( )1 12 2Δ Γ Γ -ƒ , ( )1 1 1L L Δ+ ƒ  for
Ge and ( )1 15 4L -ƒ Γ Γ , ( )1 15 4Δ Γ Γ -ƒ , ( )1 1 1L L Δ+ ƒ  for Si.
The elements of El-Ph scattering tensors are linear combina-
tions of the Clebsch-Gordon coefficients (CGC’s). Here we
have computed the coupling coefficients relevant to scattering
tensors. Our theoretical results confirm the available experi-
mental data.    



Phys. Status Solidi C 9, No. 10–11 (2012) 1975 

 

www.pss-c.com © 2012 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim 

Contributed

Article

method [7] and the CDML reps labelling [8]. It is the aim 
of this paper to obtain the U matrices for several scattering 
processes in Si and Ge. 
 
 2 The wave vector selection rules  In this section 
we discuss the WVSR’s for Inter.V and Intra.V scattering 
processes. In Ge there are four equivalent minima at the L  
point which are obtained from the star of the first wave 

vector denoted by ( )1,1,1
aL
π

=k  of the little group LG k . 

The star Lk  is { } { }LzLyLxLL CCCE kkkkk 222
* ,,,=  

with ( )0,0,1C 2x −=
aL
πk , ( )0,1,0C 2y −=

aL
πk  and 

( )1,0,0C 2z −=
aL
πk , where the symmetry operators 

transforms the ( )1,1,1
aL
π

=k  into the remaining valleys. 

The WVSR for these scattering processes are listed in Ta-
bles 1 and 2 and the symmetry operators 
( )1E , ( )22xC , ( )32 yC , ( )42 zC  and ( )531

−C , ( )931
+C  are 

labelled in CDML notation [8]. 
 In Ge for Intra.V and Inter.V scattering processes 
within the four L-valleys and three X-valleys, the WVSR’s 
and the CGC’s are presented in Tables 1 and 2. 
 In Silicon the Inter.V scattering between the one Γ-
valley and six Δ-valleys are governed by SR’s listed in Ta-
ble 3 ( )ΔΓΔ =+ kkk  together with appropriate CGC’s 
for these scattering processes. Empty places in the tables 
mean zero matrix elements. 

Table 1 Clebsch-Gordan coeffiecients for scattering within val-

leys of the same symmetry type: 
2
1

=a . 
 

1 1 1 5                 L L Γ Γ+ + + +ƒ = ≈  
WVSR’s 1 1 2 3 

1 1L L Γ+ =k k k  a a a a 
2 2L L Γ+ =k k k  a -a a -a 
3 3L L Γ+ =k k k  a -a -a a 
4 4L L Γ+ =k k k  a a -a a 

 
 
Table 2 Clebsch-Gordan coefficients for scattering between dif-

ferent valleys of the same symmetry type: ib
2
2

=  

and
2
2

=c . 

[ ]1 1 2L L+ +ƒ  1X  
 1 2 3 4 5 6 

1 3L L X+ =k k k  c -b     
2 4L L X+ =k k k  c b     

1 2 5L L X+ =k k k    c b   
4 3 5L L X+ =k k k    c -b   
1 4 9L L X+ =k k k      c b 
2 3 9L L X+ =k k k      c b 

 

 
Table 3 Clebsch-Gordon coefficients for scattering processes between different valleys Γ  and Δ .  

4 1Γ Δ- ƒ =                       1Δ                      ≈                                            5Δ  
 1 2 3 4 5 6 1 2 3 4 5 6 7 8 9 10 11 12 

Γ Δ Δ+ =k k k  0      1 0           
 0      0 i           
 i      0 0           

2 2Γ Δ Δ+ =k k k   0       -1 0         
  0       0 i         
  -i       0 0         

3 3Γ Δ Δ+ =k k k    i        1 0       
   0        0 - i       
   0        0 0       

4 4Γ Δ Δ+ =k k k     - i         0 0     
    0         1 0     
    0         0 i     

5 5Γ Δ Δ+ =k k k      - i          0   0   
     0          -1   0   
     0          0 - i   

6 6Γ Δ Δ+ =k k k       i           0   0 
      0           -1   0 
      0           0 - i 
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Table 4 Generating matrices for induced representations. 
 

7
hO   4  2  9  26  37 

 0 0 0 1  0 1 0 0  1 0 0 0  0 -1 0 0  1 0 0 0 
 0 0 1 0  1 0 0 0  0 0 0 1  1 0 0 0  0 0 1 0 
 0 1 0 0  0 0 0 1  0 1 0 0  0 0 0 -1  0 1 0 0 

 
1L +  

 1 0 0 0  0 0 1 0  0 0 1 0  0 0 1 0  0 0 0 1 
 0 0 0 1  0 1 0 0  1 0 0 0  0 1 0 0  1 0 0 0 
 0 0 1 0  1 0 0 0  0 0 0 1  -1 0 0 0  0 0 1 0 
 0 1 0 0  0 0 1 1  0 1 0 0  0 0 0 1  0 1 0 0 

 
2L -  

 1 0 0 0  0 0 0 0  0 0 1 0  0 0 -1 0  0 0 0 1                           
Generators=2.2, 4.1, 9, 26.2 and 37 and generating relations.  4.1x4.1=1, 11.3x5=3.3, 2,2x5=6.2, 5x4.1=7.3, 5x2.2=8.1, 9x4.1=10.2, 
9x2.2=11.3, 4.1x9=12.1, 37x25=13, 2.2x13=14.2, 3.3x13=15.3, 4.1x13=16.1, 13x9=17, 2.2x17=19.2, 4.1x17=20.1, 13x5=21, 
2.2x21=22.2, 3.3x21=23.3, 4.1x21=24.1, 2.2x26.2=25, 3.3x25=27.3, 4.1x25=28.1, 6.2x25=30.2, 7.3x25=31.3, 8.1x25=32.1, 
10.2x25=34.2, 11.3x25=35.3, 12.1x25=36.1, 14.2x25=38.2, 15.3x25=39, 16.1x25=40.1, 17x25=41, 18.2x25=42.2, 19.3x25=43.3, 
20,1x25=44.1, 21x25=45, 21.4x25=45.4, 22.2x25=46.2, 23.3x25=25=47.3 and 24.1x25=48.1. 
 
 3 Scattering processes in Ge and Si  For scatter-
ing processes between different valleys belonging to the 
same star, the following symmetric KP’s have to be con-
sidered: 
 
• Ge: [ ]( )2'2Γ ; [ ]( )2'1L ; [ ]( )21Δ  

Si: [ ]( )215Γ ; [ ]( )21L ; [ ]( )21Δ  in Lax et al. [2] 

 

• Ge: 
[ ]( )22−Γ

; 
[ ]( )21+L

; 
[ ]( )21Δ  

Si: [ ]( )24Γ ; [ ]( )21+L ; [ ]( )21Δ  in CDML [5] 

 
For scattering between one valley 2Γ -  and four L-
valleys Lk , 2 Lk , 3 Lk  and 4 Lk , the phonon symmetry is 

−2L  (LA) and the CGC’s of U  are obtained from: 

( ) −+−
− =↑↑⊗Γ 212

1  LULU . (3) 

• The −↑ 2L  is the full induced 4×4-dimensional rep 
where U  is given by: 

0 0 0
0 0 0
0 0 0
0 0 0

i
i

U
i

i

±Ê ˆ
Á ˜±
Á ˜=

±Á ˜
Á ˜Ë ¯±

. (4) 

In order to prove the correctness of the U  matrix, we have 
computed the matrix U  by Sakata method [9], using: 

   ( ) ( )†'
r H

F D r AD r
Œ

= Â . (5) 

where all quantities have their usual meaning. In this me-
thod one uses the full induced reps. We have computed the 
generators of −2L  full induced phonon representation. It is 
clear that the generating matrices are not diagonal, and so 
the matrix U  diagonalizes the KP of Eq. (3) and the rep 

−↑ 2L  on the right-hand side has a block diagonal 4×4-
form. The matrix calculated by Sakata method is identical 
to our U  matrix. 
 
 4 Discussion  In Table 1, we list the WVSR’s for L-
Inter.V and the corresponding CGC’s. The scattering proc-
esses in all valleys are the same and the symmetry of the 
participating phonons is ( )0≈Γ k . 
 In Table 2 we present the WVSR and CGC’s for 
[ ] ...1211 ⊕=⊗ XLL  Inter.V scattering between four dif-
ferent L-valleys. It follows that the symmetry of phonons 
belongs to X-valley ( )XXX kkk 9,5, . We can estimate the 
energy lost by an electron in emitting an acoustic phonon. 
In our tables we list momentum conservation principles for 
scattering processes. The energy of these particles must al-
so be conserved. For Lkk =' , Lkk 3'=  and Lkk 9'= , we 
read: 

( )'L L Ph XE E E- =k k k ; ( )XLL kqkk =− 3  (6) 

where k , 'k  and q  runs through Lk , Lk2 , Lk3 , Lk4 , 
Xk , Xk5  and Xk9 . An electron with initial energy kE  

and wave vector k  is scattered to another energy state 
with k'E  and wave vector 'k . Assuming that we deal with 
parabolic bands and where the effective mass is given, for 
example, ( )*

01.6em m
^
=  in Ge [10]. Obviously our q  lies 

between minimum and Xk5 . For the backscattering we 
have:  

( )2
' max 2 2
L L s s sE E h k mν ν υ- = = -k k q ,     (7) 

where sms
610≅υ  is the phonon velocity. 

 For 16 cm104 −×≈Lk , 16 cm102.4' −×≈Lk , 
( ) meV 472 *2 ≈= emE

L
kk  and 16 cm102.8 −−×≈qk  

we obtain meV 8 . In emitting a phonon with the same 
vector ( )XXX kkk 9,5, , the electron reverses its direction 
and energy changes by %10  [10]. 
 
 5 Conclusion  In this work, we focused on utilisation 
of group theory with regard to matrix elements of scatter-
ing tensors which are a linear combination of Clebsch-
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Gordon coefficients. The required phonon symmetries are 
determined by irreps contained in KP. We have calculated 
the U matrix for the LA phonon which diagonalizes the in-
tervalley scattering between the Г2- valley and the four L-
valleys of the same star symmetry. We also have estimated 
an electron energy loss to X-valley acoustic phonon emis-
sion due to L-valleys electron scattering in a quasi-elastic 
process in agreement with available experimental data.  
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 

Abstract— WO3 film sputtered on Al2O3 was used to sense ppm 

concentrations of NO2 and NH3 gas. The optimum working 

temperature of the amorphous film was found to be 200oC for 

both the gases, in accordance with literature. However, thermo-

gravimetric analysis of the films predicts a different mechanism 

from that in literature which speculates that there is loss of water 

molecules from WO3 at 200oC and therefore better sensing 

response. Thermo-gravimetric analysis shows that there is an 

increase in weight percentage in air at 200oC, which we speculate 

to be due to optimum surface oxygen content which leads to 

better sensing response. Raman spectroscopy at 200oC supports 

our speculation by showing no structural change in the WO3 

compound and no shifting of the ~700 cm-1 peak which is 

indicative of water loss. Furthermore, there was a marked change 

in the heating-cooling hysteresis at 200oC, which could result 
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from the optimum surface oxygen content changing the electron 

transport properties The 200oC may also be regarded as a new 

transition temperature in WO3 although the transition is not 

structural (electron-phonon coupling) but is electronic in nature 

(electron-electron correlation) and this transition temperature 

could be linked to the optimum sensing temperature of WO3. 

 
Index Terms— Gas sensing, operating temperature, thermo-

gravimetric analysis, tungsten trioxide  

I. INTRODUCTION 

 

T is well known that tungsten trioxide (WO3) undergoes 

temperature-dependent phase evolution with the stable 

crystalline phases being triclinic, monoclinic, orthorhombic 

and tetragonal [1]. The structural information of the respective 

phases is summarized in Table I. The symmetry of WO3 is 

lowered from tetragonal  phase to triclinic  phase as the 

temperature decreases, and this is accompanied by a change in 

the physical properties [2]. Undoped WO3 is typically an n-

type semiconductor at room temperature with an indirect band 

gap ranging from 2.6 eV to 3.3 eV for highly crystalline and 

amorphous WO3, respectively. 

In 1991, -WO3 thin/thick films were found to have 

excellent sensitivity to NOx at 300
o
C [3], and this metal oxide 

is currently still being studied for NOx detection. WO3 can also 

sense other gases such as O3 [4], H2S [5] and NH3 [6] but with 

lower sensitivity than to that of NOx. The selective sensing 

properties can be modified with dopants such as Cu [7], Cr [8] 

and noble metals [9] which substantially increases sensitivity.  

Like other metal oxides, the sensing mechanism of WO3 

involves gas molecule adsorption, reaction with ionosorbed 

oxygen species and electron extraction processes [10]. It was 

also found that the dipole moment of the sensed gas molecules 

on the surface of WO3 affects the sensitivity. As a 
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consequence, it was found that -WO3 favors polar molecules 

as opposed to γ-WO3 [11]. 

 

II. EXPERIMENTAL METHODS 

A. Synthesis Procedure 

 

WO3 films were deposited on ultrasonically cleaned Al2O3 

substrates at room temperature (RT) by reactive dc magnetron 

sputtering (AJA International, Inc). A circular WO3 target of 

100 mm in diameter with a purity of 99.99% (AJA 

International Inc.) was used. For homogeneous deposition, the 

substrates were allowed to rotate during the deposition time. 

The discharge gas was argon flowing at 15 sccm. The chamber 

was first evacuated to 4×10
-4

 Pa and was then kept at 20 Pa 

during film deposition by filling the discharge gas. The total 

film thickness was found to be approximately 1139 nm. 

 

B. Characterization 

 

Cross-sectioning and imaging of the film was carried out using 

a Focused Ion Beam (FIB) system with a Crossbeam® FIB 

Workstation with Gemini® FESEM Column and worked in 

tandem with the Carl Zeiss SMT Auriga™ Scanning Electron 

Microscopy (SEM) microscope. The Raman spectroscopy was 

carried out using a Horiba Jobin-Yvon HR800UV Raman 

Spectrograph with at a wavelength of 514.5 nm from an argon 

ion laser set at a laser power of ~1 mW at the sample which 

was heated on a Linkam THMS hot stage (Linkam Scientific 

Instruments). Thermo-gravimetric analysis was carried out 

using a TGA Q500 (TA Instruments). Film resistance 

measurements were taken using a two-point probe system 

connected to a Keithley 4200 Semiconducting 

Characterization System and the sample was heated on a hot-

plate with temperature control. 

 

III. RESULTS AND DISCUSSION 

 

A cross-section micrograph of the as-prepared film is shown in 

Figure 1 depicting a double-layer WO3 with the respective 

thicknesses. The top layer was found to be 351.7 nm and the 

bottom later was found to be 748.1 nm. Note the 178.6 nm 

layer on the uppermost part of the film is platinum which is 

used to keep the film intact upon milling with FIB. 

Raman analysis was carried out on the film at room 

temperature and 200
o
C, and the spectrum is shown in Figure 2. 

The spectrum showed the characteristic peaks of γ-WO3 phase 

according to literature [13, 14] and apart for the decrease in 

intensity of the Raman peaks at 200
o
C, there was no 

appearance of new shifts which indicates that there was no 

structural changes or dehydration of the compound. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. A cross-section micrograph of the as-prepared WO3 film showing a 

double-layer with the approximate layer thicknesses. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. The Raman spectra of the as-prepared WO3 film taken at room 

temperature and 200oC. 

 

TGA was carried out in air on scrapings of the WO3 film to 

check the reduction profile of the sample. This change in 

sample weight with temperature is shown in Figure 3. It is 

evident that there is a gradual loss of mass from 200˚C to 

about 300˚C which is probably due to evaporation of surface 

water and moisture or the possible formation of WO2 or WO3-

x. There are two distinct weight losses at about 590-630
o
C and 

860˚C, which may be associated with a reduction to WO3-x and 

to W, respectively [13]. Alternatively, the distinct irregularities 

in the TGA spectrum correlate well with the expected phase 

change temperature regions of WO3, and so we have reason to 

believe that TGA showed evidence of phase evolution at the 

higher temperatures. 

TABLE I 

STRUCTURAL INFORMATION OF WO3 PHASES [12] 

Structure Symbol Curie Temperature (oC) Space group 

Tetragonal  720-900 P4/nmm 

Orthorhombic β 320~720 Pmnb 

Monoclinic γ 17-320 P21/n 

Triclinic δ -40~17 P 1  

Monoclinic  <-40 Pc 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. TGA traces of weight loss and first derivative of weight loss as a 

function of temperature for as-prepared WO3. 

 

The heating cooling hysteresis of the WO3 resistance 

measurements are shown in Figure 4. We have found no 

evidence of structural change around 200
o
C, and neither can 

the resistance change be attributed to electron-phonon 

interaction model [15-17], but fits rather well to the electron-

electron correlation models [16-18]. In the latter mechanism, 

electronic structural changes due to thermal variations results 

in order-of-magnitude change in conductivity of the material. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4. The heating-cooling hysteresis of resistance of the WO3 film. 

 

Figure 5 shows the dynamic response of the WO3 films 

exposed to 50 ppm concentration of respective gas at different 

operating temperatures. As it can be seen from the graph, the 

response is obtained for as low as 100°C for both NO2 

(oxidation gas) and NH3 (reducing gas). As the operating 

temperature is raised the response increases gradually and 

reaches a maximum at 200°C for both gases, and then 

decreases. At higher temperatures, increased electronic 

disturbance on the surface hinders the sensor activity hence the 

response drops. Hence 200°C is the optimum temperature for 

sensing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5. The WO3 film shows optimum sensitivity response at 200oC. 

 

Figure 6 shows the systematic response transient at the 

optimum sensing temperature for different concentrations of 

NO2 and NH3. Since WO3 is an n-type semiconductor, the 

sensor resistance decreases in the presence of reducing species 

and increases in the presence of oxidizing species. This 

anomalous behavior towards NO2 which is an oxidizing gas 

can be explained by the oxygen partial pressure present in the 

chamber. The decrease in resistance when exposed to NO2 can 

hence be attributed to the interaction of the NO2 gas molecules 

with the WO3 surface at elevated temperatures. In the 

temperature range from 150 to 300 °C, the most stable oxygen 

species is O
– 

species [19]. The simple sensing mechanism 

comprises the dissociative chemisorption of the target 

molecules and the formation of transitory concentrations of 

chemisorbed atoms on the WO3 film surface [20]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 6. The WO3 film response to different ppm-concentrations of NO2 and 

NH3 gas at 200oC. 

 

 

 

 



 

The interaction of the NO2 gas species with the film can be 

either 

 

   
  

ads2

C200

gas2
NOeNO

o

,        (1) 

 

or 

 

     
   eNOONO

gas

C200

adsgas2

o

.     (2) 

 

At higher operating temperatures above 150
o
C, the amount 

of O
- 

ions available on the WO3 surface increases 

considerably. Hence, in this case, the adsorbing NO2 

molecules interact directly with the adsorption sites at the 

oxide surface.  

A similar reaction was also observed by Min [21], when 

NO2 molecules interacted with the ZnO surface and occupied 

the active adsorption sites; the NO2 got reduced, dissociated 

and released electrons. This reaction is very much dependent 

on the O
– 

states available at any particular temperature. The 

partial pressure of oxygen in the chamber at that temperature 

determines whether NO2 reacts with the metal oxide surface 

directly increasing its resistance by extracting electrons, or the 

O
– 

species decreasing the resistance by releasing electrons into 

the material. Figure 7 shows the plot between response versus 

concentration for both NO2 as well as NH3. The degree of the 

greater response at 200°C for NO2 to that of NH3 is observed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 7. The plot between response versus concentration for both NO2 as 

well as NH3. It is observed that the response at 200°C for NO2 is higher than 

that of NH3. 

IV. CONCLUSIONS 

 

We have shown that WO3 thin film has a non-structural 

transition temperature at 200
o
C, and this happens to be the 

optimum sensitivity response temperature to both NO2 and 

NH3. The sensing mechanism is attributed to adsorbed oxygen 

which is corroborated by thermo-gravimetric analytical 

experimental data. The sensing data shows that WO3 is more 

reactive to NO2 than NH3 at all concentrations. 
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Laser pyrolysis was chosen to synthesize tungsten triox-
ide starting with tungsten ethoxide precursor. The film 
was found to have a thickness that varied from 205 nm to 
1 µm. X-ray diffraction and Raman spectroscopy con-
firmed the presence of a mixture of hexagonal and te-
tragonal phase WO3 in the synthesized film, as well as 
tungsten bronzes. It was evident that annealing greatly in-
fluenced the phases and types of structures formed, and 
EDXS was carried out in an attempt to quantify the tung-
state bronzes to tungsten oxide. I-V curves of the films 

showed n-type semiconducting behaviour, but the mixed 
phase appeared to cause a similar behaviour of dopants in 
a semiconductor. The refractive index decreased with in-
creasing wavelength and gave values of up to 21 at low 
wavelengths. The average optical band gap was found to 
be 3.6 eV from UV/Vis spectroscopy. Scanning Electron 
Microscopy (SEM) showed a mixture of nano- and mi-
crostructures after annealing. Nanorod structures were 
isolated and Pt-contacted using FIB for possible applica-
tions such as an active sensing medium in gas sensors. 

 

© 2014 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim  

1 Introduction Tungsten trioxide (WO3) is an n-type 
semiconducting metal oxide with a wide band gap that ex-
hibit superior electronic and optical properties [1-7]. At 
room temperature, WO3 usually exists as a mixture of 
monoclinic (γ) and triclinic (δ) crystal phase structure, and 
undergoes phase changes to higher symmetries upon heat-
ing [8-12]. WO3 has commonly been studied for its elec-
tro-chromic, gaso-chromic and photo-chromic properties. 
In recent years, it has been studied for its sensing proper-
ties, making it about the fifth most researched metal oxide 
for this purpose [13]. 

More focus is put into single crystalline one-
dimensional nanostructures of WO3 such as nanowires be-
cause the properties were found to be well tailored for ap-
plications such as gas-sensing [14]. The unique properties 
have been speculated to arise from the anisotropic geome-
try, large surface-to-volume ratio, and carrier pho-
ton/phonon confinement in two dimensions (1-D system) 
[15]. The synthesis of good quality nanostructures thus be-
comes imperative and much attention is directed towards 
controlled synthesis and characterization of nanostructures. 
It is still challenging to rationally fabricate nanostructures 

with precisely controlled and tuneable chemical composi-
tion, size, structure, morphology and with dopants. There-
fore, much opportunity exists to try different synthesis 
techniques depending on the application of the product ma-
terials. Here we concern with laser pyrolysis to synthesize 
WO3 nanostructures because this technique does not allow 
the reactants to make contact with any side-walls, and so 
the products are of high purity and quality [16-18]. It is al-
so shown here how individual nanostructures are isolated 
for possible sensing applications. 

 
2 Experimental The laser pyrolysis experimental 

setup was discussed in detail in [16, 18, 19], and only an 
overview will be presented here. The laser pyrolysis meth-
od is carried out inside a stainless steel chamber (see Fig. 
1(a)) at atmospheric pressure. A wavelength tunable con-
tinuous wave (CW) CO2 laser was used in the experiments 
(Edinburgh Instruments, PL6) and the beam was focused 
into the reaction chamber. The chosen laser wavelength 
was 10.16 μm and the measured power density was found 
to be 51.2 W/cm2. 
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The synthesis of tungsten trioxide commenced by mix-
ing 0.1 g of greyish-blue anhydrous tungsten hexachloride 
WCl6 (Aldrich 99.9%) powder in 100 mL of absolute etha-
nol C2H5OH (Aldrich 99.9%) to give a tungsten ethoxide 
W(OC2H5)6 starting precursor. The liquid precursor was 
decanted into an aerosol generator (Micro Mist, model EN) 
which was attached to the laser pyrolysis system via a mul-
tiflow nozzle that allows argon gas to pass through it and 
carry a stream of very fine precursor droplets (~5 μm drop-
let diameter according to the manufacturer) into the laser 
beam. Acetylene (C2H2) sensitizer gas and argon encasing 
gas flowed adjacent to the precursor, guiding it towards a 
glass substrate as depicted in Fig. 1(b). The gas flow rates 
are chosen such that the ablated precursor collects on the 
substrate after interacting with the laser. The temperature 
of the interaction zone of the laser and precursor were con-
sidered elsewhere [20] and found to be approximately 127 
oC. The sample was annealed for 17 hours at 500 oC under 
argon atmosphere [21]. It is noted here that reproducibility 
still remains a problem of this technique, and more at-
tempts are being made to achieve controllability. 

 

 
 

Figure 1 (a) The laser pyrolysis chamber and (b) a schematic of 
the inside of the chamber during synthesis. 

 
Morphology studies were carried out using a Carl Zeiss 

SMT Auriga™ Scanning Electron Microscopy (SEM) mi-
croscope. The Focused Ion Beam (FIB) system used was a 

Crossbeam® FIB Workstation with Gemini® FESEM 
Column and worked in tandem with the SEM system. Ra-
man spectroscopy was carried out using a Horiba Jobin-
Yvon HR800UV Raman Spectrograph with a wavelength 
of 514.5 nm from an argon ion laser set at a laser power of 
~1 mW at the sample. X-ray diffraction (XRD) was carried 
out using a Philips Xpert powder diffractometer at a wave-
length of 154.184 pm. UV/Vis spectroscopy was carried 
out using a PerkinElmer Lamda 750S spectrometer in the 
wavelength range 190-2500 nm, and ellipsometry was car-
ried out on the film using a J. A. Woollam Co. Inc. XLS-
100 ellipsometer. I-V curves were taken using a two-point 
probe (1 mm spacing between probes) system connected to 
a Keithley 4200 Semiconducting Characterization System. 

 
3 Results and discussion 

3.1 Vibrational and structural analysis Raman 
and XRD analysis of tungsten trioxide have been reported 
numerous times [22-26], and despite the simple stoichiom-
etry, the structure is very complex [27-29]. Raman spec-
troscopy was done on two areas of the sample as denoted 
by spot 1 and spot 2 of the Raman image shown in the in-
set of Fig. 2. The spectra from either spot had different 
Raman shifts, indicating the possibility of mixed phases. 
This could be due to the Gaussian intensity profile of the 
laser used in the synthesis [18]. There is also a mixture of 
several shaped nano- and microstructures as seen in the 
SEM micrographs of Fig. 9. 

The most intense peak in the Raman spectrum shown 
in Fig. 2 of spot 2 had a shoulder. This peak was de-
convoluted into peaks centred at 775 cm-1 and 816 cm-1. 
ElBatal [25] observed Raman shifts at 333 cm-1, 775 cm-1 
and 945 cm-1 from 10% WO3 melted together with glass at 
1100 oC. This combination of peaks is similar to that found 
in spot 2 of Fig. 2 of our synthesized and annealed sample 
and these peaks arise from a combination of WO6 groups 
and the glass. Daniel et al. [22] and Breedon et al. [26] re-
ported on Raman shifts at 150 cm-1, 165 cm-1, 695 cm-1 and 
816 cm-1 after annealing their samples on glass above 500 
oC. These peaks were assigned to hexagonal phase WO3, 
and according to Gerand et al. [30] hexagonal phase WO3 
can be easily obtained by annealing WO3. 31 H2O. Accord-
ing to the peaks at 150 cm-1 and 332 cm-1, this strongly 
suggests the presence of hydrated WO3 which could have 
led to the formation of the hexagonal phase WO3 [31-35]. 
Analysing spot 1, the peaks at 110 cm-1 and 152 cm-1 sug-
gest a WO3 hydrate [22]. The combination of peaks at 704 
cm-1 and 798 cm-1 are indicative of tetragonal phase WO3 
[36]. Therefore, spot 1 which appears brighter in contrast 
and almost luminescent-like under the Raman microscope 
when imaged is assigned to tetragonal phase WO3 and spot 
2 which appears has the duller contrasting material is as-
signed to hexagonal phase WO3 probably stemming from 
clusters of nanoparticels. Both spots also contain hydrated 
phases of WO3.  
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The XRD diffractogram in Fig. 3 was compared to [26, 
37-39] and indicates peaks of hydrated, hexagonal phase 
WO3, tetragonal phase WO3 and sodium tungstate also 
known as tungsten bronze. The intense peak at 2θ=12o is 
attributed to the tungstate bronze (NaxWO3). The peaks at 
2θ=22-24o are indicative of WO3 with stronger peaks for 
hexagonal phase than tetragonal. It is noted here that to get 
an idea of the crystallite size in our sample to correlate 
with SEM micrographs, Scherrer’s formula [40, 41] was 
applied to the peaks in our diffractogram. It was found that 
the crystallite size varied between 0.47 nm-0.76 nm. Our 
XRD diffractogram was also compared against the ICCD 
database and was found to match best with sodium tung-
state compound (PDF number 01-080-2471). The sodium 
tungstate (tungstate bronze) phase was confirmed by the 
weak Raman shift at 915 cm-1 [26] for spot 2 in Fig. 2. 

 

 
Figure 2 The Raman spectrum showing two spots of different 
phases and the optical image in the inset shows the variation in 
the appearance of the material. 
 

 
Figure 3 The XRD diffractogram of laser pyrolysis grown film 
on glass that shows characteristic peaks of sodium tungstate, as 
well as hexagonal and tetragonal phase WO3. 

 
To get a better idea of the quantity of tungstate bronze 

to that of tungsten oxide, X-ray dispersive spectroscopy 
(EDX) was carried out on the sample. The spectrum is 

shown in Fig. 4. From the spectrum, it is estimated from 
the weight% that approx. 22% of the sample is sodium 
tungstate bronze. 

 

 
Figure 4 The EDX spectrum showing the presence of sodium, 
tungsten and oxygen from the sample. The glass impurities of Ca 
and K are also seen. 

 
 
It is speculated that the aerosol precursor encounters 

varying intensities upon entering the laser beam used in la-
ser pyrolysis, which causes different phases, shapes and 
stoichiometries of WO3 to form. Furthermore, the influ-
ence of glass with its impurities and annealing above 400 
oC [42, 43] appear to significantly influence the vibrational 
modes of WO3 as evidenced in the literature. 

 
 
3.2 Optical properties The refractive index of the 

film depends primarily on the deposition and annealing 
temperature. The thickness of the laser pyrolysis grown 
film and the effective refractive index was calculated using 
ellipsometry using the Cauchy model. It should be noted 
that laser pyrolysis did not give a uniform film, but instead 
a thin film at the centre surrounded by a thicker ring of 
film. Therefore, the thickness given by the ellipsometer is 
mainly from the centre and thinnest part of the film, which 
was found to be 205±10 nm with a large MSE value of 27. 
The raw experimental data with the theoretical fit is shown 
in Fig. 5. The refractive index is very high for smaller 
wavelengths and decreases gradually to very low refractive 
index for longer wavelengths as shown in Fig. 6. This large 
refractive index is not usually seen for samples annealed at 
500 oC [44]. Refractive indices of transparent materials 
such as glass are on average about 1.5. However refractive 
indices of non-transparent materials such silicon can be as 
high as more than 10. Also light of short wavelengths get 
more refracted than that of long wavelengths. For instance 
red light from a white source almost goes through un-
refracted whereas blue light bends with very big angle of 
refraction. Therefore one should expect large refractive in-
dices as the wavelength gets shorter and shorter. 
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Figure 5 Spectral ellipsometric Ψ data at 65o, 70o and 75o angle 
of incidence of the laser pyrolysis synthesized mixed phase WO3 
film. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6 Effective refractive index vs. light wavelength for the 
laser pyrolysis synthesized mixed phase WO3 film. 

 
Optical transmittance (%T) was carried out on the film 

and shows a very high transparency in the spectral region 
and transmits less light below the spectral region. Below 
this spectral region, the logarithm of the absorption coeffi-
cient α vs. photon energy hν shows a linear dependence. 
Plotting the dependence (αhν)1/2 vs. hν, the optical band 
gap is determined by extrapolating to zero absorption [44]. 
Since our sample did not have uniform thickness, we took 
the thickness given from ellipsometry as 205.02±10 nm 
and 1000±25 nm from cross-sectioning the sample. Cross-
sectioning was done using FIB to cut into the film and the 
thickness was measured with SEM. According to Fig. 7, 
the optical band gap was found to be 3.74±0.05 eV for a 
1000 nm thick film and 3.69±0.03 eV for a 205 nm thick 
film. The average band gap is much higher than the  
3.25 eV quoted in literature for WO3 annealed at 500 oC 
[45]. The sodium tungstate usually has a small bandgap 
energy of ~0.6 eV, which is about 16% of the total optical 
bandgap found. This amount of sodium tungstate that con-
tributes here is close to the 22% of sodium tungstate found 
in EDX. It should also be noted that there is also two phas-
es of tungsten oxide contributing to the bandgap estimation.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7 (αhν)1/2 vs. hν plots for the laser pyrolysis synthesized 
mixed phase WO3 film for the thinnest and thickest part of the 
film. Linear fits of the absorption data indicate the indirect band 
gap of WO3.  

 
3.3 Electrical properties Using a two-probe setup, 

a sweeping voltage between -5 V and 5 V was passed 
through the film while the other probe measured current. 
The sample was measured at liquid nitrogen temperature 
by pouring liquid nitrogen on the film. The sample was al-
so measured at 300 oC by placing the film on a hot-plate. 
From Fig. 8 of the I-V curve, the film exhibits n-type semi-
conducting behavior by decreasing in resistance with in-
creasing temperature [46]. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8 I-V curves of the film taken at liquid nitrogen tempera-
ture, room temperature and 300 oC. 

 
The film reaches threshold current at 2.8 V at liquid ni-

trogen temperature, and 2.4 V at room temperature. The 
film exhibits metallic behavior at higher temperatures by 
reaching threshold voltage at 0.2 V as the gap between the 
conduction and valence band almost overlap. The shape of 
the curves at room and liquid nitrogen temperature are sim-
ilar to that of doped metal oxide semiconductors [47]. It is 
probable that the mixed phases influences the electron car-
rier properties in a way similar to how dopants influence 
the carrier properties in a metal oxide. Deposition on alu-
mina substrate shows different properties due to the ab-
sence of impurities and nanostructures. 
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4 Applications Using focused ion beam-scanning 
electron microscopy (FIB-SEM), platinum (Pt) contacts 
can be made on either side of the nanorod so that an elec-
tric circuit is produced. The nanorod can now be used as an 
active sensing-medium for example, making it possible to 
perform gas sensing. The electronic properties can be 
measured through the wire via the Pt contacts when a gas 
is adsorbed on the nanorod surface. The surface around the 
nanorod is cleaned with FIB to make it discontinuous with 
the rest of the film. Figures 9(a-e) show the progression 
from identifying a nanorod on the sample surface with 
SEM to making Pt-contacts with FIB. The next step will be 
to connect the Pt contacts to a microcircuit and do I-V 
curve measurements from the single nanostructure and 
compare it to the bulk [48]. The area around the nanorod 
will be removed and wires bonded to the Pt-contacts to ob-
tain the electrical properties of the isolated nanorod only. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9 (a-e) Progression of making Pt-contacts on a WO3  
nanorod with FIB and SEM imaging. 
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At sufficiently high pressures, wurtzite structure zinc oxide (W-
ZnO) can be transformed to the cubic rocksalt (R-ZnO)
structure. The R-ZnO exhibits semiconductor behavior with an
indirect wide band gap of Eg ¼ 5:5 eV. The maximum valence
band is found far away from the center of the Brillouin zone
(BZ) at high symmetry point L and line S, depending on the

pressure. The unusual electronic band structure (EBS) of the R-
ZnO leads to several direct and indirect optical transitions
which find applications in ultraviolet optoelectronic devices.
We have investigated radiative and non-radiative symmetry
restricted selection rules, as well as inter- and intra-valley
scattering processes.

� 2014 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

1 Introduction The R-ZnO structure (R-O5
h, Fm3n

space group) has recently attracted much attention due to an
unconventional EBS that can be used in mechanical and
optoelectronic applications [1–4]. Jaffe et al. [5] calculated
the EBS of R-ZnO by the all-electron local-orbits Hartree–
Fock method along some major symmetry lines and points,
shown in Fig. 1a. Some symmetry assignments are contrary
to that commonly accepted, for example, the band structure of
R-ZnO in [5], which is presented in Fig. 1b, where one of the
VB maximum has W1 symmetry instead of W5 symmetry,
and theK point seems to be incorrectly assigned. Reference to
group theoretical assignments has not yet been provided.

Segura et al. [6] reported on pressure dependence of the
optical absorption edge in R-ZnO up to 20GPa measured at
room temperature. The low-energy tail of the absorption has
been assigned to an indirect transition. Figure 2 shows the
EBS of R-ZnO along some high symmetry directions of the
BZ at several pressures. The minimum of the lowest
conduction band (CB) remains at the center of the BZ
(point G), while the highest maximum of the valence band
(VB) occurs on the S-line and at the L point. No group
theoretical assignments of electron and hole states have been
discussed, and therefore no optical selection rules (OPSRs)
have been considered. Based on pressure absorption
dependence, the optical absorption leads to indirect
transitions: L–G, S–G as well as direct transitions at X, L,
and high symmetry points have been assigned by us using a

group theoretical approach. In this paper, we provide rigidly
calculated OPSRs for all transitions, as well as selection rules
for possible inter- and intra-valley scattering processes.

In Section 2 of this paper, we discuss assignments of
electrons and holes in CBs and VBs needed for determina-
tion of OPSRs. In Section 3, we deal with the general
quantum mechanical rules needed for matrix element
transitions. In Section 4, we discuss the wave vector
selections rules (WVSRs) which follow from the momentum
conservation principle. The direct radiative transition
selection rules (DrTrSRs) and the symmetry of excitons
are discussed in Section 5. The indirect transitions (InDrTrs)
involving vibrational modes are considered in Section 6. In
the last section we discuss our results and predictions
regarding the splitting of L excitons.

2 Symmetry assignments of electron and hole
states in the conduction and valence bands in
R-ZnO The states of electrons and holes in a crystal are
characterized by the wave vector k and the irreducible
representations (irrps) of a space group G(k). When the spin
of a particle or quai-particle is disregarded, the states are
classified according to the so-called single-valued irrps
(SVirrps). The inclusion of spin leads to double-valued irrps
(DVirrps) known as spinors. The EBS can be determined by
several experimental techniques such as absorption, Raman,
photoluminescence and reflectivity spectroscopies.
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Segura et al. [6] did not take into account SRs for their
high symmetry points, so based on group theoretical
techniques, we have determined the major high symmetry
line and points of the respective BZ according to the irrps
of O5

h space group using Cracknell, Davies, Miller and
Love Tables (CDML) labeling [7]. In Table 1, we list the
respective states of electron and holes in terms of CDML
labeling of irrps in CBs and VBs. In Table 2, we show a
correspondence of irrps labeling between Bouckaert,
Smoluchowski and Wigner (BSW) [8] Jaffet and Koster
(JK) [9], and CDML tables.

3 Selection rules We first recall the basic theorems
on SRs [9]. The study of an absorption or scattering cross
section for a process involving the absorption or scattering of
particles or quasi-particles with wave vector k in a crystal
involves the calculation of transition probabilities, which in
turn involves the calculation of quantum mechanical matrix
elements. The matrix elements of a perturbation f between an

initial and final state are of the form Vmn
pq ¼ cm

q fj jcn
p

D E
,

where cm
q and cn

p are the wave functions (with respective
basis functions for irrps Dm and Dn) of the particle or quai-
particles involved in the absorption or scattering processes.

Acting by symmetry operators of a given space group on
the matrix elements (wave functions and perturbation
operator f , we obtain the Kronecker product (KP) between
three irrps Dm�Df�Dn. When the KP contains the unit
representation, normally denoted as G1, G1þ or A1, the
transition between states due to perturbation f is allowed,
otherwise it is forbidden. The square of any irrps always
contains the identity representation. Therefore, it suffices to
consider only single KPs between two irrps and check
whether the third representation is in the decomposition. All

Table 1 Symmetry assignment of high symmetry points in cubic
R-ZnO.a

single-valued representations–spin excluded
conduction bands L1þ G1þ (lowest) X1þ
valence bands L3� (highest) G4� X5�

double-valued representations–spin included
conduction bands L6þ G6þ X6þ
valence bandsb L4�, L5�, L6� G8�, G6� X7�, X6�

aThe assignment is in terms of CDML irreducible representations. The
double-valued representations have been obtained by multiplication of the
single-valued representations by two-dimensional representations (spinor
representation D(1/2) CDML [7], p. 9);
bDue to possible spin–orbit interactions, the valence band L3� (two-
dimensional, small representation)�D(1/2) splits onto L4� (one-dimension-
al), L5� (one-dimensional) and L6� (two-dimensional) representations.
Similar effects happen for G6þ and X6þ representations.Figure 1 (a) Correlation-corrected Hartree–Fock band structure of

ZnO in the rocksalt structure and (b) correlation-corrected Hartree–
Fock band structure of ZnO in the rocksalt structure for some
additional directions in reciprocal space. Diagrams adopted from
Ref. [5].

Figure 2 Electronic band structure of rocksalt ZnO along high-
symmetry directions of the BZ at several pressures, as calculated
through ab initio DFT-LDA pseudopotential method. Diagram
adopted from Ref. [6].

Table 2 Labels of irreducible representations for the point G for
O5

h–Fm3n space group of R-ZnO.a

JK [8] BSW [9] CDML [7]

G1þ G1 G1þ
G2þ G2 G2þ
G3þ G12 G3þ
G4þ G150 G4þ
G5þ G250 G5þ
G1� G10 G1�
G2� G20 G2�
G3� G12þ G3�
G4� G15þ G4�
G5� G25 G5�
aFor more details, see Ref. [10], p. 533.
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possible KPs for 230 space groups have been tabulated in
CDML.

4 Momentum conservation principles: Wave
vector selection rules An electron in a state k can be
scattered into another state k0 due to an interaction with a
phonon at the k00 state. The momentum conservation kþ k0 ¼
k00 determines the WVSRs. The WVSRs originate from
appropriate combinations of arms of stars �k, �k0 and �k00[11].
For face-centered cubic crystals with tetragonal and cubic
symmetries (T2

d , O5
h, and others), the WVSRs have been

tabulated in Table 2. In R-ZnO, there are three pronounced
valleys at G, L, and X points. The star of the L valley is
�kðLÞ : kL, 2kL, 3kL, and 4kL, and the star of the X valley is
kX, 5kX, and 9kX. At the G point, we have only one wave
vector k ¼ 0. The numbers 1, 2, 3, 4, 5, and 9 denote the
symmetry operators ofO5

h group [7]. The first minima at each of
these points are characterized by the first wave vectors k ¼ 0,
kL, and kX in the fundamental domain of the BZ. It means that
we deal with four non-equivalent L valleys, three X and one G
valley. The inter- and intra-valley scattering processes are
subjected to WVSRs and are discussed in Section 6.

5 Direct radiative transition selection rules in
R-ZnO

5.1 Point G At point G, the momentum of the electron
and hole are very small (almost zero). The respective KP of a
radiative transition from the minimum CB of G1þ symmetry
(spin of electron and hole excluded) to the maximum of the
VB of G4� symmetry (Table 1) due to the laser beam with
electric fieldE ¼ E0 expðkr� vtÞ; ðEx;Ey;EzÞwhich trans-
forms like an ordinary vector x; y; z. Therefore, according to
G4� representation (VR) is of the form: fðG1þÞ � ðG4�Þ�
ðG4�Þg. The KP contains the identity representation and
therefore the direct transitions at G are in accordance with
absorption measurements [6].

5.2 Points L and X The appropriate WVSR for direct
transitions between the minimum of the L’s CB of L1þ
symmetry and the maximum of VB of L3� symmetry is
kLþ kL ¼ kG in channel G and kLþ 3kL ¼ kX,
kLþ 2kL ¼ 5kX, and kLþ 4kL ¼ 9kX in the X channel.
The SR is fL1þðCBÞ � L3�ðVBÞ � G4�g ¼ ðG3� þ G4� þ
G5�Þ � ðG4�Þ in the G channel and ðX1� þ X2� þ X3� þ
X4� þ 2X5�Þ in the X channel. Clearly the KP contains
the identity representation G1þ. Consequently, the direct
transitions at the L point are allowed in accordance with
experimental data [6].

For point X, we have kX þ kX ¼ kG in the G channel
and kX þ 5kX ¼ 9kX for the X channel, respectively. The
respective KP is of the form fðX1þÞ � ðX5�Þ � ðG4�Þg ¼
ðG1� þ G5�Þ � G4�, in the G channel and for the X channel
ðX3� þ X4�X5�Þ � G4�. Again the transitions are allowed,
as confirmed by Segura et al. [6].

5.3 S line Inspecting Fig. 2 [6], we note that the
transition fromS-VB toS-CB needs a very high energy laser

beam. Therefore, we will not consider this transition.
Nevertheless, the indirect transitionS–G is of interest and we
will discuss them here.

5.4 Spin inclusion and excitons in R-ZnO The
EBS have been studied by several authors [5, 6]. They have
not taken spin of electrons and holes into consideration. The
hexagonal W-ZnO, from which the R-ZnO has been made,
experiences strong magnetic properties evidenced by
pronounced spin–orbit (S–O) interaction values. The strong
magnetic properties and crystalline field split the VB into
three sub-bands which contribute to the three A, B, and C
excitons, and are seen by reflectance, photoluminescence
and absorption techniques.

We believe that R-ZnO will also exhibit some magnetic
properties that require an inclusion of spin. To our best
knowledge, there are no magnetic experimental data on R-
ZnO available. Nevertheless, we include the spin to our
considerations in OPSRs in an attempt to predict some new
features. When spin is included, the states of particles or
quasi-particles are classified according to DVirrps. We have
calculated the double-valued representation D(1/2) [11],
reduced to the symmetry operations ofO5

h group for points G,
L, and X using Eq. (9.65) and Table 3.1 in Ref. [7]. With
the help of the D(1/2) representation, we were able to
determine the spinor representations for the R-ZnO at high
symmetry points. The inclusion of electron spin in CBs
results in the classification of states in terms of the spinor
representations: G6þ ¼ G1þ � Dð1=2Þ, L6þ ¼ L1þ � Dð1=2Þ
and X6þ ¼ X1þ � Dð1=2Þ. All the representations are now
doubly degenerate.

The holes in the VBs after an inclusion of spin are
classified according to the following DVirrps: G8� and G6�
contained in G4� � Dð1=2Þ; L4�, L5�, and L6� contained in
the KP: L3� � Dð1=2Þ and X6þ in X1þ � Dð1=2Þ ¼ X6þ. It
means that the state L3� of the holes at the highest VB
maximum at L point splits into three VBs (when spin is
included) of L4�, L5�, and L6� symmetries each of them two-
fold degenerated. Similarly, holes at the G split onto fourfold
degenerate (G8�) heavy and two-fold degenerate (G6�) light
holes like states of holes in Si and Ge and GaAs.

Consequently, several direct and indirect excitons are
expected to be observed experimentally. For direct L
excitons we have three types of them as: L6þ � L4� (let’s call
them L1 excitons), L6þ � L5� (L2 excitons) and L6þ � L6þ
(L3 excitons). This is in analogy to W-ZnO’s A, B, and C, G
excitons [11]. We believe that the magneto-photolumines-
cence, reflectance and absorption will confirm our pre-
dictions. The R-ZnO structure (R-O5

h, Fm3n space group) has
recently attracted much attention due to an unconventional
EBS that can be used in mechanical and optoelectronic
applications

6 Indirect electronic transitions and inter and
intra-valley scattering processes in R-ZnO

6.1 Electronic indirect transitions in R-ZnO The
vertical direct radiative transitions preserve the k vector and
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InDrTrs involve participation of phonons. We must
distinguish between the two kinds of InDrTrs; those with
inclusion of electron and hole spin dependent on the
magnitude of S–O interactions and those without. When
S–O, spin–spin (S–S), or spin–lattice (S–L) interactions
are neglible, we deal with SVirrps which are the
classification of electron and hole states. In such cases of
the InDrTrs in R-ZnO, an electron in the CB can drop
radiatively from L1þ to L3� and then be scattered in the VB
by a phonon from L3� to the G4� VB. In the process, the
radiative transition from L1þ to L3� is allowed as discussed
in Section 5. The scattering processes in the VB requires KP:
L4� � G4� ¼ L1þ þ L2þ þ 2L3þ. The decomposition of the
KP clearly indicates the symmetry allowed phonons: L1þ (no
phonon), L2þ (longitudinal acoustic LA phonon), and L3þ
(transverse acoustic TA phonon). In the second scattering
process, an electron can be scattered from the L1þ to the G1þ
CB, described by KP L1þ � G1þ ¼ L1þ (longitudinal optical
LO phonon) and then drop radiatively from G1þ to G4�,
which is allowed.

6.2 Inter- and intra-valley scattering processes
in R-ZnO Regarding the theory of inter-valley scattering
(InterVSc) and intra-valley scattering (IntraVSc) processes,
we refer to the work by Lax–Hopfield (LH), and Birman–
Lax–Loudon (BLL) [12, 13]. More about the IntraVSc by
acoustic and optical phonons and InterVSc in GaAs, Si, and
Ge [14]. Recently, Kunert et al. [15] considered the
scattering processes in hexagonal W-ZnO.

In this section, we determine the allowed symmetries of
vibrational modes of an electron scattered from one valley to
another. There are three different scattering processes
involved. In R-ZnO [5, 6], the electronic bands resolve
valleys at G, ðG1þÞ, KðK1Þ, VðV1Þ, and possibly LðL1þÞ
points. Point X consists of three non-equivalent valleys with
electrons at kX, 5kX, and 9kX states, while at point Lwe deal
with four non-equivalent valleys with electrons of kL, 2kL,
3kL, and 4kLmomentum. The IntraVSc means scattering of
electrons within three valleys at X point or within four
valleys at the L point, while InterVSc refers to scattering
processes between three X valleys and four L valleys. Theses
scattering processes involve KPs between SVirrps (no-spin).
Here we consider the following KPs for InterVSc: G� X,
G� L, G� V and for IntraVSc: G� X, X � X, and L� L.

For InterVSc we have: G1þ � X1þ ¼ X1þ (LO and LA
phonons dependent on masses of ions), G1þ � L1þ ¼ L1þ
(LO and LA phonons), and G1þ � V1 ¼ V1 (unknown). Our
predictions of phonon symmetries participating in scattering
processes is based on group theoretical connectivity
relations. To the best of our knowledge, there are no
experimental data on phonon dispersion curves and phonon
density of states in R-ZnO.

In an IntraVSc process, which means scattering within or
between valleys belonging to the same star, two kinds of
phonons are involved, phonons with large momentum like
hkL, hkW , or hkX and with very low momentum hk ¼ 0.
The IntraVSc requires a special symmetric KP [11], and for

R-ZnO, take the form ½G1þ � G1þ�2 ¼ G1þ, ½X1þ�
X1þ�2 ¼ G1þ þ G3þ, and ½L1þ � L1þ�2 ¼ G1þ þ G5þ for
low momentum of G phonons and ½X1þ � X1þ�2 ¼ X1þ
and ½L1þ � L1þ�2 ¼ X1þ þ X4þ for large phonon momen-
tum. Consequently, phonons involved in IntraVSc in R-ZnO
are of symmetries: G1þ (TA and LA), G3þ, G5þ (TO and LO),
and X4þ (TO).

7 Discussion We have derived optical selection rules
based on the assignments of electronic bands listed in
Table 1. We believe that electron states in CBs with no spin
(G1þ, L1þ, and X1þ) and with spin (G6þ, L6þ, and X6þ) are
properly assigned. Experimentally, it has been shown that
the VB maxima in R-ZnO are at L point and S line, but not at
the center of the BZ (G point). In many compounds, the
highest VB maximum is at the G point and holes states
ðpx; py; pzÞwhich transform as the VR. Since the center of the
BZ is of the highest symmetry, we assigned it as G4� ¼ VR
(no spin). The highest VB maximum has been assigned by
L3� two-dimensional representations according to which
holes ðpx; pyÞ supposed to transform. Our OPSRs are based
mainly on theoretical derivations and are in agreement with
absorption data. There is a lack of experimental data on
R-ZnO, such as Raman, photoluminescence, and reflectance
spectra. There is also no phonon dispersion relation and
density of phonon states measured by X-ray and neutron
scattering techniques. The forthcoming experimental work
will verify our selection rules.

8 Conclusions An attempt has been made on assign-
ments of the EBS of R-ZnO. Some optical selection rules
related to direct and indirect transitions were discussed.
Splitting of the maximum VB at point L due to possible S–O
interaction onto three sub-bands of L4�, L5�, and L6�
symmetries, may result in the three observed exciton bands.
We hope that magneto-photoluminescence and reflectivity
will prove our predictions. It is well known that in the W-
ZnO at point G, three excitons A, B, and C contribute to the
optoelectronic devices application. It would mean that by
pressure, one can “shift” the A, B, and C parabolic excitons
in W-ZnO to the L1ðL4�Þ, L2ðL5�Þ, L3ðL6�Þ, and non-
parabolic ones in R-ZnO.
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Abstract— This is one of the first attempts of making WO3 
thick film selective at low operating temperature by placing 
graphene sheets directly on the film surface. The WO3 film 
was prepared by DC magnetron reactive sputtering of a pure 
tungsten target and annealing in air. The thickness of the film 
averaged 507 nm from FIB cross-sectioning and STEM 
measurement. The film was characterized with XRD, XPS and 
Raman spectroscopy. Graphene was synthesized on copper foil 
using plasma enhanced chemical vapor deposition of methane 
gas, which was found to produce three monolayers of 
graphene sheets according to Raman spectroscopic analysis. 
The graphene was transferred onto the WO3 film and 
annealed. It was found that the pure WO3 sensed low 
concentrations of nitrogen dioxide at 30oC and 100oC 
operating temperature. The selectivity towards nitrogen 
dioxide over ammonia and carbon monoxide was achieved 
with graphene on the tungsten trioxide film at the compromise 
of sensitivity at both operating temperatures. The analysis of 
the graphene/WO3 composite orientation may lead to 
improved sensor capabilities as well as better understanding of 
the sensing mechanism. 

Keywords— Gas sensing, nitrogen dioxide, graphene, 
tungsten trioxide 

I.  INTRODUCTION 
It is well known that tungsten trioxide (WO3), amongst 
other semiconducting metal oxides (SMOs), offers the best 
resistive-type sensing of highly toxic nitrogen dioxide 
(NO2) gas [1, 2]. However, WO3 also shows good sensing 

towards reducing gases such as H2S, NH3, acetone and 
ethanol, which negatively impacts selectivity [3]. In an 
attempt to make WO3 selective towards NO2 gas, it has 
been shown that doping the WO3 with noble metals such as 
Pt, Pd and Au has been successful [4]. It has also been 
shown that 1-D WO3 nanorods anchored on graphene 
showed better sensitivity and selectivity towards NO2 than 
metal doped WO3 [5]. Thus, graphene offers superior 
properties for gas sensing and is a cheaper alternative. 

 Monolayer graphene is a gapless semiconductor 
[6], but the band gap increases with the number of layers. It 
was found that above 10 layers of graphene, the properties 
become similar to that of bulk graphite [7]. If the work 
function and conduction band (CB) of graphene is close to 
that of an SMO, the transfer of electrons from graphene to 
the SMO is theoretically favorable [8]. This is expected to 
greatly improve the conductivity properties of the SMO 
which is advantageous in resistive-type gas sensing because 
the gas sensing principle is based on conductance variations 
[1]. The other advantage of using graphene in this type of 
sensor is its large surface area could improve gas adsorption 
[9]. In the case of sensing oxidative gases such as NO2, 
graphene acts as an electron mediator which facilitates the 
transfer of electrons from the SMO to the gas [10]. It is for 
the same reason that selectivity is achieved by the 
graphene/WO3 composite, because electron donation from 
reducing gas to WO3 is less favorable than electron transfer 
from graphene to WO3 [5]. In this paper we combine 
graphene on the surface of a WO3 film and show its gas 
sensing properties towards NO2 at low operating 
temperatures. 

II. EXPERIMENTAL METHODS 

A. Synthesis Procedure 
WO3 films were deposited on cleaned alumina (Al2O3) 

sensor substrates that have four Pt-electrodes at ambient 
temperature by reactive dc magnetron sputtering (PORTA 
900, Plasma Electronics) of a tungsten target. The power 
used to produce the plasma was 900 W and the Ar:O2 ratio 
was 10:1 and flowed at 500 sccm. Deposition time was 6 
hours. The as-deposited sample was annealed in air at 
450oC for 2 hours. 

The graphene was produced on 17 μm thick Alfa Aesar 
copper foil (area=1 cm×0.6 cm) by plasma enhanced 
chemical vapour deposition (Plasma Electronics). The 
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substrate temperature was 700oC and the gas mixture used 
was Ar:CH4 in a 40:1 ratio. The deposition time was 8 
minutes. The graphene was then transferred using 10% poly 
[(3-mercaptopropyl)-methylsiloxane] PMMS in toluene as 
the transfer polymer, and iron (III) nitrate as the etching 
solution. The graphene (1 cm×0.6 cm) was transferred 
directly on top of the annealed WO3 film and dried at 100oC 
for 2 hours. The polymer was then dissolved in acetone and 
the graphene/WO3 composite was annealed at 450oC for 2 
hours. 

III. RESULTS AND DISCUSSION 
From the SEM micrograph shown in Figure 1 (a) of the 

graphene/WO3 composite surface, there are loosely packed 
structures composed of micro-sized WO3 grains resulting 
from the sputtering. The film is porous with a grain size 
between 1-5 µm and the spacing between the grains is ~230 
nm. A lamella of the composite was cut using FIB-SEM 
and analyzed under STEM in the dark field as shown in 
Figure 1 (b). The micrograph shows a platinum layer 
deposited on top to keep the lamella intact, and the WO3 
film with a thickness of 405-608 nm. The alumina substrate 
is seen at the bottom. The graphene layer sits at the 
interface of the platinum deposition and the WO3 film, but 
this is not clearly visible and so other techniques are used 
for verification. 

 

 
 
Figure 1. (a) A SEM micrograph of the topography of the graphene/WO3 
composite and (b) a STEM micrograph of a lamella of the composite 
sandwiched between platinum and the alumina substrate. 

 
XRD and XPS were carried out on the graphene/WO3 

composite (not shown here). The XRD revealed that the 
graphene layer was alloyed to the WO3 film and the 
spectrum was similar to that found by Qin et al. [11] for 
graphene-wrapped WO3 nanoparticles. The XRD also 
confirmed that the crystalline phase of WO3 was triclinic. 
The XPS confirmed that the WO3 was indeed 
stoichiometric, and the carbon (C-C) 1 s binding energy 
peak of graphene was centered at 284.88 eV [11] and 
contributed to 78.6% atomic concentration of the surface 
stoichiometry. Raman analysis is a powerful technique used 
to characterize both WO3 and graphene. Figure 2 shows the 
Raman spectrum of WO3, graphene and the graphene/WO3 
composite. Only the higher wavenumber range of the 
graphene/WO3 composite was shown because the intensity 
signal from WO3 is orders of magnitude greater than that of 
graphene. The Raman peaks have been indexed [11, 12] and 
confirmed the XRD and XPS results of triclinic WO3. The 
pure graphene showed the D-band, G-band and 2D-band. 

The ratio of intensities between the 2D- and G-band was 
found to be 0.86, and so it was concluded that there are 
three monolayers of graphene sheets [13]. Upon 
incorporation of the graphene with WO3, it is seen that the 
graphene peaks are shifted to higher wavenumbers. It is 
also seen that the graphene spectrum becomes less resolved 
due to the strong signal from WO3 film. The shifting 
probably results from the interface between the graphene 
and WO3 which alters the vibrational modes accordingly 
since this was not observed for the nanocomposites [12]. It 
is assumed that the three monolayers of graphene sheets 
stayed intact during the transfer process based on XRD and 
XPS. 

 

 
 

Figure 2. The Raman spectra of triclinic-phase WO3 film, 3-monolayer 
graphene and graphene/WO3 composite. 

 
The resistance as a function of temperature of the WO3 

film and graphene/WO3 composite are shown in Figure 3. It 
was not possible to get the electrical measurements of 
graphene only, due to the experimental configuration. It is 
evident that graphene causes a major drop in resistance of 
the n-type WO3 as was expected [5, 14]. Although the 
estimated optical band gap of the thick triclinic-WO3 film 
was found to be 3.17 eV, and the work function of graphene 
is believed to be 4.66 eV [5], the measured drop in 
resistance of the composite implies that the electron transfer 
is still favorable despite the overlap difference in CB. 

 

 
 

Figure 3. Resistance as a function of temperature for WO3 and 
graphene/WO3 composite shows a large drop in resistance due to electron 
transfer from graphene to WO3. The inset shows a schematic (not to scale) 
of the sensor substrate with four Pt-electrodes where the yellow represents 
WO3 film and the patterned-patch on the film represents graphene. 
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The sensing response and comparison of the WO3 film 
and graphene/WO3 composite at operating temperatures of 
30oC and 100oC towards NO2, NH3 and CO was tested. 
There was no detectable response found for CO gas under 
both temperatures and configurations as is expected for 
WO3. The sensing response (which is the ratio of the 
resistivity of the sensor when exposed to the target gas 
minus the resistivity of the sensor in air all divided by the 
resistivity in air) is plotted below for NO2 and NH3 target 
gas.  

Figure 4 compares the response of NO2 to 25 times more 
concentrated NH3 at an operating temperature of 30oC for 
the pure WO3. It is clear that despite the more concentrated 
ammonia, WO3 is much more sensitive to NO2. At 30oC, it 
is believed that the predominant oxygen species on the WO3 
surface that can react with target gas is −

2O  [1]. NO2 can 

either react with −
2O  or chemisorb directly on the WO3 

surface, and being an oxidizing gas, remove electrons from 
the film CB. This is measured as a consequent increase in 
resistivity. It should be noted here that there was an initial 
drop in resistance upon first exposure of NO2 before the 
resistance started to decrease. This could imply that −

2O  is 
weakly bound to the surface due to low temperatures and is 
easily swept off the WO3 surface causing a drop in 
resistance, followed by chemisorption of NO2 on the 
surface. At this low temperature, there is not enough 
activation energy to cause a quick response and recovery 
time. The non-linearity in response results from the 
incomplete recovery of the films before the next 
concentration of gas is flowed in. In the case of NH3, the 
low temperature is inefficient for adsorption and the 
reaction with −

2O  species is very slow. The transfer of 
electrons from the reducing gas into the film is thus 
unfavorable. It is proposed here that the general preference 
of WO3 towards NO2 gas could be owed to the well-known 
catalytic properties of this SMO. 

 

 
 

Figure 4. Response of WO3 film towards NO2 and NH3 gas at 30oC. 
 
Figure 5 shows the corresponding sensor response of 

graphene/WO3 composite at 30oC. There is a 31% drop in 
response for NO2 when graphene is placed on the WO3 
surface. The graphene covers 38% of the WO3 surface 
which diminishes the number of adsorption sites for the 
target gas. It was expected that the high surface area of 
graphene would aid in adsorption and electron transfer, but 

the results suggest that WO3 is solely responsible for 
sensing. Even though the graphene provides more electrons 
in the WO3 CB which can be transferred to the oxidizing 
gas, it is still the number of adsorption sites that are 
significant. It is also noticed that there is no initial drop in 
resistance as was seen for pure WO3. This could mean that 
the incorporation of graphene inhibits the adsorption of 
oxygen and subsequent formation of the −

2O  species. This 
is also supported by the increased recovery time. The 
response for NH3 drops by 72%, which apart from the 
decreased adsorption area, could result from graphene’s 
electron saturation of the WO3 CB. Thus, the electron 
donating NH3 is not favored and in this way, selectivity is 
achieved. 

 

 
 

Figure 5. Response of graphene/WO3 composite towards NO2 and NH3 gas 
at 30oC. 

 
Figure 6 shows the sensor response of WO3 at an 

operating temperature of 100oC. The response towards NO2 
increases by more than 80% at the increased temperature. It 
is believed that the predominant oxygen species on the WO3 
surface at 100oC is the more reactive −O  [1]. This should 
drastically increase the response along with other factors 
such as an increase in activation energy and adsorption 
efficiency, as well as an increase in the number of electrons 
in the CB. The response and recovery time almost doubles 
when compared to the response at the 30oC operating 
temperature. The response towards NH3 also increases by 
80%, which suggests that the main factor influencing 
sensing is the more reactive −O  surface specie and possibly 
the increased activation energy.  

 

 
 

Figure 6. Response of WO3 film towards NO2 and NH3 gas at 100oC. 



Figure 7 shows the corresponding sensor response of 
graphene/WO3 composite at 100oC. There is a 49% drop in 
response for NO2 when graphene is placed on the WO3 
surface at the 100oC temperature. The drop is more 
significant at this temperature because the general response 
is more significant at elevated temperature. The response 
towards NH3 becomes almost negligible at 100oC with 
graphene. Besides the decreased surface area, the 
contribution of electrons from graphene and the WO3 
valence band into the WO3 CB is much greater. This 
implies that NH3 is almost blocked from donating electrons 
to WO3 and therefore the response drops drastically. Thus, 
the selectivity becomes even more pronounced at this 
temperature. 

 

 
 

Figure 7. Response of graphene/WO3 composite towards NO2 and NH3 gas 
at 100oC. 

 

IV. CONCLUSION 
We have incorporated graphene sheets directly on the 

surface of WO3 film and tested the gas sensing response of 
the composite. Raman analysis was used to identify the G-, 
D- and 2D-bands of graphene, and the number of 
monolayers was estimated to be three. It was found from 
resistance measurements, that there was a 99.3% drop in 
resistance of the WO3 film when graphene was alloyed to 
the film. The response and sensitivity of pure WO3 
increased with operating temperature towards both the NO2 
and NH3 target gas. However, the use of graphene directly 
on the WO3 surface decreased the overall response due to 
the decrease in adsorption surface area. The large 
adsorption area of graphene plays no part in sensing. The 
response towards NH3, which is 25 times more concentrated 
than NO2, dropped much more than that of NO2, which in a 
way results in the composite being more selective towards 
NO2. The results also speculate about the nature and role of 
the oxygen adsorbed species at the chosen operating 
temperatures. 
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