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Summary 

 

Most cancer cells rely on aerobic glycolysis to support the mitochondrial oxidative 

phosphorylation system (OXPHOS). The persistent oxic-anoxic cycle exerts 

selection pressures which lead to constitutive activation of glycolysis even in the 

presence of abundant oxygen. Expression of hypoxia-inducible factor 1 (HIF1) 

increases following hypoxia in neoplastic cells. This leads to the induction of 

pyruvate dehydrogenase kinase 1 (PDK1). The latter inactivates pyruvate 

dehydrogenase (PDH) that converts pyruvate to acetyl-coenzyme A for delivery to 

the tricarboxylic acid cycle (TAC). Dichloroacetic acid (DCA) is an inhibitor of PDK 

that forces cells into oxidative phosphorylation thereby suppressing cancer growth.  

 

2-Ethyl-3-O-sulphamoyl-estra-1,3,5(10),15-tetraen-3-ol-17-one (C9), along with a 

few other 17β-estradiol analogs, are a novel class of in silico-designed inhibitors of 

microtubule dynamics. These newly designed and synthesized antimitotic 

compounds induce G2/M arrest and apoptosis by docking to colchicine binding site 

between α- and β-tubulin. These compounds are 5 to 20 times more potent than 

their source molecule, 2-methoxyestradiol (2ME). To improve bioavailability C9 has 

been in silico-modified at carbon positions C2, C3 and C17 compared to 2ME.  

 

The approach to investigate the anticancer potential of the in silico-designed 

antimitotic C9 in combination with the glycolytic inhibitor DCA in vitro is novel. 

Human breast carcinoma cell line MCF-7 and non-tumorigenic breast cells MCF-12A 

were used as an experimental model system. 

 

The present study demonstrated that DCA (7.5 mM) in combination with C9 (130 nM) 

selectively inhibited half of MCF-7 cells‘ population (50.8%). Under the same 

treatment conditions, MCF-12A cells displayed high number of cell survival (70% cell 

growth). Qualitative morphological studies revealed decreased cell density in both 

cell lines, as well as hallmarks of apoptosis and autophagic processes including 

formation of apoptotic bodies, DNA fragmentation and autophagic vacuoles. Cell 

cycle- and apoptosis quantification analyses revealed C9+DCA treatment induced 

apoptosis in both cell lines and exhibited selectivity towards tumorigenic cells. 

Presence of autophagosome was observed and microtubule-associated protein 1 

light chain 3 (II) (LC3-II) expression was elevated. Reduction of mitochondrial 

membrane potential depolarization in tumorigenic MCF-7 cells was demonstrated, 
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but not in MCF-12A cells. Oxidative stress tests suggested the combination 

treatment C9+DCA is able to induce lysosomal rupture and/or mitochondrial damage 

in tumorigenic MCF-7 cells. Kinase inhibition studies revealed that transient 

activation of c-Jun N-terminal kinase (JNK) plays an important role in cell 

proliferation. However, C9+DCA stimulated prolonged JNK activation and, in turn, 

promoted Bcl-2 phosphorylation, thereby facilitating autophagic and apoptotic cell 

death.  

 

C9+DCA induced expression of a number of genes related to stress in MCF-7 

treated cells including TP53BP1, MDM2 and BBC3/PUMA. Genes related to cell 

motility and maintenance of the cytoskeleton such as ACTG1, MAP7, TUBA1, 

TUBA6, TUBA8 and TUBB2A genes were down-regulated. In MCF-12A cells, 

treatment of C9+DCA induced expression of multidrug resistance gene ABCB1. 

Moreover, genes involved in reactive oxygen species metabolism FTH1, GSTA2, 

NOS2A, SMOX, SOD1 and SOD2 were also up-regulated. 

 

In conclusion, the novel 17β-estradiol derivative, C9, in combination with DCA is a 

potent antiproliferative treatment. This study addressed the mechanisms of 

combination treatment at the basis of molecular and cellular level, warranting further 

research projects to develop viable and functional combination treatment as clinically 

useable anticancer agents. 

 

Keywords: Cell cycle, dichloroacetic acid, glycolytic inhibitor, C9, antimitotic, 

combination therapy, apoptosis, autophagy, JNK and Bcl-2 

  



V 
 

Table of contents 

 

Acknowledgements ................................................................................................... I 

Summary ................................................................................................................. III 

Table of contents ...................................................................................................... V 

List of figures .......................................................................................................... VII 

List of tables ............................................................................................................. X 

Schematic presentations ......................................................................................... XI 

List of abbreviations ................................................................................................ XII 

1. Chapter 1: Introduction .................................................................................... 1 

1.1 Cell signalling and signal transduction ............................................................. 1 

1.2 Cell cycle signalling ......................................................................................... 2 

1.2.1 Mitogen-activated protein kinase-mediated cyclin D activation signalling .... 7 

1.2.2 Gap one phase, Synthesis phase, Gap two phase and their checkpoints . 12 

1.2.3 Mitosis and spindle assembly checkpoint .................................................. 19 

1.3 Programmed cell death ................................................................................. 23 

1.3.1 Apoptosis ................................................................................................... 23 

1.3.2 Autophagy .................................................................................................. 34 

1.3.3 Apoptosis and autophagy crosstalk ........................................................... 48 

1.4 Reactive oxygen species signalling ............................................................... 52 

1.5 Hypoxia signalling .......................................................................................... 56 

1.6 Cancer cell metabolism ................................................................................. 60 

1.7 Dichloroacetate targets the bioenergetic properties of cancer cells ............... 63 

1.8 Antimitotic compound 9 ................................................................................. 66 

2. Chapter 2: Materials and Methods ................................................................. 75 

2.1 Compounds and reagents ............................................................................. 75 

2.2 Cell lines and cultures ................................................................................... 76 

2.3 Chemical compounds and composition of appropriate controls..................... 78 

2.4 Cell growth and proliferation .......................................................................... 79 

2.4.1 Real-time cell proliferation assays ............................................................. 79 

2.4.2 Crystal violet assay .................................................................................... 82 

2.5 Cell viability.................................................................................................... 84 

2.6 Cytotoxicity measurement and drug efficacy prediction ................................. 85 

2.7 Morphological studies .................................................................................... 87 

2.7.1 Optical transmitted light differential interference contrast .......................... 87 

2.7.2 Light microscopy ........................................................................................ 88 

2.7.3 Fluorescent microscopy ............................................................................. 89 

2.7.4 Confocal microscopy .................................................................................. 91 



VI 
 

2.7.5 Transmission electron microscopy ............................................................. 92 

2.8 Cell cycle analysis ......................................................................................... 94 

2.9 Apoptosis quantification ................................................................................. 95 

2.10 Autophagic activity ..................................................................................... 96 

2.11 Mitochondrial membrane potential depolarization ...................................... 97 

2.12 Oxidative stress test via 2‘, 7‘-dichlorofluorescein fluorescence ................ 98 

2.13 Kinase inhibition studies ............................................................................ 99 

2.14 Protein expression analysis ..................................................................... 100 

2.14.1 B cell leukaemia-2 expression and phosphorylation at Serine 70 .......... 100 

2.14.2 Caspase 7 activity .................................................................................. 102 

2.15 Microarrays .............................................................................................. 103 

2.16 Logistics ................................................................................................... 109 

2.17 Statistics................................................................................................... 110 

3. Chapter 3: Results ....................................................................................... 112 

3.1 Cell growth and proliferation ........................................................................ 112 

3.1.1 Real-time cell proliferation assays ........................................................... 112 

3.1.2 Crystal violet assay .................................................................................. 116 

3.2 Cell viability test ........................................................................................... 124 

3.3 Cytotoxicity measurement and drug efficacy prediction ............................... 126 

3.4 Morphological studies .................................................................................. 136 

3.4.1 Optical transmitted light differential interference contrast ........................ 136 

3.4.2 Light microscopy ...................................................................................... 138 

3.4.3 Fluorescent microscopy ........................................................................... 141 

3.4.4 Confocal microscopy ................................................................................ 143 

3.4.5 Transmission electron microscopy ........................................................... 145 

3.5 Cell cycle analysis ....................................................................................... 149 

3.6 Apoptosis quantification ............................................................................... 152 

3.7 Autophagic activity ....................................................................................... 154 

3.8 Mitochondria membrane potential depolarization ........................................ 156 

3.9 Oxidative stress test via 2‘, 7‘-dichlorofluorescein fluorescence .................. 158 

3.10 Kinase inhibition studies .......................................................................... 161 

3.11 Protein expression analysis ..................................................................... 165 

3.11.1 B cell leukaemia-2 expression and phosphorylation at Serine 70 .......... 165 

3.11.2 Caspases 7 expression .......................................................................... 185 

3.12 Microarrays .............................................................................................. 188 

4. Chapter 4: Discussion ................................................................................. 195 

5. Chapter 5: Conclusion ................................................................................. 220 

6. References .................................................................................................. 224 

 

  



VII 
 

List of figures 

Figure 1.1: The basic principle of cellular signalling. ................................................. 3 

Figure 1.2: Cell cycle progression. ............................................................................ 4 

Figure 1.3: Cell proliferation signalling network. ........................................................ 6 

Figure 1.4: Mitogen-activated protein kinase mediated activation of the cell 
proliferation gene expression. .................................................................................. 11 

Figure 1.5: Cell cycle signalling gap one phase, DNA synthesis phase, gap two 
phase and their checkpoints. .................................................................................... 18 

Figure 1.6: Mitosis and spindle assembly checkpoint.............................................. 22 

Figure 1.7: Death receptor-mediated extrinsic apoptotic pathway activation. .......... 28 

Figure 1.8: Schematic biochemical representation of apoptotic events. .................. 30 

Figure 1.9: Yeast model for the mechanism by which target of rapamycin regulates 
the Atg1 complex. .................................................................................................... 35 

Figure 1.10: Schematic presentation of autophagosome formation and maturation.
 ................................................................................................................................. 36 

Figure 1.11: Mammalian target of rapamycin signalling pathway. ........................... 41 

Figure 1.12: Biochemical features of autophagosome formation. ............................ 44 

Figure 1.13: Macro-, micro- and chaperone-mediated autophagy. .......................... 47 

Figure 1.14: c-Jun-N-terminal kinase mediated programmed cell death. ................ 51 

Figure 1.15: Reactive oxygen species signalling pathways. .................................... 55 

Figure 1.16: Hypoxia and reactive oxygen species-mediated signalling results in the 
stabilization and activation hypoxia inducible factor-1α. ........................................... 59 

Figure 1.17: Glucose metabolism in normal and cancer cells. ................................ 62 

Figure 1.18: Chemical structure of 2-methoxyestradiol and in silico-designed 
compound 9 and the binding of compound 9 into tubulin. ........................................ 69 

Figure 1.19: Synthetic pathways of compound 9 and other structural similar analogs.
 ................................................................................................................................. 71 

Figure 2.1: Real-Time Cell Analyzer Single Plate® system based on impedance 
technology detection of cell viability and motility. ..................................................... 80 

Figure 3.1: Real-time dynamic monitoring of cell adhesion and proliferation via the 
xCELLigence system. ............................................................................................. 114 

Figure 3.2: Cell number titration in the E-plate 96 after being monitored for 48 h. 115 

Figure 3.3: Time- and dose-dependent MCF-7 cell growth study via crystal violet 
assay. ..................................................................................................................... 119 

Figure 3.4: Time- and dose-dependent MCF-12A cell growth study via crystal violet 
assay. ..................................................................................................................... 120 

Figure 3.5: MCF-7 cell growth inhibition study via crystal violet assay. ................. 121 

Figure 3.6: MCF-12A cell growth inhibition study via crystal violet assay. ............. 122 

Figure 3.7: MCF-7 and MCF-12A cell growth after 24 h of exposure to 130 nM C9, 
7.5 mM DCA and C9+DCA..................................................................................... 123 

Figure 3.8: Lactate dehydrogenase cell viability test of MCF-7 and MCF-12A cells.
 ............................................................................................................................... 125 



VIII 
 

Figure 3.9: Cell quality assessment and evaluation of solvent‘s suitability as vehicle 
for subsequent experiments. .................................................................................. 129 

Figure 3.10: Cytotoxicity test of 130 nM and 200 nM C9 on MCF-7 and MCF-12 cells 
for 48 h. .................................................................................................................. 130 

Figure 3.11: Cytotoxicity test of 7.5 mM, 15 mM and 40 mM DCA on MCF-7 and 
MCF-12A cells for 48 h. .......................................................................................... 131 

Figure 3.12: Cytotoxicity test of antimitotic C9 (130 nM) in combination with ranges 
of DCA (2.5 mM, 5 mM, 7.5 mM, 15 mM and 40 mM). ........................................... 133 

Figure 3.13: Dose-response cytotoxicity and efficacy predictions of C9+DCA on 
MCF-7 cells. ........................................................................................................... 134 

Figure 3.14: xCELLigence system cytotoxicity test of C9+DCA on MCF-7 and MCF-
12A cells for 48 h. .................................................................................................. 135 

Figure 3.15: Optical transmitted light differential interference contrast images of 
MCF-7 and MCF-12A cells after 24 h treatment exposure. .................................... 137 

Figure 3.16: Haematoxylin and eosin stained images of MCF-7 and MCF-12A cells 
after 24 h treatment exposure. ............................................................................... 139 

Figure 3.17: Fluorescent microscopy utilizing triple fluorescent stains of Hoechst 
33342, acridine orange and propidium iodide. ....................................................... 142 

Figure 3.18: Immunofluorescent staining of α-tubulin (green) for MCF-7 and MCF-
12A cells. ................................................................................................................ 144 

Figure 3.19: Transmission electron micrographs of MCF-7 cells compared to MCF-
12A cells after 24 h exposure to different conditions. ............................................. 147 

Figure 3.20: Electron microscopic analysis of C9+DCA-treated MCF-7 and MCF-
12A cells. ................................................................................................................ 148 

Figure 3.21: Cell cycle histograms of vehicle-, C9- and C9+DCA-exposed cells after 
24 h treatment for (A) MCF-7 and (B) MCF-12A cells. ........................................... 150 

Figure 3.22: Distribution of DNA content relative to phase of cell cycle of both MCF-
7 and MCF-12A cells. ............................................................................................. 151 

Figure 3.23: Propidium iodide (FL3 Log) vs. Annexin V-FITC (FL1 Log) dot-plot of 
cells propagated in growth medium, vehicle (DMSO)-, C9-, DCA-, C9+DCA- and 
actinomycin D-exposed MCF-7 (A) and MCF-12A (B) cell. .................................... 153 

Figure 3.24: Autophagic related quantification of specific microtubule-associated 
protein 1 light chain 3 II (LC3 II) expression in MCF-7 and MCF-12A cells. ........... 155 

Figure 3.25: MitoCaptureTM cationic dye detection of mitochondrial membrane 
potential (ΔΨm) depolarization. .............................................................................. 157 

Figure 3.26: Oxidative stress test via dichlorofluorescein fluorescence measurement 
for hydrogen peroxide or ferrous ions level. ........................................................... 160 

Figure 3.27: Optical transmitted light differential interference contrast images of 
MCF-7 cells and MCF-12A after 24 h exposure to different conditions. ................. 163 

Figure 3.28: Real-time cell analyser xCELLigence system analysis of kinase 
inhibition studies. .................................................................................................... 164 

Figure 3.29: Total B cell leukaemia-2 protein expression (FL1 Log) dot-plots of 
treated MCF-7 cells 24 h. ....................................................................................... 169 

Figure 3.30: Phosphorylated B cell leukaemia-2 protein quantification (FL3 Log) dot-
plots of treated MCF-7 cells 24 h. .......................................................................... 170 



IX 
 

Figure 3.31: Histograms of total (FL1 Log) and phosphorylated (FL3 Log) B cell 
leukaemia-2 protein quantification of treated MCF-7 cells for 24 h. ....................... 171 

Figure 3.32: Total B cell leukaemia-2 protein expression (FL1 Log) dot-plots of 
treated MCF-12A cells 24 h. ................................................................................... 173 

Figure 3.33: Phosphorylated B cell leukaemia-2 protein quantification (FL3 Log) dot-
plots of treated MCF-12A cells at 24 h. .................................................................. 174 

Figure 3.34: Histograms of total (FL1 Log) and phosphorylated (FL3 Log) Bcl-2 
protein quantification of treated MCF-12A cells for 24 h. ........................................ 175 

Figure 3.35: Total B cell leukaemia-2 protein expression of treated MCF-7 and MCF-
12A cells. ................................................................................................................ 178 

Figure 3.36: Sub-population of cells (percentages) with (A) hypo-, (B) normal- and 
(C) hyper-phosphorylation status of MCF-7 cells B cell leukaemia-2 protein at serine 
70. .......................................................................................................................... 181 

Figure 3.37: Sub-population of cells (percentages) with (A) hypo-, (B) normal- and 
(C) hyper-phosphorylation status of MCF-12A cells B cell leukaemia-2 protein at 
serine 70. ............................................................................................................... 183 

Figure 3.38: Comparisons between MCF-7 and MCF-12A sub-populations of cells 
(percentages) with (A) hypo-, (B) normal- and (C) hyper-phosphorylation status B 
cell leukaemia-2 protein at serine 70. ..................................................................... 185 

Figure 3.39: Apoptosis-related quantification of cleaved executioner caspase 7 
expression in MCF-7 and MCF-12A cells. .............................................................. 187 

Figure 3.40: GeneVenn diagram showing 74 commonly affected genes in MCF-7 
and MCF-12A cells after 24 h exposure to C9 (130 nM) in combination with DCA (7.5 
mM). ....................................................................................................................... 191 

Figure 4.1: An antimitotic compound generates characteristic spoon-shaped kinetic 
CI patterns. ............................................................................................................. 202 

Figure 4.2: Cross-talk between intracellular structural (spindle) stability, autophagy, 
mitochondrial depolarization, lysosomal iron and apoptosis. .................................. 210 

Figure 4.3: Biphasic time-dependent activation of c-Jun N-terminal kinase   pathway.
 ............................................................................................................................... 213 

Figure 4.4: Implication of phosphorylation status of the cell concerning the serine 70 
position. .................................................................................................................. 216 

Figure 5.1: Proposed mechanism of action of compound 9 in combination with 
dichloroacetic acid on breast adenocarcinoma cells. ............................................. 222 

 

  



X 
 

List of tables 

Table 1: Cell index data at 24 h and 48 h exposure time point of C9+DCA treated 
MCF-7 cells. ........................................................................................................... 132 

Table 2: MCF-7 and MCF-12A cell mitotic indices. ................................................ 140 

Table 3: Total B cell leukaemia-2 protein expression ratio compared to vehicle-
exposed control. ..................................................................................................... 177 

Table 4: Sub-population of cells (percentages) with hypo-, normal and hyper-
phosphorylation statuses of B cell leukaemia-2 protein at serine 70 position. ........ 179 

Table 5: Differentially expressed genes mapped to functional cellular pathways in 
MCF-7 and MCF-12A cells exposed to 130 nM of C9 and 7.5 mM of DCA for 24 h. 
M-values represent a log2-fold change between two or more experimental 
conditions. .............................................................................................................. 192 

  



XI 
 

Schematic presentations 

 

Figures presented in this thesis were created in Microsoft PowerPoint or otherwise 

credited with appropriate citations. Many schematic presentation ideas were inspired 

from SABiosciens Pathway Centrals, Cell Signalling Technology®, as well as 

Berridge, M. (2012) Cell signalling biology. Chemical structures were created in 

ACD/ChemSketch 12.0 (1).    

 

  



XII 
 

List of abbreviations 

•
OH  Hydroxyperoxyl radical  

2DG 2-deoxy-D-glucose 

4E-BP Eif-4E binding protein  

53BP1 P53-binding protein 1  

A Adenosine  

ABCB1 ATP-binding cassette, sub-family B (MDR/TAP) member 1  

ABCC5 ATP-binding cassette, sub-family C (CFTR/MRP), member 5 

ACGT African Centre of Gene Technology  

ACTG1 Actin  

AIC Apoptosis inhibitory complex 

AIF Apoptosis inducing factor  

ALDA,C Aldolase A, -C  

AMP Adenosine monophosphate 

AMPK Adenosine monophosphate-activated protein kinase  

APAF-1 Apoptotic protease activating factor 1  

APC Anaphase-promoting complex  

ASK Activator of S phase kinase 

ASK1 Apoptosis signal-regulating kinase 1  

ASK1–Trx Apoptosis signal-regulating kinase 1-Trx  signalling complex  

ATF2 Activating transcription factor 2  

Atg Autophagy related genes  

ATM Ataxia-telangiectasia mutated  

ATP Adenosine triphosphate  

ATR Ataxia-telangiectasia and Rad3-related 

AUG Start codon 

Bax Bcl2-associated X protein 

BBC3/PUMA Bcl2 binding component 3/p53 up-regulated modulator of apoptosis 

BCR Btb-cul-3-rbx1  

Bid BH3-interacting domain death agonist  

Bim Bcl2-interacting mediator of cell death  

BIR Baculovirus IAP repeat 

BNip3 Bcl-2/adenovirus EIB 19kd-interacting protein 3  

BRCA1 namely  Breast cancer 1  

BSA Bovine serum albumin  

BTG1 B-cell translocation gene 1  

Bub1 Benzimidazoles 1 



XIII 
 

C Cytidine  

CA Carbonic anhydrase 

CAD Caspase-activated DNAse  

CAK Cyclin-dependent kinase-activating kinase  

CAMP 3‘, 5‘-Cyclic adenosine monophosphate (AMP) 

CAPK Ceramide-activated protein kinases  

CAPP Ceramide-activated protein phosphatases  

CARD Caspase recruitment domain  

CBP/p300 Cyclin AMP response element-binding protein (CREB)-binding protein  

CCND1 Cyclin D1  

Cdc2 Cell division cycle protein 2  

Cdc25A Cell division cycle 25A 

Cdc45 Cell division cycle protein 45 

Cdc6-ORC Cell division cycle protein  - Origin of replication protein 

Cdc7 Cell division cycle protein 7 

CDK Cyclin-dependent kinase  

CDK4 Cyclin dependent kinase 4  

CDKI CDK inhibitors  

c-FLIP Cellular FADD-like IL-1β-converting enzyme (FLICE)-inhibitory protein 

Chk Check-point kinase  

CI Cell index  

Cip/Kip CDK interacting protein/Kinase inhibitory protein 

CITED4 Cbp/p300-interacting transactivator  

CMA Chaperone-mediated autophagy  

CO3
•−

 Carbonate radical 

CoA Acetyl coenzyme A  

CPTP Cytoplasmic protein tyrosine phosphatase 

CREB Cyclic AMP response element-binding protein 

Crm1 Chromosome region maintenance 1  

CRNA Complimentary ribonucleic acid  

CRS Cytoplasmic retention signal  

CTP Deoxycytosine triphosphate  

Cu/Zn-SOD Copper-zinc superoxide dismutase  

CV Crystal violet  

cyclin E/CDK2  Cyclin-dependent kinase 2 

DAPI 4',6-diamidino-2-phenylindole  

dATP Deoxyadenosine triphosphate  



XIV 
 

DCA Dichloroacetic acid  

DCF 2‘, 7‘-dichlorofluorescein  

dCTP Deoxycytosine triphosphate  

DDIT3 DNA-damage-inducible transcript 3  

DDIT4/REDD1/RTP801 DNA-damage-inducible transcript 4  

DFF45 DNA fragmentation factor subunit 45  

DFO Deferoxamine mesylate salt 

DGTP Deoxyguanosine triphosphate  

DISC Death-inducing signalling complex  

DMEM Dulbecco‘s modified eagle‘s medium  

DMSO         Dimethylsulfoxide  

DNA Deoxyribonucleic acid  

DNA–PK DNA-dependent protein kinase  

DNTP Deoxyribonucleotide triphosphate  

DR2, Apo-1 or CD95 Fas  

DR5 Trailr2  

DRAM Damage-regulated autophagy modulator  

DTT  Dithiothreitol  

DTTP Deoxythymidine triphosphate  

DUSP13  Dual-specificity phosphatase 13  

E2F Elongation factor 2 

E2F1 E2F transcription factor 1  

E-box Enhancer box 

EDTA Ethylenediamine tetraacetic acid  

EGF Epidermal growth factor  

EGFR Epidermal growth factor receptor  

EG-VEGF Endocrine-gland-derived VEGF  

EIF Eukaryotic initiation factor 

EIF1 Eukaryotic translation initiation factor 1  

EIF4E Eukaryotic translation initiation factor 4E  

ELISA Enzyme-linked immunosorbent assay  

Emi1 Early mitotic inhibitor  

Endo G Endonuclease G  

ENO1  Enolase-1  

ER Endoplasmic reticulum 

ERK Extracellular-signal-regulated kinase 

ETC Electron transport chain  



XV 
 

FACS Fluorescence activated cell sorting  

FADH2 Reduced flavin adenine dinucleotide  

FBS Fetal bovine serum  

Fbw7 F-box and WD40 domain protein 7 

FCS Fetal calf serum  

Fe
2+

 Ferrous ions  

Fe
3+

 Ferric iron  

FIP200 Focal adhesion kinase family interacting protein 

FITC Fluorescein isothiocyanate  

FOS Proto-oncogene c-Fos  

FOXO1 Forkhead box O1 

FTH1 Ferritin heavy polypeptide 1  

FTH1 and FTL  Ferritin both heavy and light polypeptide genes  

G  Guanine 

G0 Quiescent cell 

G1 First cell cycle growth phase 

G2 Second cell cycle growth phase 

GADD45 Growth Arrest and DNA-damage-inducible  

GADD45A DNA-damage-inducible 45A 

GAPDH Glyceraldehyde phosphate dehydrogenase  

GDP Guanine  diphosphate  

GEF Guanine nucleotide exchange factor 

GENECODIS Gene Annotation Co-occurrence Discovery  

GI50 Concentration for 50% of maximal inhibition of cell proliferation 

GLU1,3 Glucose transporter-1,3  

GO Gene ontology  

GPCR G protein-coupled receptors 

GPx Glutathione peroxidase  

GR Glutathione reductase  

Grb2 Growth factor receptor-bound protein 2 

Grx Glutaredoxins  

GSH Glutathione  

GSK3 Glycogen synthase kinase-3  

GSSG Glutathione disulfide 

GST Glutathione S-transferase  

GSTA2 Glutathione S-transferase A2  

GTP Guanine triphosphate 



XVI 
 

H&E Haematoxylin and eosin  

H2DCF-DA 2′, 7′-Dichlorodihydrofluorescein diacetate  

H2O2 Hydrogen peroxide 

HAT Histone acetyltransferase 

HDAC Histone deacetylases  

HIF-1 Hypoxia-inducible factor-1  

Hip Hsc70-interacting protein 

HK1,2 Hexokinase 1,2  

HLH Helix–loop–helix  

Hop Hsc70-hsp90 organizing protein 

HR Homologous recombination 

HRE Hypoxia response element  

hROS Highly reactive oxygen species  

Hsp70 Heat shock cognate protein of 70 kDa 

Hsp90 Heat shock cognate protein of 90 kDa 

HtrA2 High temperature requirement protein A2  

IAP Inhibitor of apoptosis  

IC50 Inhibitory concentration 50 

ICAD Inhibitor of caspase-activated DNAse 

IF Intermediate filaments  

IGF2 Insulin-like growth factor-2  

IKIP IKK interacting protein  

INK4/ARF Inhibitor of kinase 4/alternative reading frame 

IP3Rs Inositol 1,4,5-trisphosphate receptors  

IR Ionizing radiation 

JAK Janus kinase 

JNK c-Jun N-terminal kinase    

JUN Jun proto-oncogene  

KSR1 Protein kinase suppressor of Ras 1  

LAMP-2 Lysosomal associated membrane protein type 2  

LC3 Microtubule-associated protein 1 light chain 3  

LDH Lactate dehydrogenase  

LDHA Lactate dehydrogenase-A  

LWM Lysosomal wrapping mechanism  

MAC Mitochondrial apoptosis-induced channel  

Mad MAX dimerization protein 1 

MAD1/2 Mitotic arrest deficient 1/2 



XVII 
 

MAM Mitochondria-associated ER membrane  

MAP7 Microtubule-associated protein 7  

MAPK Mitogen-activated protein kinase  

MAPK14 Mitogen-activated protein kinase 14  

MAPKK MAPK kinase 

MAPKKK MAPK kinase kinase  

Max Myc-associated factor X 

MCM Minichromosome maintenance 

MDM2 Mouse double minute 2  

MEK MAPK ERK kinase 

MEKK mitogen-activated ERK kinase kinase 

MELAS Mitochondrial encephalomyopathy, lactic acidosis, and stroke-like episodes 
syndrome 

MMLV-RT Moloney murine leukemia virus reverse transcriptase  

MnSOD Manganese superoxide dismutase  

Mnt Max-binding protein 

MOPS 3(N-morpholino)propanesulfonic acid  

MP1 MAPK scaffold protein 1  

MPF Named mitosis promoting factor  

MPS1 Monopolar spindle 1 

MPT Mitochondrial permeability transition 

MRE 11  Meiotic recombination protein 11  

MRN complex  Meiotic recombination protein 11 (MRE 11), RAD50 and Nijmegen breakage 
syndrome protin-1 (Nbs1) 

mRNA Messenger RNA 

MTOC Microtubule organizing center  

mTOR Mammalian target of rapamycin  

mTORC1 MTOR complex 1  

mTORC2 MTOR complex 2  

MTPs Mitochondrial transition pores  

Myc Myelocytomatosis transforming virus  

Myt1 Myelin transcription factor 1 

NAC N-Acetyl-L-cysteine 

NADH Reduced nicotinamide adenine dinucleotide (NAD+) 

Nbs1 Nijmegen breakage syndrome protin-1  

NEB Nuclear envelope breakdown  

NES Nuclear export signal  

NF-κB Nuclear factor kappa B  



XVIII 
 

NOS2A Nitric oxide synthase 2A  

NPAT Mediated nuclear protein mapped to the ataxia telangiectasia locus  

NPM Nucleophosmin  

O2
•−

 Superoxide radical 

OD Optical density  

OMM  Outer mitochondria membrane  

OR Origins of replication 

ORC Origin recognition complex  

OXPHOS Mitochondrial oxidative phosphorylation system 

p15/INK4B/CDKN2B Cyclin-dependent kinase 4 inhibitor B  

p16/INK4A/CDKN2A/ARF Cyclin-dependent kinase inhibitor 2A 

p18INK4C/CDKN2C Cyclin-dependent kinase 4 inhibitor C 

p19INK4D/CDKN2D Cyclin-dependent kinase 4 inhibitor D 

p21/CIP1/WAF1 Cyclin-dependent kinase inhibitor 1 

p27/KIP1 Cyclin-dependent kinase inhibitor 1B 

p38 Mitogen-activated protein kinase 14  

p57kip2 Cyclin-dependent kinase inhibitor 1C 

PAK2 P21 protein (Cdc42/Rac)-activated kinase 2  

PARP Poly ADP ribose polymerase  

PAS Pre-autophagosomal structure  

PBS Phosphate buffered saline  

PDH Pyruvate dehydrogenase  

PDK1 3-phosphoinositide-dependent protein kinase 1  

PDK1,2 Pyruvate dehydrogenase kinase 1,2  

PE Phosphatidylethanolamine  

PEG Polyethylene glycol  

PERK RNA-activated protein kinase-like ER kinase  

PEX peroxisomal biogenesis factors 

PFKFB3 Phosphofructo-2-kinase/gructose-2,6-bisphosphate-3  

PFKL Phosphofructokinase L  

PGK1  Phosphoglycerate kinase 1  

PH Pleckstrin homology  

PHD Prolyl hydroxylase domain  

PI Propidium iodide  

PI3K Phosphoinositide 3-kinase 

PIK3R1 Phosphoinositide-3-kinase regulatory subunit 1  

PIKK PI3K-related protein kinase 



XIX 
 

PIP2  Phosphatidylinositol 3,4-bisphosphate  

PIP3 Phosphatidylinositol 3,4,5-trisphosphate  

PKA Protein kinase A 

PKB Akt/protein kinase B  

PKM Pyruvate kinase M  

PlasDIC Polarization-optical differential interference contrast  

Plks Polo like kinase  

PMCA Plasma membrane Ca
2+

 ATPase  

PPAR-γ Peroxysome proliferator-activated receptor  

PRDX3 Peroxiredoxin 3  

Prx Peroxiredoxin 

PS Phosphatidylserine  

PTEN Phosphatidylinositol-3,4,5-trisphosphate 3-phosphatase and dual- specificity 
protein phosphatase  

PTKRs Protein tyrosine kinase-linked receptors  

PTP Permeability transition pore  

PTPN6 Protein tyrosine phosphatase non-receptor type 6  

R Restriction point of cell cycle 

RAD50 DNA repair protein RAD50 

Raf Rapidly accelerated fibrosarcoma 

RAPTOR Regulatory-associated protein of mTOR 

Ras Rat sarcoma-related 

RasGEF Ras guanine nucleotide exchange factor  

Rb Retinoblastoma  

Rheb Ras homologue enriched in brain 

RICTOR Rapamycin-insensitive companion of mTOR 

RING Really Interesting New Gene 

RNA Ribonucleic acid  

RNAi Interfering RNA  

RO2
•−

 Peroxyl radical 

ROS Reactive oxygen species  

RPA Replication protein A  

RPTP Receptor protein tyrosine phosphatases  

rRNA Ribosomal RNA  

RTCA Real-time cell analyzer  

RTCA SP
®
 Real-time cell analyzer single plate  

RTKs Receptor tyrosine kinases  



XX 
 

RZZ Rod-Zw10-Zwilch complex 

S Synthesis phase 

S6K1 S6 Kinase 1 

SAC Spindle assembly checkpoint  

SAPK Stress-activated protein kinases 

SCF Skp1-Cullin1-F-Box protein  

SDS Sodium dodecyl sulfate  

SEK1 Stress-activated protein kinase/extracellular signal regulated kinase kinase 1  

Ser
70

 Serine 70 position 

SERCA Sarcoplasmic/endoplasmic reticulum Ca
2+

 ATPases  

Shc Src homology 2 domain containing protein  

SIN3 Switch independent  

SMAC Second mitochondria-derived activator of caspase  

Smad Mothers against decapentaplegic homolog  

SMOX Spermine oxidase  

-SO2H Sulfinic acid 

-SO3H  Sulfonic acid 

SOC Store-operated calcium channels  

SOD1 Superoxide dismutase 1  

SOD2 Superoxide dismutase 2 mitochondrial  

-SOH Sulfenic acid  

SoS Son-of-sevenless  

Src v-src sarcoma (Schmidt-Ruppin A-2) viral oncogene homolog  

SREBP Sterol regulatory element binding proteins  

-S-S- Disulfide bonds  

T Thymidine  

TAC Tricarboxylic acid cycle  

TEM Transmission electron microscopy  

TF Transcription factor 

TGF-α, Transforming growth factor-α  

TP53BP1 Tumor protein p53 binding protein 1  

TRADD TNFR1-associated death domain  

TRAF2 TNF receptor associated factor 2  

tRNA Transfer RNA  

Trx Thioredoxin  

TrxR Thioredoxin reductase  

TSC Tuberous sclerosis complex  



XXI 
 

TSC 1/2 Tuberous sclerosis complex  

TUBA1, TUBA6, TUBA8 
and TUBB2A 

Tubulin alpha 1, 6 and 8, as well as tubulin beta 2A  

TXNL4A Thioredoxin-like 4A  

TXNL4B Thioredoxin-like 4B  

Ublc Atg7-dependent ubiquitin-like conjugation  

ULK1, ULK2, UKL3 UNC-51-like kinase -1, -2, and -3  

UPR Unfolded protein response 

UPS Ubiquitin-proteasome system  

UTR 5‘Untranslated region 

UV Ultraviolet  

UVRAG Ultraviolet irradiation resistance-associated gene 

VEGF Vascular endothelial growth factor  

VHL Von Hippel–Lindau protein  

Vps34 Vesicular protein sorting 34  

Wee1 Wee1-like protein kinase 

WT1 Wilms‘ tumor suppressor  

YWHAE Tyrosine 3-monooxygenase/tryptophan 5-monooxygenase activation protein  

 



1 
 

1. Chapter 1: Introduction 

 

1.1 Cell signalling and signal transduction 

 

Cell signalling events control and orchestrate vital cell biological processes such as 

proliferation, differentiation, autophagy and apoptosis (2). Extracellular signals are 

transmitted to intracellular targets either directly or through receptor-mediated signal 

transduction pathways (3). The lipid bilayer structure of biomembranes provide a 

barrier for external signal molecules to communicate with the inside world of a cell. 

The exception to this rule is hydrophobic molecules which are capable of crossing 

this barrier to gain access by diffusion. Hydrophilic molecules that cannot cross the 

biomembranes need assistance from signal transducing receptors to communicate 

with the cell (2). Steroid hormones, thyroid hormone, vitamin D3 and retinoic acid are 

able to diffuse across the plasma membrane owning to their hydrophobic nature (4). 

These molecules are able to directly influence the gene expression of genes by their 

interaction with nuclear hormone receptor and the interaction may cause three 

outcomes: repression, anti-repression and transcription activation (5).  

 

Signalling communication mechanisms require ligand-receptor interactions at the cell 

surface. The signalling molecule acts as a ligand which in turn binds to a structurally 

complementary site on the extracellular- or membrane-spanning domains of the 

receptor. Binding of a ligand to its receptor causes a conformational change in the 

cytosolic domain or domains of the receptor that ultimately induces specific cellular 

responses (Figure 1.1). G protein-coupled receptors (GPCR), cytokine receptors and 

tyrosine kinase receptors are examples of receptors that are involved in conducting 

cell surface communication (2). The GPCRs function as transducers to receive 

messages from a ligand/stimulus and forward the message to an appropriate second 

messenger (6). GPCR is a multidomain membrane spanning receptor (7). The 

tyrosine kinase-linked receptor and the serine/threonine kinase receptor are single 

membrane spanning receptors (4). An example of the tyrosine kinase-linked receptor 

is the epidermal growth factor receptor (EGFR) and the detailed signalling pathway 

is illustrated in section 1.2.1. 

 

There are two types of G proteins, namely the trimeric G proteins and monomeric G 

proteins (8). The former receives information from stimulus and acts as guanine 
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nucleotide exchange factors (GEF) that exchanges guanine diphosphate (GDP) for 

guanine triphosphate (GTP) on G protein α subunit (6). GTP bounded Gα not only 

stimulates Gα activity, but also assists with dissociation of the Gβγ subunit from Gα 

(6). Differences between Gα or Gβγ lie in the various lipid tails which assist them to 

be inserted into the cell membrane (2,9). Activated Gα or Gβγ have their 

distinguished downstream targets. 3‘, 5‘-Cyclic adenosine monophosphate (AMP) is 

a low molecular weight short-lived second messenger signalling molecule which can 

relay information and also responds to G protein (10,11). Cyclic AMP (cAMP) is a 

highly versatile second messenger which is capable of activating many downstream 

effectors. Cyclic AMP-dependent protein kinase A (PKA) is a unique effector that 

responds to cAMP, resulting in the phosphorylation of a large variety of downstream 

target proteins (12). During stress and starvation, liver cells prevent formation of 

glycogen and initiate the process of gluconeogenesis (2,13). Liver cells increase the 

gene expression of rate limiting enzymes eg. glucose-6-phosphatase by activating its 

transcription factor, cyclic AMP response element-binding protein (CREB) via PKA-

mediated signalling pathways (14,15). 

 

Cascade signalling is eventually passed on and is received by effectors which are 

responsible for the actions on change certain gene expression (16).  

 

1.2  Cell cycle signalling 

 

Most cells in an adult human are quiescent, however specialized cells such as the 

hematopoietic system, skin and gastrointestinal mucosa maintain proliferation (17). 

Cell fate is determined by either inherited intrinsic factors (i.e. cell type) or extrinsic 

factors such as environmental factors (i.e. stress). Large numbers of signalling 

systems work in conjunction with each other to control whether or not a cell enters 

the cell cycle, differentiates into different cell types, or undergoes autophagy or 

apoptosis (Figure 1.1). 
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Figure 1.1: The basic principle of cellular signalling. Extracellular signal/stimuli (e.g. 

hormones, neurotransmitters or growth factors) acting on cell surface receptors relay 

information through intracellular signalling pathways that can have a number of 

cellular responses. 

 

The continuity of life depends on punctual and accurate cell proliferation. Cell 

division results in genetically identical daughter cells (18). The mitotic (M) phase is a 

rapid cellular process in comparison to the interphase. If a typical human cell 

undergoes one division in 24 hours, the M phase would take one hour at the most 

(18). Interphase accounts for approximately 90% of the whole cell cycle process and 

is subdivided into the gap one (G1) phase, the synthesis (S) phase and the gap two 

(G2) phase (18). G1 phase is a stage after mitosis when cells get ready for successful 

deoxyribonucleic acid synthesis and G2 is a phase after DNA synthesis when the cell 

plans for successful mitosis (Figure 1.2) (17). The most important outcome for 
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proliferating cells is to copy three billion bases of DNA accurately during S phase 

and to separate the duplicated chromosomes evenly into two daughter cells during 

mitosis (Figure 1.2) (17). A specific, precise and stringent cell cycle regulation 

system is essential for the normal and healthy development of multicellular 

organisms. However, loss of function of any cell cycle control point may lead to the 

production of aneuploid and/or tumor cells (19).   

 

 

Figure 1.2: Cell cycle progression. Quiescent cell (G0) enter the first growth phase 

(G1) upon growth factor stimulation. When the G1 surveillance system restriction 

point (R) and G1 checkpoint permit a cell to proliferate, it gains entry to synthesis 

phase (S). If a cell reaches its second growth phase (G2) and passes the G2 

checkpoint, then the cell is committed to divide into two daughter cells through 

mitosis followed by cytokinesis (figure adapted from http://users.minet.uni-

jena.de/csb/prj/cellcycle/). 

 

The key to unlocking the cell cycle process is the increased expression of cyclin D 

protein in the cytosol. However, cyclins lack enzymatic activities, and thus activation 
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of a cyclin requires binding to a specific kinase subunit, cyclin-dependent kinase 

(CDK) (17). Each cyclin is assigned to a specific CDK to form a complex and carry 

out their enzymatic functions as serine/threonine kinases. The CDK family gene is 

highly conserved across a broad spectrum of phylogeny and its activity is stimulated 

by cyclin-dependent kinase-activating kinases (CAK) and constrained by CDK 

inhibitors (CDKI) (20). Cyclin/CDK complexes are the central cell cycle regulators 

with each complex controlling a specific cell cycle transition.  Extracellular mitogenic 

stimuli such as hormones and growth factors promote the intracellular levels of 

cyclins (D-type) which binds to corresponding CDKs (CDKs 4 and 6) and in turn 

activate quiescent cells to proliferate (17,20). 

 

Non-dividing cells have zero growth (G0) and they only enter the cell cycle after 

receiving mitogenic stimulation such as growth factors (21). There is a complex 

network that cross references numerous signalling pathway systems and stringently 

regulates whether or not a cell enters the cell cycle. The signalling pathways can be 

divided into pro-proliferative, anti-proliferative and surveillance signalling pathways.  

Pro-proliferative pathways such as extracellular-signal-regulated kinase (ERK) 1/2 

(22), Drosophila wingless gene and vertebrate homolog, integrated or int-1 (Wnt)/β-

catenin (23) and phosphoinositide 3-kinase (PI3K) (24) respond to stimulants and 

help cells gain entry to cell cycle by activating genes that control cell proliferation. A 

key event of cell proliferative signalling pathway involves engagement of cyclin D 

which in turn phosphorylates retinoblastoma protein (Rb). The latter leads to 

activation of elongation factor 2 transcription factor (E2F) transcriptional system that 

permits G1/S transition (25,26) (Figure 1.3). Cell cycle progression and G1/S 

transition is facilitated by expression of cyclin E and cyclin A and both of them are 

regulated by E2F (27). Other antiproliferative pathways such as transforming growth 

factor-β (TGF-β) and its downstream effectors mothers against decapentaplegic 

homolog (Smad) transcription factors are able to induce growth arrest at various 

stages of the G1 phase of the cell cycle (28,29) (Figure 1.3). Mitogen-activated 

protein kinase 14 (p38) (22) also prevents cells from entering the cell cycle.  

 

In tumor cells, many genes that are constitutively activated and promote cell cycle 

progression are termed oncogenes. These same genes in normal somatic cells 

function as promoters of the cell cycle, however, they are labelled as proto-

oncogenes since they are not constitutively active and merely has the potential to 

become oncogenes. In contrast, several negative cell cycle elements called the 
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tumor suppressors, which function as down regulators of proliferative genes, are 

often dysfunctional in tumor cells (2). p53 tumor suppressor protects mammals from 

neoplasia by inducing DNA repair, cell cycle arrest and in severe cases, apoptosis in 

response to stress (30). p53 is able to block cell cycle in G1 phase through p21-

mediated pathway. It is also able to block the cell cycle at the G2/M phase by 

inhibiting cell division cycle protein 2 (Cdc2) (30,31). G2/M cell cycle phase inhibition 

is meditated by three transcriptional targets of p53, GADD45, p21, and 14-3-3 (30) 

(Figure 1.3).  

 

 

Figure 1.3: Cell proliferation signalling network. The signalling pathways can be 

divided into pro-proliferative, anti-proliferative and surveillance signalling pathways. 

Wnt/β-catenin and mitogen-activated protein kinases (MAPK) pro-proliferative 

pathways have the ability to phosphorylate Rb and transcription factor E2F permits 

the expression of cyclin E/A thus activates cell cycle G1/S transition. In contrast, the 

anti-proliferative signalling pathway such as TGF-β and its downstream effectors 

Smad are able to induces growth arrest at various stages of the G1 phase. p53 tumor 

suppressor protects mammals from neoplasia by inducing DNA repair, cell cycle 

arrest and in severe cases, apoptosis in response to stress. (Figure adapted from 

Cell Signalling Biology by M. J. Berridge, Module 9) 
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1.2.1 Mitogen-activated protein kinase-mediated cyclin D activation signalling 

 

A specific cellular response is determined by the types of signal/stimuli information 

collected by the cell. Sensors will receive the signal and relay it to the effector for 

gene and/or protein activation. Several genes will respond to the relayed information 

and gene expression will occur. Gene transcription is initiated by RNA polymerase 

binding to the gene promoter region. Transcription factors and co-factors facilitate 

the binding of the promoter region by sensitizing RNA polymerase towards the gene 

of interest (25).  

 

 ―The central dogma of molecular biology deals with detailed residue-by-residue 

transfer of sequential information‖ (32). This information has been simplified to 

―Deoxyribonucleic acid (DNA) -----> ribonucleic acid (RNA) -----> Protein‖. Homo 

sapiens contain 3 x 109 nucleotides in their whole genomic DNA, however, the 

number of genes estimated in the human genomes is  22 333 (33). Only a small 

fraction of DNA in complex organisms such as humans is transcribed to give a RNA 

product. Many of the non-coding regions of a gene serve as regulatory elements. For 

example, cis-acting regulatory elements (resident on DNA that is being transcribed) 

TATA box is acting as the main initiator for the recognition of the gene. Moreover, 

further upstream from the TATA box, the promoter proximal elements such as CAAT 

box and GC box assist with the recognition process. Subsequently, the trans-acting 

elements (mobile regulatory elements) such as transcription factors (TF) recognize 

the cis-acting sequence on DNA thus guiding and activating the RNA polymerase to 

begin transcription (34). The RNA product from transcription is not the final product 

that is used to make polypeptides. The RNA transcript undergoes a series of 

processing modifications such as RNA splicing, 5‘ capping by 7-methylguanosine 

triphosphate and 3‘ tailing by polyadenylation prior to translational process. The 

mature messenger RNA (mRNA) moves to the cytoplasm where ribosomes bind and 

assemble a primary protein chain from the mRNA template (11). 

 

The activation of cyclin D gene via MAPK pathway upon growth factor stimulation is 

explained by emphasizing only the essential points on the pathway. Details of cyclin 

D gene activation may serve as an example to illustrate the complexity of cascade 

information relay (Figure 1.4).   
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Non-dividing cells in G0 phase can enter the G1 cell cycle phase when extracellular 

mitogens are present and bind to a suitable receptor. Many mitogens are well known 

and epidermal growth factor (EGF) will be discussed below as an example. 

Epidermal growth factor binds to the extracellular domain of epidermal growth factor 

receptor (EGFR) which is a transmembrane protein (35). The epidermal growth 

factor receptor belongs to the EGF factor family of receptor tyrosine kinases (RTKs) 

family or EGFR family of protein tyrosine kinase-linked receptors (PTKRs) (36). The 

stimulant-receptor interaction promotes both homo- and heterodimerization of the 

EGF receptor subunits in the cytosol. Dimerization and activation of EGFR are 

mechanistically indistinguishable events (37).  

 

Ligand binding results in receptor dimerization, trans-phosphorylation and 

subsequent activation of downstream signalling (38). Tyrosine autophosphorylation 

is triggered by ligand-induced non-covalent oligomerization of monomeric receptors 

(i.e. dimerization of receptors). Autophosphorylation of tyrosine residue enhances 

the catalytic activity by recruiting downstream signalling proteins such as v-src avian 

sarcoma (Schmidt-Ruppin A-2) viral oncogene homolog (Src) homology 3 (SH3)-

containing adaptor growth factor receptor-bound protein 2 (Grb2) (39). Grb2 adaptor 

protein provides a critical link between cell surface growth factor receptors and the 

rat sarcoma-related (Ras) signalling pathway with its SH2 and SH3 domains 

respectively (40). Grb2 SH2 domain binds to the region of the EGFR containing the 

phosphorylated tyrosines and its SH3 domain is used to recruit Son-of-sevenless 

(SoS) (41) (Figure 1.4).  

 

Ras is a GTPase which belongs to a large family of monomeric G proteins which 

plays an important role in GTP-dependent cell signalling (42). Ras is inactive when 

bound to GDP. SoS and Ras guanine nucleotide exchange factor (RasGEF) function 

as facilitators for the exchange of GDP for GTP. Once it is associated with the EGF 

receptor, SoS comes into contact with Ras and can begin to facilitate the exchange 

of GDP for GTP (42). Subsequently, the Ras/GTP complex may stimulate various 

signalling pathways such as the MAPK signalling pathway and the PI3K pathway 

(43). 

 

In the case of the MAPK signalling pathway, Ras has the ability to activate the 

rapidly accelerated fibrosarcoma (Raf) protein kinase which is part of a multi protein 

complex in the MAPK pathway. Raf is the main MAPK kinase kinase (MAPKKK) 
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which phosphorylates two serine residues on the MAPK kinase (MAPKK) MAPK 

ERK kinase (MEK) (43). The latter will relay the information on by phosphorylating 

the tyrosine and threonine residues of MAPK components of ERK (43). The cascade 

component of MAPKKK, MAPKK and MAPK (Raf-MEK-ERK) are held together by 

membrane surface scaffolding protein kinase suppressor of Ras 1 (KSR1) (44) 

(Figure 1.4). After phosphorylation of the ERK at the cell membrane, it diffuses into 

the nucleus where it activates numerous transcription factor genes by 

phosphorylation. Myelocytomatosis transforming virus (Myc) gene is one of the 

downstream targets and it is regarded as the master gene which controls about 15% 

of all gene regulations in the cell, both positive and negative (45).  

 

One of the most striking findings over the recent years has been the discovery that 

the expression of Myc protein contributes to almost every aspect of tumor cell 

biology (46-48). Myc belongs to the family of helix–loop–helix (HLH) leucine zipper 

proteins which does not exist in monometric form in vivo (47). Instead, it forms a 

heterodimer with Max which exists in excess to Myc stoichiometrically (47). 

Furthermore, Max also binds to Mad, Mxi1 and Mnt. All the different combinations of 

heterodimers will bind to the same enhancer box (E-box) DNA sequence 5‘-

CACA/GTG-3‘ to exert their regulatory function. The Myc-Max protein complex 

promotes the activation of the cell cycle genes by activating the expression of cyclin 

D and cyclin dependent kinase 4 (CDK4) expression. Meanwhile it represses CDK 

inhibitors  p27, p21 and p15 gene expression (47). The Mad-Max or Mnt-Max 

heterodimers, however, inhibit cell proliferation by placing Myc-Max on an E-box 

sequence in resting or differentiated cells (49). The gene‘s repression effects are 

accomplished by Mad/Mnt-Max dimeric complex recruiting the switch independent 

co-repressor 3 (SIN3) (47,50). The SIN3 adaptor protein hosts a complex which 

contains histone deacetylases (HDAC) which prevents chromatin exposure, thus 

inhibiting gene transcription (50) (Figure 1.4).   

 

When Myc expression is increased by MAPK mediated RasGTPase activation, the 

―on‖ mechanism Myc-Max heterodimers replaces the ―off‖ Mad/Mnt-Max complex 

(51). Binding of Myc-Max to the E-box provides a platform for various co-activators to 

bind and ultimately to open up coiled chromatin (47). The accessibility of certain 

genes depends on chromatin remodelling by acetylation and the enzyme that 

acetylates histone is called the histone acetyltransferases (HAT). CREB-binding 

protein (CBP)/p300 are examples of HAT (52). The stability of Myc protein is post-
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transcriptionally regulated via the Ras-dependent signalling pathway. The 

phosphorylation status of Thr58 (53) and Ser62 (54) determines the fate of the protein. 

Phosphorylation at Ser62 stabilizes Myc protein, however, at Thr58 destabilizes it. Ras 

phosphorylates Myc Ser62 through the MAPK/ERK pathway (47). Glycogen synthase 

kinase-3 (GSK3) destabilizes Myc by phosphorylating it at Thr58 (47) Ras also 

indirectly stabilizes Myc by inhibition of GSK3 through PI3K signalling (47). 

Subsequently, the degradation of Myc protein is accomplished by the ubiquitin-

proteasome system (UPS) (48) (Figure 1.4). 
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Figure 1.4: Mitogen-activated protein kinase mediated activation of the cell 

proliferation gene expression. Epidermal growth factor receptor (EGFR) is 

autophosphorylated in the cytoplasm when epidermal growth factor (EGF) ligand 

binding occurs at the extracellular matrix. EGFR autophosphorylation recruits 

adaptor protein Grb2 which in turn attracts SOS. Subsequently, SOS exchanges Ras 

GDP to GTP, thereby activating the MAPKKK (Raf), MAPKK (MEK) and MAPK (ERK) 

pathway. As a result, Myc protein is produced and it exchanges Mad/Mnt and binds 

to Max to form a complex which acetylates the chromatin to facilitate chromatin 

remodelling. Several Myc target genes such as Cyclin D, CDK4 that are vital for cell 

proliferation, are activated by this pathway. 
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1.2.2 Gap one phase, Synthesis phase, Gap two phase and their checkpoints  

 

The central components of the cell cycle signalling are the series of cyclins and 

CDKs in various combinations with each other. Each cyclin/CDK combination 

controls a different stage of cell cycle and driving the cycle forward. In early G1 

phase, cyclin D protein expression increases and it interacts with CDK4/6 to form a 

complex in the cytoplasm (55). The cyclin D/CDK4/6 then moves into the nucleus 

where CAK phosphorylates and activates the cyclin D/CDK4/6 complex (56). The 

activated cyclin D/CDK4/6 complex has the ability to phosphorylate Rb which inhibits 

the transcription of cell cycle related genes under G0 status (Figure 1.5). Rb is one of 

the vital gate-keepers repressing the transcription of cell cycle related genes (26). A 

key event at the restriction point (R) is the phosphorylation of Rb which stimulates its 

dissociation from elongation factor 2 (E2F) transcription factor 1 (E2F1) and HDACs, 

thus promoting chromatin remodelling and transcription of downstream genes (2,26) 

(Figure 1.5). Cyclin E, cyclin A, E2F and cell division cycle 25A (Cdc25A) are of vital 

importance to propel cell cycle forward and the expression of these genes are 

activated by the Rb/E2F signalling mediated pathway (27). Furthermore, cyclin 

D/CDK4/6 also phosphorylates p107 and p130, which deactivate the repression 

activity of E2F4/5 for cyclin E gene transcription (57).  

 

Subsequent cell cycle progression from G1 to S phase depends on the level of Rb 

hyper-phosphorylation. Cyclin E/CDK2 maintains the phosphorylation status of Rb in 

G1 and ensures G1 progression towards the commitment step of DNA replication (58). 

In return, this process sets up a positive feedback cycle whereby phosphorylated Rb 

activates cyclin E expression itself, as well as transcription factors E2F1, 2 and 3. 

Furthermore, cyclin E/CDK2 plays an important role with regards to assisting the cell 

in making critical decisions about their fate throughout the G1 phase. Cyclin E/CDK2 

phosphorylates one type of histone acetyl transferase CREB-binding protein 

CBP/p300, so that it helps to open up chromatin for transcription of many genes that 

are essential for DNA synthesis in the S phase (59) (Figure 1.5). In addition to its 

function of chromatin remodelling, it also increase gene transcription of histones 

which are essential components of eukaryotic chromosomes and play a crucial role 

in the maintenance of chromosomal integrity.  

 

The stimulation of histone gene transcription is achieved by cyclin E/CDK2 mediated 

nuclear protein mapped to the ataxia telangiectasia locus (NPAT) transcription factor 



13 
 

activation (60). Furthermore, cyclin E/CDK2 contributes to centrosome duplication by 

phosphorylating nucleophosmin (NPM) which is associated with unduplicated 

centrosomes (61). Cyclin E/CDK2 activity has also been demonstrated to inhibit the 

pro-apoptotic function of forkhead box O1 (FOXO1) by phosphorylating Ser249 of 

FOXO1 (59). Cyclin A plays a major role in the control of DNA replication in 

mammalian cells and assists with the onset of S phase entry (62). 

 

The regulation of cyclin E/CDK2 activity is complex and performed via three different 

systems. Cdc25A, a dual-specific phosphatase, activates CDK2 by 

dephosphorylation (63,64). There are two ubiquitin-proteasome pathways that are 

involved in abrogation of cyclin E/CDK2 activity. The BTB-Cul-3-Rbx1 (BCR) 

ubiquitin ligase labels the monomeric unbounded cyclin E (59,65), meanwhile the F-

box and WD40 domain protein 7 (Fbw7) component of a Skp1-Cullin1-F-Box protein 

(SCF)-type E3 ligase complex (SCFFbw7) is responsible for the degradation of 

phosphorylated cyclin E which is part of the cyclin E/CDK2 complex (66,67) (Figure 

1.5). In addition to previously described regulatory mechanisms, cyclin E/CDK2 

catalytic activity can be inhibited by CDK interacting protein/Kinase inhibitory protein 

(Cip/Kip) inhibitors p27kip1 (68) and p21Cip1 (69).  

 

There are two main categories of CDK inhibitor, namely the inhibitor of kinase 

4/alternative reading frame (INK4/ARF) inhibitors and the Cip/Kip inhibitors that 

positively and negatively regulate the CDK activity (20) (Figure 1.5). Four members 

of the INK4 family p16INK4A (70), p15INK4B (71), p18INK4C (72), p19INK4D (73), as well as 

three members of the Cip/Kip family p27kip1 (56), p21Cip1 (74) and p57kip2 (75) have 

been discovered (20).  Members of the INK4 family specifically inhibit the activity of 

CDK4 and CDK6 in G1 phase, whereas Cip/Kip members inhibit a broader spectrum 

of cyclin/CDK complexes throughout the cell cycle (73,76,77).  

 

Surprisingly, the same locus INK4a that produced the INK4 family proteins contains 

an overlapping gene named the ARF gene. The INK4a/ARF locus contains two 

separate promoters, each produces a different transcript. RNAs from exon 1 

(INK4a/ARF gene) are alternatively spliced to either 1α or 1β, followed by the 

common exon 2 and 3 (78,79). ARF transcription factor encodes p19ARF in mouse or 

p14ARF in humans (79,80). The main function of mouse p19ARFor human p14ARF is to 

act upstream of p53 tumor suppressor protein, releasing it by inhibition of mouse 

double minute 2 (MDM2) which is associated with p53 (78). The ARF promoter is 
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activated when cells experience sustained proliferative signalling and these signals 

may be induced by overexpression of oncogenes such as the Myc, Ras and 

adenovirus E1A. Thus, ARF has ability to sense hyperproliferative signals and relay 

the information to activate p53 to protect the integrity of the genome (78). 

 

The p53 protein is one of the mostly studied cell surveillance systems and its level is 

kept low in non-stressed cells by Mdm2 (81). Mdm2 protein binds to p53 and 

interferes with p53‘s ability to trans-activate target genes (82). Mad2 also contributes 

to p53 degradation because it demonstrates intrinsic ubiquitin ligase activity (83). 

When cells encounter stress, one of the coping mechanisms is to activate the p53 

surveillance system. If DNA is damaged, either by exogenous agents such as 

chemicals, ultraviolet (UV) and ionizing radiation (IR) or endogenous agents such as 

reactive oxygen species (ROS), cell cycle progression is arrested (Figure 1.5). 

Special protein complexes are able to sense the DNA damage. For example, Ku70-

Ku80, MRN complex (meiotic recombination protein 11 (MRE 11), RAD50 and 

Nijmegen breakage syndrome protein-1 (Nbs1)) are utilized to sense double-

stranded DNA damage (84) and replication protein A (RPA) for single-stranded DNA 

lesions or unreplicated DNA (85). These ―sensors‖ relay information directly or 

indirectly to p53 protein. In the case of indirect information transduction, a transducer 

such as ataxia-telangiectasia mutated (ATM) or ataxia-telangiectasia and Rad3-

related (ATR) is activated in response to double- and single-stranded damage 

respectively (86). Subsequently, check-point kinase 1 (Chk1) and/or check-point 

kinase 2 (Chk2) are activated through ATM and/or ATR phosphorylation respectively 

(87). In response to genotoxic stress, p53 accumulates in the cell and induces the 

p21Cip1-mediated inhibition of Cyclin D/CDK4/6 (20,88). If the Cyclin-D/CDK complex 

is inhibited, Rb protein is hypo-phosphorylated and is tightly bound to the 

transcription factor E2F, inhibiting its activity. 

 

During normal cell division, cyclin E/CDK2 and Cyclin A/CDK2 peak in G1-S and S 

phase respectively, thus illustrating their pivotal role in initiation of DNA replication. 

The initiation of DNA replication during S phase takes place at the origins of 

replication (OR) and there are multiple sites of OR that occur on the chromosomes 

simultaneously (89). Eukaryotic DNA replication is a complex multistep process 

whereby prereplicative complexes first recognize the initiation site for DNA 

replication licensing, followed by the assembly of multiple protein attachment such as 

RPA and DNA polymerases (89). OR contain consensus sequences for origin 
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recognition complexes (ORC) to bind. Subsequently, DNA-bound ORC attract and 

associate with Cdc6, Cdt1 and members of the minichromosome maintenance 

(MCM) family for the formation of prereplicative complex (licensing stage) (58,90).  

 

The licensing stage begins with recruiting of Cdc6 to the ORC and the Cdc6 is 

synthesized during G1 under the transcription control of E2F. Afterwards, Cdt1 binds 

to the Cdc6-ORC complex on chromatin and is essential for MCM protein loading. In 

turn, MCMs 2-7 are loaded onto the prereplicative complex and interact with each 

other to form a hexameric multiprotein complex which functions as a replicative 

helicase. DNA replication prereplicative complex installation is completed and the 

specific chromatin where the complex is situated is considered licensed. Shortly after 

the replication process begins, cyclin A/CDK2 complex phosphorylates Cdc6 for the 

prevention of re-replication (58,89,90). 

 

Cdc45 is an essential regulatory factor for replication as it bridges between 

prereplicative complexes and recruits essential replication proteins such as DNA 

polymerase and RPA. The loading of Cdc45 onto the origin depends on the activities 

of activator of S phase kinase (ASK)/DBF4, Cdc7, cyclin E/CDK2 and cyclin A/CDK2 

proteins (91). DNA begins to unwind at the origin of replication after Cdc45 loading 

and is stabilized by RPA at each separated strand (92).  

 

For cells that are past the restriction point and near S phase, the key target for the 

G1/S checkpoint signalling is the cyclin E/CDK2 complex. As previously mentioned, 

the ATM/ATR transducer mediate the pathway between the genotoxic stress signal 

to the Chk2 or Chk1 effector protein by phosphorylation. The downstream effects of 

the Chk2/Chk1 pathway are phosphorylation of Cdc25A and reduce its level by 

degradation through the UPS. Cdc25A is a phosphatase used to remove inhibitory 

phosphates on substrate CDK2 for its activation. Furthermore, CDK2-dependent 

Cdc45 loading is also interrupted by G1/S transition signalling.   

 

Once S phase is completed, the cell transits through the G2 phase and prepares for 

mitosis. After duplication of the genome in S phase, the cell enters into G2 phase 

where cyclin B/CDK1 complexes form and are kept inactive. Wee1-like protein 

kinase (Wee1) and myelin transcription factor 1 (Myt1) kinases exert inhibitory effect 

on cyclin B/CDK1 complex throughout the G2 phase by phosphorylation (93,94) 

(Figure 1.5). Wee1 phosphorylates CDK1 of the complex at Tyr15 inside the nucleus 
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meanwhile Myt1 phosphorylates it at both Tyr14 and Tyr15 in the cytosol (95,96). In 

addition, cyclin B/CDK1 complexes are kept in the cytosol during the G2 phase with 

the assistance of cytoplasmic retention signal (CRS) that has a nuclear export signal 

(NES) responsible for chromosome region maintenance 1 (Crm1) (97,98). 

 

As the cell cycle progresses towards the G2 – M transition stage, Cdc25B/C 

phosphatases remove the phosphates on cyclin B/CDK1 thus activating it (99). 

Removing phosphate on cyclin B/CDK1 is a complex process which initially involves 

the activation by Cdc25B (100). A second phosphatase Cdc25C is activated by 

CDK1, as well as Polo like kinase (Plks) phosphorylation (101). Activated Cdc25C is 

then able to remove a phosphate on the primed cyclin B/CDK1 complex. The 

dephosphorylated (active form) cyclin B/CDK1 complex, alternatively named mitosis 

promoting factor (MPF), is capable of entering the nucleus, where it activates 

chromosome condensation, nuclear envelope breakdown (NEB) and spindle 

assembly for mitosis (95,102).  

 

DNA lesions must be repaired to prevent loss or incorrect transmission of genetic 

information to daughter cells. During S and G2 phases, the double-strand DNA break 

is readily repaired by homologous recombination (HR) using the intact sister 

chromatid. As cell cycle progresses into G2/M phase, homology search becomes 

increasingly difficult because chromosomes are condensed (103). The coordination 

of the DNA-repair pathway and the cell cycle is controlled through different cell-cycle 

activities, such as DNA-dependent protein kinase (DNA–PK), ATM, and ATR  

kinases that lead to the activation of p53, Chk1 and Chk2 (104). The downstream 

target of Chk1/2 is the Cdc25C, which is required to activate cyclin B/CDK1 

complexes in G2/M phase. Chk1/2 mediated phosphorylation of Cdc25C creates a 

binding site for 14-3-3 rho protein, thus facilitating the inhibition of Cdc25C by 

sequestering it in the cytoplasm (Figure 1.5).  

 

Phosphorylation of p53 by the ART pathway dissociates it from MDM2 and activates 

its DNA binding activity. Several genes which are involved in G2/M checkpoint are 

expressed by p53 transcription factor. These genes include 14-3-3 rho, GADD45 and 

p21. 14-3-3 binds to the phosphorylated cyclin B/CDK1 and exports it from the 

nucleus. GADD45 acts together with the Wilms‘ tumor suppressor (WT1) to 

dissociate the cyclin B/CDK1 complex by binding to the CDK1 portion. As previously 
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mentioned, p21 is an inhibitor of cyclin-dependent kinases including CDK4/6 and 

CDK1 (105). 
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Figure 1.5: Cell cycle signalling gap one phase, DNA synthesis phase, gap two phase and their checkpoints. In G1, a key event at the restriction point is 

the phosphorylation of Rb which stimulates its dissociation from elongation factor 2 (E2F) transcription factor 1 (E2F1) and HDACs, thus promoting chromatin 
remodelling and transcription of downstream genes: cyclin E, cyclin A and Cdc25A. The initiation of DNA replication during S phase takes place at the origins 
of replication. If DNA is damaged, cell cycle progression is arrested and this information is relayed to p53 or ataxia-telangiectasia mutated (ATM)/ ataxia-
telangiectasia and Rad3-related (ATR) pathways. In response to genotoxic stress, p53 accumulates in the cell and induces the p21

Cip1
-mediated inhibition of 

Cyclin D/CDK4/6. Once S phase is completed without error, the cell enters into G2 phase. In G2, cyclin B/CDK 1 is dephosphorylated by Wee1, Myt1 and 
Cdc25B/C for its activation and gain mitosis entry. Cdc25B/C phosphatases remove the phosphates on cyclin B/CDK1 thus activating it.  
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1.2.3 Mitosis and spindle assembly checkpoint 

 

The final phase of the cell cycle begins when cells leave the G2 phase and enter the 

M phase. Successful cell division is largely dependent on the signalling between the 

MPF, mitotic spindle checkpoint signalling and anaphase-promoting complex (APC) 

(95). The active cyclin B/CDK1 complex contributes toward prophase, pro-

metaphase and metaphase by playing an important role in chromosome 

condensation, nuclear envelope breakdown and spindle assembly respectively (106). 

Anaphase sister chromatids separation, spindle disassembly, as well as telophase 

cytokinesis are processes regulated by the APC. Before the sister chromatids 

separate in anaphase, the cell has to ensure all its chromosomes are aligned 

properly on the metaphase plate and are attached to the spindle via kinetochores 

(107). The unattached spindles of the cell in M phase sends out a signal by means of 

the mitotic spindle checkpoint signalling to the APC to inhibit APC‘s activity until all 

spindles are attached (107). Cyclin B/CDK1 kinase activity must be reduced towards 

the end of mitosis and the reduction relies on cyclin B destruction. When all the 

chromosomes are attached to kinetochores, the mitotic spindle assembly checkpoint 

(SAC) complex is removed by dynein, thus removing its inhibition activity on APC 

(108). Subsequently, APC degrade cyclin B and securin to activate chromosome 

separation. The detailed molecular mechanisms of the mitosis entry, exit and spindle 

checkpoint signalling are discussed below and illustrated in Figure 1.6.        

 

Previously, the different cyclins and their corresponding CDKs function and 

regulation have been illustrated throughout the cell cycle progression. One of the key 

events which determine the success of the eukaryotic cell signalling is protein 

phosphorylation status. Protein phosphorylation changes its functional status and it 

is rapid as well as energetically inexpensive. Even though protein phosphorylation is 

advantageous, cells also require a more robust mechanism for altering the protein 

landscape to remove unwanted proteins in sequential manner. The UPS is such a 

system where it labels proteins via its three subunits E1, E2 and E3 for degradation 

at the 26S proteasome complex. The tagging of a substrate by the UPS is a 

concerted effort between the ubiquitin activating E1 subunit, ubiquitin conjugating E2 

subunit and the E3 ligases which facilitate the transfer of ubiquitin from E2 to the 

substrate. The Really Interesting New Gene (RING) E3 ligase acts as a scaffold 

protein that holds E2 with its RING-finger domain and transfers the ubiquitin to lysine 

residue on the substrate (109).  
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There are two RING-E3 ligases that control the cell cycle: SCF and APC 

(alternatively cyclosome). The SCF E3 ligase control the transition from G1/S and 

G2/M (110), meanwhile the APC is primarily required for mitotic exit (109,111). 

Anaphase-promoting complex is an ubiquitin ligase responsible for the destruction of 

cyclin B at the end of mitosis. The APC ubiquitin E3 ligase complex is comprised of 

at least 15 subunits and two co-activators, Cdc20 and Cdh1 (109). Unlike the SCF 

E3 ligase complex which contains F-box subunit for substrate recognition, the APC 

complex demonstrates no such a modular control, therefore associates with co-

activators for substrate recognition (112). Furthermore, the activation of APC by 

Cdc20 must be controlled stringently to prevent premature initiation of anaphase 

because errors in chromosome segregation can lead to the formation of aneuploid 

daughter cells (113). The precise assembly and activation of the APC complex (with 

its co-activator) is regulated by phosphorylation. The binding of co-activator Cdc20 to 

APC is achieved by cyclin B/CDK1 (alternatively MPF) phosphorylation of APC 

subunits Apc3/Cdc27, Apc6/Cdc16, and Apc8/Cdc23 (114). At the same time, cyclin 

B/CDK1 or MPF phosphorylates the other co-activator Cdh1 to prevent its function 

(96). 

 

The successful binding of co-activator Cdc20 to APC by cyclin B/CDK1 (MPF) 

mediated phosphorylation does not necessarily mean that this complex is active 

(115,116). The spindle assembly checkpoint is a dynamic surveillance system known 

to inhibit APC function until all the chromatid pairs are correctly aligned on the mitotic 

spindle (117). The spindle assembly checkpoint signalling is activated by Aurora 

kinase B which senses tension from the kinetochores that are incompletely attached 

to spindles (107). In turn, Aurora kinase B recruits budding uninhibited by 

benzimidazoles 1 (Bub1), monopolar spindle 1 (MPS1) and the Rod-Zw10-Zwilch 

complex (RZZ) complex to the active site (118). Bub1, MPS1 and RZZ together 

recruit mitotic arrest deficient (MAD) 1 to the kinetochore site. Mad1 attached to a 

kinetochore attracts Mad2 in a closed enzymatic conformation (118). This Mad1 

bounded Mad2 (closed) catalyzes an important reaction which converts the Mad2 

open conformation to the Mad2 closed conformation (119). The purpose of Mad2 in 

a closed conformation is that it is able to form a complex with BubR1/Mad3/Bub3 

which phosphorylates and inhibits the activity of Cdc20 on APC (118). The inhibition 

effect of the mitotic spindle assembly checkpoint complex is removed upon complete 

spindle attachment to the kinetochore.   
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Various other mechanisms also exist to control the catalytic activity of APC. 

Stegmeier and co-workers (2007) demonstrated that before Cdc20 can be activated, 

it must be polyubiquitinated by a combined effort from UbcH10 (E2) and APC itself 

(E3) (120). Hansen et al. (2004) showed the Plk1 regulates activation of the APC by 

phosphorylating and triggering SCF-dependent destruction of the APC inhibitor early 

mitotic inhibitor (Emi1) (121). When APC is fully activated it ubiquitinates cyclin B for 

UPS degradation, consequently releasing CDK1. The unbounded CDK1 no longer 

exert the inhibition effect on the Cdh1, thus allowing co-activator Cdh1 to bind to 

APC (113). Subsequently, securin can be labelled by APCCdc20 and APCCdh1 for UPS 

degradation (122). Sister chromatids are held together at the centromere by cohesin 

that is part of the kinetochore. Securin is an enzyme which binds to separase that is 

responsible for hydrolysing cohesin molecules (117). This separation of the 

chromosome is the hallmark of anaphase and the final process of mitosis is 

cytokinesis, which cleaves the mitotic cell into two daughter cells.  
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Figure 1.6: Mitosis and spindle assembly checkpoint.  Wee1 and Myt1 kinases exert inhibitory effect on cyclin B/CDK1 complex throughout 

the G2 phase by phosphorylation. The binding of co-activator Cdc20 to APC is achieved by cyclin B/CDK1 (MPF) phosphorylation of APC 
subunits. However, cyclin B/CDK1 (MPF) phosphorylates the other co-activator Cdh1 to prevent its function. The sister chromatids separation 
in anaphase, spindle disassembly, as well as telophase cytokinesis are regulated by APC. Before the sister chromatids separate, the cell has to 
ensure all its chromosomes are aligned on metaphase plate and are attached to the spindle via kinetochores. The unattached spindle of the 
cell in M phase sends out a signal by means of the mitotic spindle checkpoint signalling to the APC to inhibit APC‘s activity until all spindles are 
attached. Cyclin B/CDK1 kinase activity must be reduced towards the end of mitosis and the reduction relies on cyclin B destruction. When all 
the chromosomes are attached to kinetochores, the mitotic spindle assembly checkpoint (SAC) complex is removed by dynein, thus removing 
its inhibition activity on APC. Subsequently, APC degrade cyclin B and securin to activate chromosome separation.   
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1.3  Programmed cell death 

 

Cells enter programmed cell death when all the surveillance systems failed to protect 

its genome integrity (123). Programmed cell death is the last option to protect the 

cell‘s genome integrity and stability. Many cells became cancerous because their 

programmed cell death pathway signalling is impaired (124). In a multicellular 

organism, regulated programmed cell death such as apoptosis and autophagy are 

vital to the organism‘s development. Necrosis, however, is one type of uncontrolled 

non-programmed cell death which is usually accompanied by swelling and may 

cause serious health issues (123,125). 

 

Since De Duve and his collaborators discovered peroxisomes and lysosomes in the 

1960s (126,127), a number of publications emerged in the 1970s related to 

programmed cell death to lysosomal activity and autophagy (128). The term 

‗apoptosis‘ was coined first in 1972 in a paper published by Kerr, Wyllie, and Currie 

(129). A breakthrough in the field of apoptosis came in 1977 when Caenorhabditis 

elegans was developed as a model organism to study the genetic basis of cell death 

by Sulston and Horvitz (130). 

 

Programmed cell death, therefore, may be defined as a strictly regulated energy-

dependent process that regularly requires gene activation, often shares a certain 

degree of morphological similarities, and the process plays a unique role in 

homeostasis, development and neoplasia (125). Besides apoptotic, autophagic and 

necrotic cell death, other forms of programmed cell death also exist. Aponecrosis 

(131), paraptosis (132) and ferroptosis (133) are examples of nonapoptotic cell death 

discovered in recent years. 

 

1.3.1 Apoptosis 

 

Morphological and biochemical features of apoptosis 

 

Apoptotic cells undergo a series of distinctive morphological changes and begin with 

cell shrinkage and clumping of the chromosomes (pyknosis) (125). An apoptotic cell 

will begin to reduce its size followed by cytoplasm condensation and the appearance 

of asymmetry of the plasma membrane become visible (129,134). Eventually small 
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pieces of cell membrane will bud off to form apoptotic bodies (129,134). A simple 

histological examination with light microscopy and haematoxylin and eosin staining 

can demonstrate the morphological changes mentioned above (135). Haematoxylin 

stains nucleic acids with a deep blue-purple colour and the rest of the cells can be 

contrasted and visualized with a pink eosin stain which binds non-specifically to 

protein (135). The apoptotic cell appears shrunken with a more condensed 

cytoplasm when compared to surrounding healthy cells. Furthermore, the dark 

purple condensed nuclear chromatin stain, as well as dark pink eosinophilic 

cytoplasmic stain could be observed (125).  Transmission electron microscopy (TEM) 

is able to detect the ultra-structural changes within the cell. Irregular cell outlines, 

extrusion of membrane-bound cytoplasm containing organelles, fragmented nuclei 

and increased density of microvilli are typical morphological observations from TEM 

micrographs of apoptotic cells (125,136).    

 

Most of the morphological characteristics of apoptosis mentioned above are caused 

by a class of aspartate-specific cysteine proteases in active apoptotic cells (137). 

Proteases of this class of are homologous to each other and they form part of the 

caspase family which are catalytically-dormant proenzymes in nonapoptotic cells 

(137). Caspases-mediated apoptotic cell death is initiated by the formation of death-

inducing signalling complex (DISC) which is followed by stimulation of the extrinsic 

death receptor pathway (138,139). Alternatively, the intrinsic/mitochondrial 

caspases-mediated apoptosis pathway may be triggered by the formation of the 

apoptosome which is composed of cytochrome c, apoptotic protease activating 

factor 1 (Apaf-1) and procaspase 9 (140). Thereafter, these complexes recruit 

effectors to activate the initiator caspases 2, 4, 8, 9 and 10. Subsequently, a sub-

class of caspases namely the executioner caspases (3, 6 and 7) are activated via 

cleavage and ready to exert their proteolytic action on variety of targets which results 

in the apoptotic phenotype (139). A key regulator which controls the 

intrinsic/mitochondrial apoptotic pathway is the B cell leukaemia-2 (Bcl-2) family anti- 

and pro-apoptotic proteins. This family regulates the release of apoptogenic 

elements from the mitochondria such as inhibitor of apoptosis (IAPs), caspase-

activated DNase (CAD) and cytochrome c (137,139). Mitochondria are not the only 

organelles involved in the intrinsic activation of apoptosis. The endoplasmic 

reticulum stress pathway can result in the activation of caspase-12 (141) and the 

lysosomes may secrete cathepsins to exert direct damage on mitochondria or 

interact with Bcl-2 family proteins (142). In addition, apoptosis may occur at caspase-
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independent manner, which includes perforin/granzyme pathway, endonuclease G 

and apoptosis inducing factor (AIF) (125). 

 

Caspases 

 

Much of the attention related to apoptotic cell death is focused on the central 

executioners: caspases (138,139). This family of protein is highly conserved across 

phylogenies through evolution which illustrates their important function in apoptosis 

(143). In 1993, two caspase related genes ced-3 from C. elegans and mammalian 

caspase-1 gene from humans were independently identified (144). There are 11 

human caspase genes discovered up to date, caspase 1, -2, -3, -4, -5, -6, -7, -8, -9, -

10 and -14. Caspases can be classified into two subfamilies: pro-apoptotic caspases 

(caspase 2, -3, -6, -7, -8, -9 and -10) and pro-inflammatory caspases (caspase 1, -4, 

-5, -11 and -12) (144). Furthermore, those caspases that are mainly involved in 

mediating cell death signalling can be subdivided again into the initiator caspases 

(caspase 2, -8, -9 and -10) and executioner caspases (caspase 3, -6 and -7) (144). 

Regardless of origins and subfamilies, all known caspases possess a cysteine at the 

catalytic active-site which recognizes at least four contiguous amino acids in their 

substrate including an aspartic acid residue at the C-terminal (137,144). A number of 

substrates containing aspartic acid residues such as nuclear lamins, fodrin, p21 

protein (Cdc42/Rac)-activated kinase 2 (PAK2) and DNA fragmentation factor 

subunit 45 (DFF45) are cleaved by caspases (145). Caspase-activities can be 

negatively regulated by the inhibitor of apoptosis (IAP) family. IAP proteins contain 

baculovirus IAP repeat(s) (BIRs) which allow them to bind and exert inhibition 

activities on caspases (146). At the end point of either intrinsic or extrinsic signalling 

pathways, the apoptotic process continues toward the execution phase. The ultimate 

goal of apoptosis is the activation of endonuclease or proteases that will degrade 

nuclear material and cytoskeletal proteins respectively (125,147).  
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Caspase-independent inducers of apoptosis 

 

Cathepsins, calpains, granzymes, endonucleases and AIF are non-caspase 

hydrolases that are effectors of apoptosis (148). AIF and endonuclease G are 

proteins released from the mitochondria during apoptosis which act on DNA directly 

(DNA fragmentation) in a caspase-independent manner (149,150) (Figure 1.8). Pro-

apoptotic factors such as AIF and Endo G released from the mitochondria are part of 

the caspase independent pathway and are directly involved in nuclear DNA 

degradation. These factors are only active once the cell is already committed to die. 

The ‗stage I‘ nuclear condensation occurs when AIF translocates to the nucleus and 

fragments DNA into approximately 50 – 300 kb pieces (125,151). Endo G is another 

caspase-independent mitochondrion-specific nuclease that translocates to the 

nucleus during apoptosis and functions to cleave chromatin DNA (152).   

 

Cathepsins, including cathepsin B, D and cathepsin L, are proteases that are linked 

to apoptosis and are associated with mitochondrial membrane permeability, 

chromatin condensation, the degradation of the intracellular matrix, the processing of 

procaspases, and the externalization of PS on the plasma membrane of apoptotic 

cells (153). Under normal physiological conditions, cathepsins are located 

intralysosomally. Under stressful conditions, cathepsins are released from 

lysosomes where they participate in pro-apoptotic processes (153). 

 

Calpains are cysteine proteases that reside in the cytosol and are activated by 

increases in free intracellular Ca2+ (154). The M-calpain is able to activate caspase-

dependent apoptotic pathways by activating caspase 12 which in turn activates  

downstream apoptotic pathways (155). Caspase-independent DNA fragmentation is 

also induced by granzyme B by directly cleaving inhibitor of caspase-activated 

DNAse CAD (ICAD), allowing caspase-activated DNAse CAD (CAD) to trigger 

nucleosomal DNA fragmentation (156). Pro-apoptotic Bcl-2 family members BH3-

interacting domain death agonist (Bid) and Bcl2-associated X protein (Bax) can be 

cleaved and activated by granzyme B, causing mitochondrial membrane 

permeabilization and caspase-dependent apoptosis (157). 
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Extrinsic apoptotic pathway 

 

The extrinsic apoptotic pathway is initiated via ligands and specific receptor binding 

interactions. These transmembrane receptors are called death receptors and they 

typically contain an extracellular ligand binding domain and a cytoplasmic ―death 

domain‖ which interacts with associated proteins and together cause downstream 

death signal transduction effects (125). The most well-known death receptor families 

are Fas (DR2, Apo-1 or CD95), tumor necrosis factor receptor 1 (TNFR1, also 

known as DR1, CD120a, p55 or p60), DR3 (Apo-3), TNF-related apoptosis-inducing 

ligand receptor 1 (TRAILR1, also known as DR4 or Apo-2) and TRAILR2 (DR5) and 

DR6 (125,158-160). TNF-α/TNFR1 is one the best characterized models that 

scientists use to illustrate the sequence of events of the extrinsic pathway of 

apoptosis.  

 

Upon ligand binding, the homologous trimeric ligand TNF-α causes clustering of 

TNFR1 death receptors  (125) (Figure 1.7, step 1). Subsequently, the cytosolic 

portion of clustered TNFR1 receptors are able to attract the adapter protein TNFR1-

associated death domain (TRADD) and thereafter recruit FADD (161,162) (Figure 

1.7, step 2). Stimulation of Fas/CD95 and TRAIL receptors will also result in the 

recruitment of FADD (144). Consequently, FADD associates with procaspase-8 via 

dimerization of the death domain. This type of association between FADD and 

procaspase-8 is linked by means of homophilic interface with their N-terminal death 

effector domains (DEDs) (163) (Figure 1.7, step 3). At this point, the formation of the 

DISC is completed and results in auto-catalytic activation of procaspase-8 (Figure 

1.7, step 4) which ultimately initiates apoptosis either by directly interacting with 

caspase-3/7 or indirectly through the pro-apoptotic family members of Bcl-2 protein 

(164). Cellular FADD-like IL-1β-converting enzyme (FLICE)-inhibitory protein (c-FLIP) 

is an anti-apoptotic regulator that suppresses TNF-α, Fas-L, and TRAIL-induced 

apoptosis (165). c-FLIP binds to FADD and/or caspase 8 or -10 and forms an 

apoptosis inhibitory complex (AIC) which in turn prevents DISC formation (165) 

(Figure 1.7, step 5). 

 

Thus, two types of cells, type I and type II were identified by Scaffidi et al. (1998) 

based on the whether or not mitochondria are needed for caspase 8 to activate 

downstream caspases (166). In Type I cells, DISC-mediated caspase 8 activation is 

sufficient to induce the activation of downstream caspases 3/7, and is able to 
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complete the execution of apoptosis (144,166) (Figure 1.7, step 6). In contrast, type 

II cells do not express high level of caspase 8 and the involvement of mitochondrial 

signalling is essential to complete the apoptotic pathway (144,167). This type of cell 

death involves the downstream caspases through the activation of BH3-only protein 

Bid which indirectly leads to the intrinsic apoptotic pathway (163) (Figure 1.7, step 7). 

Furthermore, death ligand and receptor interaction can also interact with other 

signalling pathways such as nuclear factor kappa B (NF-κB), c-Jun N-terminal kinase   

(JNK), sphingomyelin signalling pathway (168-170) (Figure 1.7). 

 

 

Figure 1.7: Death receptor-mediated extrinsic apoptotic pathway activation. Death 

ligands such as TNFα or FasL bind to the death receptor stimulated fast-track 

signalling cascade by recruiting procaspases 8 to the site to form DISC. 

Subsequently, caspase 8-mediated cell death may occur via two types of methods 

based on the involvement of Bcl-2 protein from the mitochondria.  (Figure from 

Berridge (2012) Module 11). 
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Intrinsic apoptotic pathway: caspase-dependent 

 

Mitochondria are dynamic organelles that exist as networks and implemented as an 

essential component of the intrinsic apoptotic pathway. Various stimuli, including 

withdrawal of hormones and growth factors, UV, toxins, hypoxia, chemotherapeutics 

and redox stress induce mitochondrial-mediated apoptosis (125). As previously 

mentioned, mitochondria have two different membranes, an inner and an outer 

membrane, and are quite distinct in appearance and function. The intermembrane 

space contains cytochrome c, procaspases, endonuclease G (Endo G), AIF and 

second mitochondria-derived activator of caspase (SMAC) (171).  

 

The intrinsic signalling pathway engages in intracellular signals that act on targets 

within the cells which causes mitochondrial-initiated events. The intrinsic pathways 

may or may not involve caspases. Up-stream of the caspase-dependent pathway 

signal molecules are able to cause changes in the mitochondrial membrane potential 

and this results in the formation of mitochondrial permeability transition (MPT) pore. 

This pore formation results in the release of key apoptotic proteins such as 

cytochrome c, SMAC (also known as DIABLO in mice), or high temperature 

requirement protein A2 (HtrA2) (125,172). Subsequently, these proteins activate 

apoptosis in a caspases-dependent manner. Cytochrome c release from the 

mitochondria triggers the activation of caspase 9 through Apaf-1 protein. Apaf-1 

functions as an important apoptosis activator which consists of a C. elegans Ced-4 

homology domain flanked by a caspase recruitment domain (CARD) (145). In the 

presence of cytochrome c,  Apaf-1 binds to it and oligomerizes to form a multimeric 

wheel-shaped complex apoptosome and facilitate the activation of procaspase-9 

(145,173). SMAC/DIABLO and HtrA2 (also known as Omi) are factors which 

positively regulate apoptosis. SMAC/DIABLO and HtrA2/Omi interact with IAPs and 

prevents caspase inhibition (125).  
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Figure 1.8: Schematic biochemical representation of apoptotic events. The main 

pathways of apoptosis are extrinsic, intrinsic and perforin/granzyme pathways. 

Extrinsic pathway involves death receptor (TNF, Fas and Apo 2) ligand binding and 

the activation of caspase 8. The intrinsic pathway involves the mitochondria and the 

Bcl-2 family protein. In the absence of apoptotic signals, 14-3-3 protein is coupled 

with phosphorylated Bad protein. Apoptotic stimuli assisted dephosphorylation of 

Bad and subsequent translocation of this protein to mitochondria forms complex with 

either Bcl-XL or Bcl-2, neutralizing their anti-apoptotic effect and facilitate the release 

of cytochrome c. 
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More than 30 proteins are classified within the Bcl-2 superfamily and they can be 

categorized into three subgroups: Bcl-2-like survival factors, Bax-like death factors 

and BH3-only death factors. Bcl-2 family proteins are essential for regulation of 

apoptosis and autophagy (174). The intrinsic apoptotic pathway is primarily regulated 

by Bcl-2 superfamily of proteins (2). Bcl-2-like survival factors Bcl-2, Bcl-XL, Bcl-w 

and Mcl-1 promote cell survival, whereas Bax and Bak provoke mitochondria-

mediated intrinsic cell death. The activation of apoptosis depends on balances and 

interactions between BH3-only, Bax-like proteins and Bcl-2-like survival factors (175). 

The pro- and anti-apoptotic subgroups of the superfamily dynamically interact with 

each other through their conserved Bcl-2 homology (BH) domains. The BH-3 only 

subgroup (with only BH3 domain) is able to collect information and pass it on to 

multi-domain (BH) members (Bax-like and Bcl-2 like) of the family which will carry 

out downstream effect (2). Bcl-2 is a product of proto-oncogene bcl-2 and functions 

as a prominent apoptosis suppressor (176). In response to a variety of extracellular 

stimuli, Bcl-2 releases pro-apoptotic factors such as Bax, thereby diminishing its 

inhibitory action and enables Bax oligomerazation on the mitochondrial membrane 

(2). Bcl-2/Bax heterodimerization is not sufficient for full Bcl-2 anti-apoptotic function. 

Phosphorylation of Bcl-2 serine 70 (Ser70) is a crucial requirement which completes 

its death suppressor signalling activity (176).  

 

In addition to the role that Bcl-2 family proteins play in the mitochondria-mediated 

apoptosis, Bcl-2 proteins also have been shown to localize to other cellular 

compartments such as endoplasmic reticulum (ER) to mediated calcium signals. ER 

is the main storage organelle of calcium, and Bcl-2 family proteins regulate the flux 

of calcium from ER by interaction with inositol 1,4,5-trisphosphate receptors (IP3Rs) 

opening (177). Cytosolic calcium entry and exit are controlled by store-operated 

calcium channels (SOC) and plasma membrane Ca2+ ATPase (PMCA) channels on 

the plasma membrane (177). Calcium is transported into the ER lumen by 

sarcoplasmic/endoplasmic reticulum Ca2+ ATPases (SERCA) and release through 

type I and III IP3Rs. Type 1 IP3Rs and type III IP3Rs are both located on ER 

membrane for calcium efflux facing either the cytosol or mitochondria (177). The type 

III IP3Rs reside at the connection point between the ER and the mitochondria 

namely, mitochondria-associated ER membrane (MAM) (178). Mitochondrial calcium 

concentration plays an important role in both healthy and apoptotic cells. 

Mitochondrial calcium can drive pyruvate into the tricarboxylic acid cycle (TAC) cycle 
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to facilitate ATP production in normal cells and it can also control the opening of 

permeability transition pore in apoptotic cells. 

 

The mechanism of how Bcl-2 family proteins control the Ca2+ signalling is not fully 

understood. The evidence suggests the Bcl-2 family protein coordinate Ca2+ 

signalling in a multi-organelle manner, the exact mechanism explained by many 

studies, however, are contradicting. Preservation of ER luminal Ca2+ was observed 

with Bcl-2 over expression and this increase in ER calcium uptake was attributed to 

increased SERCA activity (179). In contrast, some research findings showed that 

Bcl-2 over expression decreases SERCA activity, thereby reducing ER luminal Ca2+ 

level (180). Pro-apoptotic ER-specific Bax/Bak may function to increase the ER 

luminal Ca2+ level, and BH3-only Bcl-2 proteins such as Bik and Nix have been 

observed to decrease ER Ca2+ (177). 

 

As previously mentioned, the first step of oxidative phosphorylation requires the 

intake of pyruvate into the mitochondria via the enzyme complex pyruvate 

dehydrogenase. Subsequently numerous enzymes are involved in the production of 

ATP through the TAC and electron transport chain system. Many enzymes involved 

in this bioenergetic process including pyruvate dehydrogenase, isocitrate 

dehydrogenase, α-ketoglutarate dehydrogenase and ATP synthase depend on the 

cofactor Ca2+ (178). Furthermore, a recent study by Giorgio et al. (2013) suggests 

that the permeability transition pore (PTP) formation is composed of ATP synthase, 

cyclophilin D and Ca2+ (181). Thus, the concentration of calcium plays an important 

role in regulating PTP opening. Prolonged increase in mitochondrial Ca2+ 

concentration can force high-conductive PTP opening which is directly linked to 

apoptosis. The cytochrome c leaked from mitochondrial apoptosis-induced channel 

(MAC) formed on the outer mitochondria membrane (OMM) during early apoptosis 

works in conjunction with PTP to initiate apoptotic process (177).  

 

 

 

 

 

  



33 
 

Molecular markers for apoptosis 

 

During early apoptotic process the cell membrane composition changes and leads to 

exposure of phosphatidylserine (PS) from inner layer of the plasma membrane to the 

outer layer (182). The PS flip is thought to be important for macrophage recognition 

of cells undergoing apoptosis, thus allowing the cells to be rapidly phagocytosed 

(125). Once exposed to the extracellular environment, binding sites on PS become 

available for Annexin V, therefore PS externalization may be used as marker for 

apoptosis (183,184). Annexin V, which belong to annexin family proteins that bind to 

PS in calcium-dependent manner, has been widely used to detect PS expression in 

apoptotic cells by flow cytometry and microscopy (125). Annexin V is a 35kDa 

phospholipid-binding protein which has a high affinity for PS in the presence of 

physiological levels of calcium ions (1.2 mM) (182,185).  

 

Cytochrome c leakage from outer mitochondria membrane during early apoptosis 

may also be used to confirm the initiation of the apoptotic process (177). The release 

of cytochrome c is an important key event, which represents an irreversible hallmark 

within the apoptotic pathway (172). Furthermore, caspase cleaved substrates such 

as poly ADP ribose polymerase (PARP) may be detected and illustrate the 

occurrence of apoptotic events (125). During apoptosis, the mitochondrial membrane 

potential or electrochemical gradient across the OMM collapses, which results in 

mitochondrial membrane potential depolarization, which can be detected by using a 

cation dye (186).  

 

The Bcl-2 family proteins such as Bcl-2, Bax and Bid can also be detected either 

quantitatively or qualitatively (125,187). As previous mentioned in ‗Intrinsic apoptotic 

pathway: caspase-dependent‘ section, Bcl-2 protein promotes cell survival, whereas 

Bax provokes the mitochondria-mediate intrinsic cell death (175). Pro-apoptotic Bcl-2 

family members Bid and Bax can be cleaved and activated by granzyme B, causing 

mitochondrial membrane permeabilization and caspase-dependent apoptosis (157). 
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1.3.2 Autophagy 

 

The degradation of cytosolic components at the lysosome via proteolytic processes 

is defined as macroautophagy, micro-autophagy, and chaperone-mediated 

autophagy (188). Autophagy represents another important type of cellular 

physiological response to stresses such as nutrient deficiency (189). The major route 

for the turnover of cytoplasmic organelles and proteins is the macroautophagy 

system and is commonly referred to as autophagy (188). Autophagy processes 

display a housekeeping role in protein degradation, organelle turnover, such as 

removing damaged mitochondria, endoplasmic reticulum and peroxisomes, as well 

as the removal of intracellular pathogens (188,190). Autophagy related genes (Atg) 

are found to be conserved across phylogeny, emphasizing the vital importance of the 

autophagic process in responses to starvation (188). Nutrient starvation induced 

autophagy is achieved through inhibition of mammalian target of rapamycin (mTOR), 

a key regulatory protein that coordinates the balance between growth and autophagy 

in response to cellular and environmental stress (191). All autophagic processes, 

macro-, micro- and chaperone-mediated autophagy, promote proteolytic degradation 

of cytosolic components at the lysosome (188).  

 

Autophagy is a complex process which is orchestrated by numerous enzymes from 

many signalling pathways that begins with the formation of a phagophore, an 

isolated piece of lipid bilayer (188). The location of the isolated membrane formation 

is controversial, but it is believed the initiation of phagophore formation is primarily 

from the ER (188). In the yeast model, starvation stimulates the inhibition of TOR, 

causes dephosphorylation of Atg 13, and promotes the formation of a multi-subunit 

Atg complex (Atg 1, Atg13, Atg17, Atg29 and Atg31) to ―switch on‖ autophagy (191) 

(Figure 1.9). It is noteworthy to mention an important element in the nutrient-

signalling pathway upstream of mTOR complex 1 (mTORC1), the class III PI3K 

protein or also known as vesicular protein sorting 34 (Vps34).  

 

PI3K/Vsp34 interacts with Beclin1, a tumor suppressor, for the generation of 

phosphatidyl inositol triphosphate (PI3P), which is essential for recruitment of Atg 

proteins and phagophore elongation (188,191). Bcl-2, an anti-apoptotic protein as 

previously mentioned, has the ability to bind with Beclin1 and causes the dissociation 

of Beclin1 from the Vsp34 complex and ultimately inhibiting autophagy (192). The 

dual role of Bcl-2 protein showcased the crosstalk between autophagy and apoptosis; 
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however, this crosstalk is not restricted on this level and extends beyond the 

regulation of Beclin1 and Bcl-2 (188) (Figure 1.9). 

 

 

Figure 1.9: Yeast model for the mechanism by which target of rapamycin regulates 

the Atg1 complex. Starvation stimulates the inhibition of TOR, causes 

dephosphorylation of Atg 13, therefore promote the formation of multi-subunit Atg 

complex (Atg 1, Atg13, Atg17, Atg29 and Atg31) to ―switch on‖ autophagy (191). 

(Figure adapted from Jung et al. (2010)) 

 

Morphological and biochemical features of autophagy 

 

The morphological characteristics of cells going through autophagy are distinctively 

different from previously described apoptotic cells (141). One of the most prominent 

features of autophagy is the appearance of autophagic vacuoles when nuclear and 

cell shape still look normal (141). Organelles such as mitochondria, endoplasmic 

reticulum and the Golgi apparatus are often dilated (193). The ribosome free rough 

endoplasmic reticulum provides the double membrane for initiation of the ‗self-eating‘ 

process and the piece of membrane is named phagophore (194). This membrane 

elongates and wraps around and engulfs a portion of cytoplasm forming the unique 

double membrane bound autophagosome. The maturation of autophagosomes 

involve acidification by fusion with late endosomes and receiving lysosomal 

constituents from it. After fusion with endosomes, autophagosomes lose their double 
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membrane morphology due to hydrolases‘ degradation of the inner membrane. At 

this stages the  autophagosomes become amphisomes. Autophagosomes can also 

fuse with lysosomes, forming autolysosomes (194) (Figure 1.10).  

 

 

Figure 1.10: Schematic presentation of autophagosome formation and maturation. 

Phagophore (red arrow) wraps around and engulfs a portion of cytoplasm forming 

the unique double membrane bound autophagosome. After fusion with endosome, 

autophagosome loses its double membrane morphology owning to hydrolases 

degradation of inner membrane and becomes amphisome. Autophagosome can also 

fuse with lysosome forming autolysosome (194). (Adapted from Eskelinen and Saftig 

(2009)) 

  

Mammalian target of rapamycin signalling pathway 

 

Cells avoid energy imbalance and death by relying on a complex set of programs to 

cope with environmental stress and nutrient starvation. Various biochemical 

pathways are switched on to suppress catabolic pathways or biosynthesis and the 

target of rapamycin is at the center of this network (Figure 1.11). The mTOR belongs 

to the PI3K-related protein kinases (PIKK) family and it is the catalytic subunit of two 

distinct complexes: the mTOR complex 1 (mTORC1) and mTOR complex 2 

(mTORC2) (195). mTORC1 and mTORC2 are distinguished by their unique 

scaffolding protein namely, regulatory-associated protein of mTOR (RAPTOR) (196) 

and rapamycin-insensitive companion of mTOR (RICTOR) (197). Extracellular 

signalling factors such as growth factors, cytokines and hormones (e.g. insulin) 
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signal to mTORC1 via Akt/protein kinase B (PKB) which inactivates tuberous 

sclerosis complex (TSC) tumor suppressors TSC1 and TSC2 to prevent inhibition of 

mTORC1 which in turn inhibits autophagy (198) (Figure 1.11).  

 

The mTOR signal integration occurs at the level of the TSC1-TSC2 complex. For 

example, growth factors can activate ERK1/2 signalling pathway through Ras-Raf-

MEK pathway (ERK activation is described in section cell cycle signalling and Figure 

1.4) and inhibits TSC2 by phosphorylation (195,199).  Alternatively, TSC2 can be 

inhibited by the PI3K-mTORC2-AKT pathway (191,195) (Figure 1.11). PI3K is a 

group of enzymes that have been classified into class I, II and III PI3Ks. The primary 

function of the class I PI3K is to phosphorylate phosphatidylinositol 3,4-bisphosphate 

(PIP2) to form phosphatidylinositol 3,4,5-trisphosphate (PIP3) which in turn activates 

the mTORC2-AKT pathway (200), meanwhile the class III PI3K functions as a 

generator of PI3P which controls autophagosome formation (201). Membrane 

anchored PIP3 binds to the pleckstrin homology (PH) domain of several proteins 

including AKT/PDK and 3-phosphoinositide-dependent protein kinase 1 (PDK1) 

facilitates their movement and recruitment towards the plasma membrane (202,203). 

At the membrane, PDK1 phosphorylates AKT/PDK at Thr308 within the AKT kinase 

domain (204). Phosphatidylinositol-3,4,5-trisphosphate 3-phosphatase and dual- 

specificity protein phosphatase (PTEN) is a tumor suppressor phosphatase which 

converts PIP3 back to PIP2, thus inhibiting AKT/PDK signalling (203) (Figure 1.11). 

Moreover, the activation of AKT/PDK also requires the phosphorylation at its Ser473 

position within the C-terminal regulatory domain by mTORC2 complex (204). 

Furthermore, phosphorylation at the AKT Thr450 turn motif necessitates the complete 

activation of this enzyme and it may be facilitated by both mTORC2 and JNK (205). 

The phosphorylation of TSC2 by ERK1/2 and AKT inhibits its GTPase activating 

activity towards Ras homologue enriched in brain (Rheb) (195).  

 

Quite the opposite, phosphorylation of TSC-2 can also activate this enzyme instead 

of suppressing it and the activation can be achieved by upstream regulators AMP-

activated protein kinase (AMPK) and hypoxia-ROS signalling (195) (Figure 1.11). 

AMPK has the ability to sense AMP to ATP ratio by allosteric regulation. When 

glucose metabolism is decreased, so does the production of ATP (via mitochondria 

oxidative phosphorylation) and causes an increased AMP:ATP ratio. AMPK is active 

under nutrient-poor conditions and inactive under nutrient-rich conditions. 

Subsequently, conditions of low intracellular ATP energy status activate AMPK which 
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in turn facilitate phosphorylation of TSC1/2, stimulating its GTPase activity toward 

Rheb/mTORC1 (206). Gwinn et al. (2008) showed an additional AMPK 

phosphorylation substrate besides TSC1/2 and it is the mTORC1 binding partner 

RAPTOR (207). This AMPK-mediated RAPTOR phosphorylation induces binding of 

14-3-3 and thereby suppresses mTORC1 activity (207). Furthermore, impaired 

mitochondrial respiration caused by hypoxia may also lead to deprived ATP levels 

and activation of AMPK. This activation is mediated by DNA-damage-inducible 

transcript 4 (DDIT4, also known as REDD1) (208) (Figure 1.11). 

 

Increasing evidence suggest that a second level of mTOR signalling integration 

occurs at the lysosome membrane. The lysosome membrane hosts a few important 

molecular enzymes for mTORC1 activation including the Rag GTPases and the 

trimeric regulatory protein complex. The trimeric complex, namely Regulator, which 

consists of p18, p14 and MAPK scaffold protein 1 (MP1) interact with Rag GTPase 

for the recruitment of mTORC1 to the lysosomal surface in response to amino acids 

(195). In turn, mTORC1 lysosomal relocation enables it to interact with activated 

Rheb (GTP-bound). Thus, amino acids may direct growth factor-derived signals by 

bringing mTORC1 to the location where it can bind to GTP-Rheb (209) (Figure 1.11). 

Autophagic degradation is promoted by fusion of autophagosome with lysosome, 

therefore the physical presence of mTORC1 at the lysosome serves as ‗on site‘ 

surveillance barrier to inhibit macroautophagic process from occurring (210).  

 

Alexander et al. reported in 2010 that TSC functions downstream of ataxia 

telangiectasia mutated (ATM) signal in order to repress mTORC1 activity in 

response to ROS and regulate autophagy (211,212). A recent publication by Zhang 

et al. (2013) described intimate relationship between the TSC signalling and the 

peroxisome (213). The authors described the TSC1 and TSC2 localized to 

peroxisomes and were bound by peroxisomal biogenesis factors 19 (PEX19) and 5 

(PEX5), respectively (213). The peroxisome-localized TSC resides on the exterior of 

the peroxisomal membranes where it suppresses mTORC1 activity and induces 

autophagy by targeting Rheb (213). TSC2 contained an ARL motif 

1739‗KWIARLRHIKR‘1749 and mutations within this sequence are pathogenic 

(213,214), where the mutant TSC2 loses its ability to suppress mTORC1. 

 

Following the full activation of mTORC1, protein synthesis is activated by 

phosphorylation downstream targets S6 Kinase 1 (S6K1) and eIF-4E binding protein 
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1 (4E-BP1) (215). mTORC1 can also increase lipid accumulation by increasing 

peroxisome proliferator-activated receptor (PPAR)-γ activity, as well as PPAR-γ  

transcription factor sterol regulatory element binding protein (SREBP) gene 

expression (216). Furthermore, formation of autophagosome is inhibited by 

mTORC1-mediated phosphorylation of ATG13 and UNC-51-like kinase 1 (ULK1) 

(191,217) (Figure 1.11).  
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Figure 1.11: Mammalian target of rapamycin signalling pathway. Growth factor receptors activate AKT and ERK via PI3K-mTORC2 

and MAPK pathways respectively. ERK and AKT inhibit GTPase activating protein TSC2 activity by phosphorylation; in turn, 

facilitate Rheb exchange bonded GDP to GTP. Amino acids stimulate the Rag GTPase Regulator recruitment. Docking mTORC1 to 

the lysosome enables it to interact with the Rheb-GTP. Following the full activation of mTORC1, protein synthesis is activated by 

phosphorylation of downstream targets S6K1 and 4E-BP1. Formation of autophagosome is inhibited by mTORC1-mediated 

phosphorylation of ATG13 and ULK1. Conditions of low intracellular ATP energy status activate AMPK which in turn facilitates 

phosphorylation of TSC1/2, stimulating its GTPase activity toward Rheb/mTORC1 (195). (Adapted from Zoncu et al. (2011)) 
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Macroautophagy machinery 

 

In yeast, phagophore membrane formation is originated at a cytosolic structure 

known as the pre-autophagosomal structure (PAS) (194). However, no data suggest 

that PAS occurs in mammals. The initiation of yeast autophagy is through Atg-

mediated autophagic pathways where TOR regulates the Atg1 complex (Figure 1.9). 

Mammalian phagophore formation is originated at the ER (188,218). Similar to the 

yeast model, starvation inhibits mTORC1 and causes dephosphorylation of ULK and 

Atg13 (191). There are three related serine/threonine kinases in the mammalian 

system that play a similar role as the yeast Atg1, namely UNC-51-like kinase -1, -2, 

and -3 (ULK1, ULK2, UKL3) (191). Focal adhesion kinase family interacting protein 

(FIP200) scaffold protein, an ortholog of yeast Atg17, hold the ULK1/2 together with 

the mammalian Atg13 for autophagy activation (219) (Figure 1.12). Class III PI3K 

protein complex containing Vps34 interacts with Beclin1 (a mammalian homolog of 

yeast Atg6), p150 (a mammalian homolog of yeast Vps15), and ultraviolet irradiation 

resistance-associated gene (UVRAG) (UVRAG-Beclin1-Vps34-p150) or Atg14 

(Atg14-Beclin1-Vps34-p150) for phagophore elongation and recruitment of Atg 

proteins (220) (Figure 1.12). Endosome/lysosome associated protein Rubicon may 

negatively regulate the maturation of autophagosome by interacting with the 

UVRAG-Beclin1-Vps34-p150 complex (221). The exact mechanism of how ULK1 

regulates Vps34 is unclear. Lines of evidence suggest activated ULK1 

phosphorylates Beclin1 on Ser14, thereby enhancing the activity of the Atg14-

containing Vps34 complexes (222). 

 

Elongation of the phagophore depend on two ubiquitin-like systems namely the Atg5-

Atg12 conjugation and microtubule-associated protein light chain 3 (LC3) processing 

(188). The conjugation of Atg12 to Atg5 requires two ubiquitin activating enzymes 

Atg7 and Atg10 (Figure 1.12). The activation of Atg12 is made possible by E1-like 

Atg7 enzyme (ATP-dependent). Subsequently, activated Atg12 binds to an E2-like 

ubiquitin carrier protein which facilitates the linage of Atg12 to Atg5. Conjugated 

Atg12–Atg5 then interacts with Atg16L in a non-covalent fashion to form a large 

complex: Atg12-Atg5-Atg16L (188,223). This newly formed complex induces 

phagophore elongation through recruitment of LC3.  

 

LC3, which is encoded by the mammalian homology Atg8 gene, is universally 

expressed in most cell types and exist in the cytosol in its inactive form. Cellular 
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stress or starvation induces the proteolytic cleavage of full length LC3 to LC3-I by 

cysteine protease Atg4(188). Subsequently, LC3-I is conjugated to 

phosphatidylethanolamine (PE) also in an ubiquitin-like reaction that requires Atg7 

and Atg3 for the formation of LC3-II. Furthermore, the bond between LC3-I and PE is 

also dependent Atg12-Atg5-Atg16L (223). The LC3-II appears both on the inner and 

outer surfaces of the autophagosome and can thus be used as specific markers for 

autophagy (224). Fusion of an autophagosome with lysosomes is necessary for the 

complete degradation of sequestered materials and several proteins including 

lysosomal associated membrane protein type 2 (LAMP-2) facilitate the fusion (194) 

(Figure 1.12). 
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Figure 1.12: Biochemical features of autophagosome formation. JNK promotes autophagy by phosphorylating Bcl-2, thereby releasing Beclin1. The 

interactions of Beclin1 with Class III PI3K Vps34 at the ER promote formation of phagophore. Autophagy initiation also depends on mTOR signalling as it lies 

upstream of the autophagic pathway and suppresses it. Stress or starvation inhibits the mTORC1 activity, and leads to dephosphorylation of ULK and Atg13. 

Elongation of phagophore and autophagosome formation requires the activities of Atg12-Atg5-Atg16L complex and LC3-II respectively. Subsequent fusion 

with lysosome is directed by lysosomal membrane associated protein LAMP. 
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Microautophagy 

 

Microautophagy is a non-selective lysosomal degradative process (in mammalian 

system) where the lysosome itself engulfs small components of the cytoplasm by 

inward invagination of its own membrane (Figure 1.13) (225). In the yeast model, 

both non-selective and selective microautophagy exist (226). Several studies 

conducted with mammalian cells have demonstrated the presence of non-selective 

microautophagic process within the mammalian system. De Waal et al. (1986) 

showed changes in the lysosomal structure upon nutrient starvation as lysosomes 

engulfed small portions of cytoplasm in rat hepatocytes (227). Sakai et al. (1989) 

demonstrated another type of microautophagy which exhibits a lysosomal wrapping 

mechanism (LWM) morphology (228).  

 

Recent research suggest micro-, macro- and chaperon-mediated autophagic 

processes are coordinated to maintain membrane homeostasis (225). Lysosome 

size is increased during fusion with autophagosomes, but microautophagic 

invagination and budding control are able to reduce the size of the fused 

autophagosomes (229). Nutritional status is a factor that determines the frequency of 

invagination of lysosomes. Starvation induces the initiation of microautophagic 

invagination through dynamin-related GTPase Vps1p in Saccharomyces cerevisiae 

(225,230). The engulfed membrane elongates to a characteristic tubular shape 

termed an ‗‗autophagic tube‘‘ and Atg7-dependent ubiquitin-like conjugation (Ublc) 

systems participate in starvation-induced, non-selective microautophagy (225,231).  

 

Following membrane invagination and autophagic tubes formation, the lipid-rich and 

low density integral protein portion at the tip of the autophagic tube facilitates vesicle 

formation (225,231). Subsequently, the newly formed vesicle expands and pinches 

off into the lumen from the tube. Rapamycin inhibits vesicle scission, suggesting that 

both microautophagy and macroautophagy processes are influenced by the TOR 

kinase and Atg1 signalling (225,232). Starvation of a particular amino acid glutamine 

leads to TOR activation and microautophagy (225). 

 

Selective microautophagy is frequently induced in yeasts where specific organelles 

are sequestered with arm-like protrusions by one of these processes: 

micropexophagy (degradation of peroxisomes), micromitophagy or piecemeal 

microautophagy of the nucleus (225). Non-selective microautophagy is usually 
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observed in mammalian cells where non-exclusive materials would be digested (225). 

The exact mechanism of action for microautophagic process in mammalian systems 

remains to be elucidated and is an active area of research at present.     

 

Chaperone-mediated autophagy 

 

The third type of autophagy, chaperone-mediated autophagy (CMA), is an ubiquitin-

proteasome system only involved in the digestion of soluble proteins, not organelles. 

In 1981, CMA was discovered by microinjecting protein into IMR-90 human diploid 

fibroblasts  (233). Unlike macroautophagy whereby cytoplasmic organelles are 

degraded, CMA is responsible for breaking a very select subset of proteins (234). 

Also, when compared to macro- and microautophagy that are switched on immediate 

in response to nutrient starvation, CMA only increases after ten hours post starvation 

(235). CMA is activated under nutrient-starved conditions in order to break down 

proteins for energy use (234). Conditions of stress that leads to increased protein 

misfolding (e.g. increased ROS production) also lead to increased CMA activity (234).   

 

CMA targets short lived or abnormally folded single proteins without the involvement 

of membrane re-organization (223). CMA targets proteins with a specific motif 

consensus pentapeptide sequence KFERQ (or KFERQ-like) and VDKFQ (234). This 

sequence substrate is recognized in the cytosol by a chaperone protein, heat shock 

cognate protein of 70 kDa (hsc70), and works together with other co-chaperone 

proteins to unfold the targeted protein and translocate it to the lysosomal membrane 

(234). Other co-chaperone proteins include the heat shock protein of 90 kDa (hsp90), 

hsc70-interacting protein (hip) and  the hsc70-hsp90 organizing protein (hop) (236). 

Hsc70 facilitates recognition, as well as unfolding of proteins that are targeted for 

degradation (Figure 1.13) (234). After protein unfolding and translocation to 

lysosomes, the protein is recognized by the LAMP-2A receptor and pulled into the 

lysosomal lumen with the help of lys-hsc70 where the protein is then digested (223). 

 

 



47 
 

 

Figure 1.13: Macro-, micro- and chaperone-mediated autophagy.  Macroautophagy 

involves formation of autophagosome and subsequent fusion with lysosome. 

Microautophagy is a process which involves lysosomal self-invagination. Chaperone-

mediated autophagy removes misfolded single protein/substrate (Adapted from 

Mizushima and Komatsu (2011) (223)). 
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1.3.3 Apoptosis and autophagy crosstalk 

 

Apoptosis and autophagy are both degradation pathways essential for cellular 

homeostasis (237). Even though apoptotic pathways are biochemically distinct from 

the autophagic pathway, they are interconnected on many levels. Sometime, these 

two processes seem independent from each other (238), often autophagy occurs 

upstream of apoptosis (238) or inhibits apoptosis (239).  During starvation, 

autophagy functions as a pro-survival mechanism to support cells with essential 

nutrients. Excessive autophagy, however, may lead to autophagic cell death (240). 

Previously mentioned pro-apoptotic signals, such as TNF (241), TRAIL (242), and 

FADD (243), also have the ability to induce autophagy.       

 

The roles of the anti-apoptotic protein Bcl-2 in apoptosis, as well as its anti-

autophagy properties have been discussed in previous sections. Bcl-2 binds to 

Bax/Bak in the absence of apoptotic signalling. The presence of apoptotic stimuli 

activate BH3-only proteins and facilitate their binding to Bcl-2 protein and free the 

pro-apoptotic proteins Bax/Bak. Downstream effects of Bax/Bak dimerization are the 

release of cytochrome c via the MTPs and subsequent activation of caspases (237). 

Also, Bcl-2 exhibits anti-autophagic property by binding to essential autophagic 

effector Beclin 1 via its BH3 domain in the ER (192).  

 

The first node of crosstalk between apoptosis and autophagy is tied between the 

interactions of Bcl-2 and Beclin 1 (237). Silencing of Bcl-2 expression by small 

interfering RNA (RNAi) elevated levels of autophagic cell death in breast carcinoma 

(MCF-7) cells (244). Moreover, Sun et al. (2010) showed Beclin 1 overexpression 

up-regulated chemosensitivity of cervix cancer cells to anticancer compounds by 

increased apoptotic cell death (245). These experiments demonstrated the 

importance of intracellular Bcl-2 and Beclin 1 protein concentrations and their effect 

on both autophagy and apoptosis. Reduced Bcl-2 expression may result in elevated 

levels of Beclin 1-mediated autophagy; Beclin 1 overexpression may promote 

apoptosis by releasing Bak/Bax (237). Furthermore, a compound such as ABT-737 

which inhibits Bcl-2 activity has ability to up-regulate autophagy and apoptosis (237). 

ABT-737 is a pharmacological BH3 only analogue which competes with Beclin 1 

binding to proteins such as Bcl-2 and Bcl-XL (246,247).  
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Two papers authored by Wei et al. from the Levine lab revealed an interesting 

hypothetical regulatory model of JNK-mediated Bcl-2 phosphorylation links to 

autophagy and apoptosis (248,249). According to their model, starvation induces 

phosphorylation of Bcl-2 at residues Thr69, Ser70 and Ser87 of the non-structural loop 

at the early onset of autophagic signalling, causing the dissociation of Bcl-2 from 

Beclin 1 (249). This short-lived transit signalling pathway mediated by JNK1 

promotes autophagy in an attempt to protect the cell from apoptosis (248). 

Prolonged cell stress provides stimuli for sustained activation of JNK1, thus 

accumulation of multi-site phosphorylated Bcl-2. The pro-apoptotic BH3 only protein 

such as Bax/Bak which exhibit higher affinity interactions with Bcl-2 can be released 

for the apoptotic cascade (248) (Figure 1.14). An earlier study conducted by Ventura 

et al. in 2006 also revealed signal transduction by early transient JNK activation 

promoting normal cell survival, whereas prolonged JNK activation can mediate 

apoptosis (250,251). JNK-mediated Bcl-2 multi-site phosphorylation of the non-

structured loop at residues Thr69, Ser70 and Ser87 was shown to interfere with its 

binding to pro-apoptotic as well as pro-autophagic BH3 domain-containing proteins 

(248,252). A recent study by He et al. (2012) showed Bcl-2 multi-site 

phosphorylation has essential roles in the in vivo regulation of stimulus-induced 

autophagy, as well as glucose metabolism (253). 

 

It is well recognized that excessive ROS act as signals for the activation of stress 

related JNK and/or p38 pathways through the apoptosis signal-regulating kinase 1 

(ASK1)-Thioredoxin (Trx) signalsome (169,254). ASK1 is one type of MAPKKK 

where it functions as part of the MAPK cascade toolkit for the activation of the 

JNK/p38 pathway (2,254). Under normal conditions, ASK1 is inhibited by direct 

binding of its N-terminal region with the reduced form of thioredoxin Trx-(SH)2. When 

ROS formation is increased, it oxidizes Trx-(SH)2 to Trx-S2 and this facilitates the 

release of ASK1 into the cytosol. Tobiume et al. (169) showed ASK1 is required for 

sustained activations of JNK/p38 MAP kinases and apoptosis. Several other types of 

MAPKKKs such as, mitogen-activated ERK kinase kinase (MEKK) group (MEKK1-4), 

MLK1-3, TAK1 and TPL2 have been reported to activate the JNK signalling pathway 

(254). Yujiri et al. (1998 and 2000) demonstrated MEKK1 (type of MAPKKK) was 

required for JNK activation in response to microtubule disruption and cold shock 

(255,256).  
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Upstream activation of JNK pathway can also be achieved by TNFα and Fas cell 

death receptor signalling. Activation of TNFα-JNK pathway requires the recruitment 

of TNF receptor associated factor 2 (TRAF2) adaptor protein (257). Binding of 

TRAF2 adaptor protein to either MEKK1 (258) or ASK1 (259) is important for 

TRAF2-mediate MAPKKK activation. The TNFα cytokine-mediated JNK activation 

requires assistance of TRAF2 (257) and subsequently activates the MAPKKK ASK1 

(169). This cascade activation process cannot be completed without TNF-stimulated 

production of ROS (250,260). The JNK pathway may also act as apoptotic 

antagonist by NF-ĸB and Akt signalling pathways induced by AP-1 activity. This 

interpretation suggests that cell fate is orchestrated by the interaction between NF-

ĸB, TNF-stimulated ROS production and the type of JNK activation (sustained or 

transient) (261,262).  

 

JNK1 can be activated by p53 within the nucleus and mediate subsequent Bcl-2 

phosphorylation of Bcl-2 at Thr56, Ser70, Thr74 and Ser87 (237). This JNK-mediated 

Bcl-2 multi-site phosphorylation allow dissociation of Bcl-2 from Beclin 1, thus 

promote autophagy (263). In addition, nucleic p53 target and increase the 

expression of damage-regulated autophagy modulator (DRAM) which is localized in 

the lysosomal membrane, leading to the induction of autophagy in a DRAM-

dependent manner (264). The action of cytoplasmic p53, however, inhibits 

autophagy through inhibition of AMPK-mTORC1 signalling (265). On the other hand, 

p53 is a master regulator of apoptosis in response to genome instability, cell cycle 

arrest, as well as other stress signals (266). Nuclear p53 targets gene expression of 

several death receptors such as Fas (267) and TRAIL (268), as well as pro-apoptotic 

proteins p53 up-regulated modulator of apoptosis (PUMA), Noxa, Bax and Bid 

(237,269). Meanwhile, cytoplasmic p53 facilitates the liberation of pro-apoptotic 

proteins Bax/Bak by forming complex with Bcl-2/Bcl-XL at the mitochondrial outer 

membrane (270). Interestingly, not only JNK1 can be activated by p53, but vice 

versa. JNK was reported to phosphorylate and stabilize p53 by inhibiting ubiquitin-

mediated degradation (254,271).  
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Figure 1.14: c-Jun-N-terminal kinase mediated programmed cell death. Initially the 

cell switches on the autophagic pathway for survival. When cell experience 

prolonged autophagic process, it switches on the apoptotic pathway for self-

destruction; providing protection of integrity of the genome. 
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1.4  Reactive oxygen species signalling 

 

Reactive oxygen species are defined as oxygen-containing compounds that are 

more reactive than oxygen itself (272). These include superoxide- (O2
•−), 

hydroxyperoxyl- (•OH), carbonate- (CO3
•−), peroxyl- (RO2

•−) and alkoxyl radicals. 

Superoxide is unstable and either undergoes a dismutation, resulting in the formation 

of hydrogen peroxide (H2O2) or forms peroxyl radical, a conjugate acid of superoxide, 

by reacting with hydrogen ions. The dismutation reaction is catalyzed by manganese 

superoxide dismutase (MnSOD) within the mitochondrial matrix and intracellular 

superoxide is catalyzed by copper-zinc superoxide dismutase (Cu/Zn-SOD) (273). 

Superoxide dismutation results in the formation of H2O2. Neither superoxide nor 

H2O2 are highly reactive oxygen species (hROS) but are the major sources for the 

downstream formation of hROS (274). The electron transport chain (ETC) is believed 

to be one of the major contributors of superoxide generation in mitochondria and 

mitochondria are considered to be a major source of ROS. It is estimated that 

between 0.15% - 3% of total oxygen consumption is reduced to superoxide during 

mitochondrial oxidative phosphorylation system (OXPHOS) (275,276).  

 

Hydrogen peroxide and other ROS and hROS function as important signalling 

agents in cells (272,277). It does so by regulating redox-reactive cysteine residues 

on proteins and this in turn results in a change in the structure and function of 

various proteins that play important roles in cell signalling (278). These include pro-

growth, pro-survival and proliferative proteins that signal through the Ras-Raf-

ERK1/2, Akt/PKB and NF-κB pathways (279-281) and also stress-activated 

pathways through the ASK1–Trx signalling complex (282,283). 

 

Cysteine residues of these proteins can undergo oxidation to form reactive sulfenic 

acid (-SOH). Sulfenic acid can react with nearby cysteine residues to form disulfide 

bonds (-S-S-) or they can undergo further oxidation to form sulfinic (-SO2H) or 

sulfonic acid (-SO3H) (278). Hydroxyl radicals are one of the major causes for these 

oxidant-related cysteine changes (284). H2O2 is the major source of hydroxyl radicals 

generated in vivo as a result of the Fenton reaction and contributes to the pro-

oxidant balance within cells. The Fenton reaction is when ferrous ions (Fe2+) react 

with hydrogen peroxide to form the highly reactive hydroxyperoxyl radicals (H2O2 + 

Fe2+ → Fe3++•OH+ OH−) (285). Ferrous iron can be formed when ferric iron (Fe3+) 

reacts with superoxide (generated in mitochondria for example) to form oxygen (Fe3+ 
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+O2
•−→ Fe2+ + O2) (285). Together these two process combine in a reaction called 

the Haber-Weiss reaction (O2
•− +H2O2→ O2 + •OH + OH−) (285). 

 

The disulfide bonds, sulfenic acid and sulfinic acid that are formed due to oxidation 

by hydroxyl radicals can be enzymatically reversed by glutaredoxins (Grx) or 

glutathione S-transferases (GST) and non-enzymatically by glutathione (GSH) and 

Trx (279,286,287). Oxidation of cysteine residues can be prevented by inactivating 

H2O2. Catalase enzymatically promotes the conversion and detoxification of H2O2 to 

water and oxygen (285). Glutathione peroxidase (GPx) reduces H2O2 to water and 

lipid hydroxyperoxides to their corresponding alcohols (288). This reduction process 

is achieved with the aid of GSH and also results in the formation of glutathione 

disulfide (GSSG) (288). Peroxiredoxins (Prx) in both the cytosol and mitochondrial 

matrix reduce hydrogen peroxide to water and oxygen with GSH) and Trx as 

substrates respectively (279,286,287). These reactions result in GSSG and oxidized 

Trx. Glutathione reductase (GR) and thioredoxin reductase (TrxR) are able to 

regenerate GSSG and oxidized Trx respectively at the cost of one NADPH molecule  

(279,286,287). 

 

The levels of ROS and hROS determine the nature and extent of pro-survival and 

pro-cell death pathways. Elevated ROS levels can increase the activity of the pro-

survival Ras-Raf-ERK1/2 pathway by several means. For example, ROS can 

inactivate cytoplasmic protein tyrosine phosphatases (cPTPs), receptor protein 

tyrosine phosphatases (RPTP) which in turn will result in increased activity of 

increased tyrosine kinase signalling of cytoplasmic and receptor tyrosine kinases 

(CPTKs and RPTKs respectively) (Figure 1.15) (289). This has the effect of 

increasing the activity of several downstream pro-growth and pro-survival pathways. 

ROS, CPTKs and RPTKs can activate Src which in turn activates the pro-survival 

Ras-Raf-ERK1/2 pathway (290). ROS, CPTKs and RPTKs can also activate Src 

homology 2 domain containing protein (Shc) that too activate the pro-survival Ras-

Raf-ERK1/2 pathway (290). ROS can also indirectly increase the activity of another 

mitogenic and proliferative kinase, Akt/PKB, by inhibiting the activity of PTEN 

through the reversible formation of disulfide bonds on crucial cysteine residues (289). 

Low, transient levels of ROS can also induce the activity of Stress-activated protein 

kinases (SAPKs) such as JNK and p38 MAPK which in turn induce pro-survival 

transcription factors including Elk-1 and c-jun (283,291,292). The altered redox 
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status of cancer cells is usually associated with a pro-oxidant status, resulting in the 

continued activation of these pro-growth signalling through ROS signalling (293). 

 

Excessive and prolonged ROS production can result in pro-cell death signalling. The 

ASK1–Trx signalling complex plays a role in inducing cell death via ROS. An 

activated ASK1–Trx signalling complex that is induced by excessive ROS activates 

SAPKS JNK and p38 (Figure 1.15) (291,292). This in turn results in the activating of 

pro-apoptotic genes including Bcl2-interacting mediator of cell death (Bim), BH3-

interacting domain death agonist (Bid), activating transcription factor 2 (ATF2), p53, 

and c-jun (291,292). Since cancer cells already have elevated ROS levels, 

compounds that can selectively induce ROS in cancer cells would be advantageous 

as it may selectively kill cancer cells via ROS signalling (293). 
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Figure 1.15: Reactive oxygen species signalling pathways.  ROS are capable of both pro-survival and pro-death signalling. The outcome of ROS 

signalling depends on strength and duration of the ROS signal and the redox status of cells (From doctoral thesis of BA Stander (294)).  
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1.5  Hypoxia signalling 

 

Cells respond to low oxygen levels in a controlled manner by altering gene and 

protein expression with the intent to restore oxygen homeostasis. Control of mRNA 

translation and hypoxia-inducible factor-1 (HIF-1) activity are important mediators of 

the cellular response to hypoxia. Hypoxia, both severe and moderate (1-5% oxygen), 

has a negative effect on mRNA translation (drops 20-70% during oxygen deprivation) 

and protein synthesis (295). Initiation of mRNA translation is tightly controlled by the 

eukaryotic initiation factors (eIFs) and the majority of mRNA translation is cap-

dependent (296). An assembled eIF-4F complex located at the 5‘ end of mRNA is 

required for initiation and consists of a scaffold protein (eIF-4G) and an ATP-

dependent helicase (eIF-4A). Assembly of the eIF-4F complex allows the formation 

of the 43S-pre-initiation complex which consists of the 40S ribosomal subunit and 

the ternary complex, with ternary complex consisting of eIF-2, GTP and methionine-

transfer RNA. Once the initiation complex is assembled, it scans the 5‘untranslated 

region (UTR) of the mRNA until a methionine start codon (AUG) is reached. 

Encounter with an AUG codon results in the hydrolysis of the GTP bound to eIF-2 

and delivers the methionine amino acid to the start site of translation, resulting in the 

release of the initiating complex and recruitment of the 60S elongation ribosomal 

subunit. Termination of translation occurs in response to the presence of a stop 

codon in the ribosomal A site (296).  

 

Hypoxia signalling controls mRNA translation initiation in two ways through the 

mTOR and the ER stress and the unfolded protein response (UPS) pathway (295). 

mTOR is a Ser/Thr kinase that phosphorylates eIF-4E-binding proteins (4E-BPs) 

thus reduces their affinity for eIF-4E, thus enabling eIF-4E initiation of mRNA 

translation to proceed. mTOR also phosphorylates S6K, which stimulates translation 

via the ribosomal protein S6 (295). During hypoxia, mTOR is inhibited, resulting in 

decreased general mRNA translation. Hypoxia inhibits mTOR by affecting the activity 

of AMPK. AMPK phosphorylates and activates the TSC1/2, which down-regulates 

mTOR activity (295). Hypoxia can activate AMPK in two ways. In the first scenario, 

hypoxia might lead to inhibition of energy production through oxidative 

phosphorylation and in doing so increases intracellular AMP levels and causes 

activation of AMPK. In the second scenario, hypoxia results in the increased 

production of ROS. ROS have been shown to activate both AMPK and JNK 

pathways. Janus kinase 2 (JAK2) kinase has been implicated as upstream activators 
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of AMPK through ROS signalling (297). Another upstream activator of the TSC that 

is responsive to hypoxia is DDIT4 (REDD1 or RTP801) (208). REDD1/DDIT4 is 

induced following hypoxia also in a ROS-dependent manner through the activation of 

ERK1/2 (298).  

 

The ER stress and the UPS pathway is also activated in response to hypoxia and is 

mediated through the double-stranded RNA-activated protein kinase-like ER kinase 

(PERK) (299). ER is one of the largest protein producers within the cell and up to 

one third of cellular proteins are synthesized there (300). Protein folding is achieved 

through chaperone machinery which is energy dependent. Unfolded or misfolded 

protein could burden ER since the accumulation of inappropriately folded protein 

depletes energy and reducing agents (300). The UPS is aimed to eliminate 

inappropriately folded proteins within the ER by reducing the quantities of mRNA 

templates (300). Hypoxia increases ER-stress, possibly as a consequence of 

oxidative stress through ROS generation. ROS increases the leakage of Ca2+ from 

the ER lumen which in turn can stimulate further mitochondrial ROS production 

through multiple mechanisms (301). Excessive ROS contributes to ER-stress and 

the UPR, resulting in the phosphorylation and activation of PERK(302). PERK 

phosphorylation causes phosphorylation of the translation initiation factor eIF-2α, 

resulting in the inhibition of eIF-2α and ultimately leading to the inhibition of eIF-2α-

mediated mRNA translation (302). 

 

The second and probably more important mediator of the cellular response to 

hypoxia is HIF-1. HIF-1 is a transcription factor that activates the hypoxic expression 

of target genes involved in angiogenesis, oxygen transport, iron metabolism, 

glycolysis, glucose uptake, growth factor signalling, apoptosis, invasion and 

metastasis (303,304). During normoxia, HIF-1 is hydoxylated by prolyl hydroxylase 

domain (PHD) enzymes, resulting in the binding to the von Hippel–Lindau protein 

(VHL) (303,305). VHL is an E3 ligase, which targets the HIF-1α protein for rapid 

degradation via the ubiquitin proteasome pathway. PHD enzymes require oxygen, 2-

oxoglutarate and Fe2+ to function and thus connects hypoxia and ROS signalling to 

the control of HIF-1α (304,305). Hypoxia itself results in the increased formation of 

ROS and the Qo site of complex III of the electron transport chain is responsible for 

ROS production during hypoxia (306). Excessive ROS (hypoxia-induced or 

otherwise) results in a pro-oxidative intracellular redox status and this in turn results 

in ferrous iron depletion that is as a result of the Fenton reaction (Figure 1.16). 
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Depletion of intracellular ferrous iron as a result of excessive ROS in turn diminishes 

the activity of the PHD and in turn results in HIF-1α stabilization and activity 

(303,304).  

 

ROS are also able to activate AMPK, which in turn stabilizes HIF-1α in a PHD-

independent manner (307). Paradoxically, hypoxia and ROS signalling that lead to 

the stabilization and activation of HIF-1α also result in decreased translation of the 

protein, because of capped-mRNA translation inhibition. However, translation is not 

fully inhibited (drops 20-70% during hypoxic signalling), and hypoxic and ROS-

signalling are sufficient to stabilize and activate appreciable levels of HIF-1α in order 

to mediate the cellular response to hypoxia (Figure 1.16) (308). 

 

Upon stabilization and activation of HIF, a myriad of genes are activated that are 

involved in angiogenesis (vascular endothelial growth factor (VEGF), endocrine-

gland-derived VEGF (EG-VEGF)), glucose metabolism (hexokinase 1,2 (HK1,2), 

aldolase-A,C (ALDA,C), CAIX, enolase-1 (ENO1), glucose transporter-1,3 (GLU1,3), 

glyceraldehyde phosphate dehydrogenase (GAPDH), lactate dehydrogenase-A 

(LDHA), pyruvate kinase M (PKM), phosphofructokinase L (PFKL), 

phosphoglycerate kinase 1 (PGK1), phosphofructo-2-kinase/fructose-2,6-

bisphosphate-3 (PFKFB3)), deactivated genes such as OXPHOS (pyruvate 

dehydrogenase kinase 1,2 (PDK1,2)), cell proliferation and survival (insulin-like 

growth factor-2 (IGF2), transforming growth factor-α (TGF-α), c-myc and also 

apoptosis (Bcl-2/adenovirus EIB 19kD-interacting protein 3 (BNip3) (303). 
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Figure 1.16: Hypoxia and reactive oxygen species-mediated signalling results in the 

stabilization and activation hypoxia inducible factor-1α. 
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1.6  Cancer cell metabolism 

 

Most cancer cells rely on aerobic glycolysis even under conditions of sufficient 

oxygen supply to support OXPHOS (309). A series of papers authored by Gatenby 

and Gillies (2004, 2007 and 2008) (310-312) reviewed in depth the knowledge of 

their understanding towards aerobic glycolysis and proposed that it is a crucial 

evolutionary consequence in the development of invasive cancer. Oxygen is the first 

substrate that becomes limited during neoplastic growth. The persistent oxic-anoxic 

cycle subsequently exerts selection pressures which lead to the constitutive 

activation of glycolysis even in the presence of abundant oxygen. This phenotype 

might occur as a result of genotype instability through somatic cell mutation and/or 

epigenetic alterations (310).  

 

Tumor microenvironmental changes such as increased hypoxia, limited substrate 

availability and an acidotic environment, however, are the main drivers of 

carcinogenesis that result in fitness differences in populations of cells that ultimately 

result in bioenergetic changes associated with malignant neoplastic growths (310). 

As hypoxia increases, so does the hypoxic signal and ROS formation (313). 

Together, ROS and hypoxia result in the activation of a hypoxic signal, causing 

increased glycolysis, angiogenesis, cell proliferation, as well as increased 

insensitivity to apoptosis (303,304). Increased glycolysis and decreased dependence 

on mitochondrial OXPHOS system due to hypoxia signalling leads to formation of 

excess lactic acid. In turn, lactic acid accumulation affects pH in the immediate 

environment of the hyperproliferative neoplastic cells. Following hypoxia in 

neoplastic cells, the up-regulated HIF1 heterodimers bind and activate genes 

involved in pH regulation, glycolysis, lactic acid formation, glucose transport, pro-

angiogenic pathways and inhibit mitochondrial respiration (314-316). 

 

In neoplastic cells, HIF1 induces a key enzyme PDK1, which inactivates the TAC 

cycle enzyme pyruvate dehydrogenase (PDH) E1α subunit within the pyruvate 

dehydrogenase complex, by trans-activating the PDK1 gene directly (Figure 1.17). 

Consequently, HIF1-mediated PDK1 expression prevents excessive mitochondrial 

ROS production, shunt pyruvate toward lactate and NAD+ generation and facilitates 

ATP production via glycolysis (317). Dichloroacetic acid (DCA) and Nov3r-class 

agents are well-characterized inhibitors of PDK (318). Recent studies suggest that 

forcing cells into oxidative phosphorylation suppresses cancer growth (319-321). 
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Plas and Thompson (2002) proposed that metabolic and apoptotic pathways are not 

independent from each other and the glycolytic phenotype is indeed associated with 

apoptosis resistance (322). Genetic analysis of microarray data from several studies 

indicate that the glycolytic phenotype is accompanied by gene expression changes 

that are closely related to tumorigenic processes, such as resistance to apoptosis 

and increased metastatic potential (323,324). Consequently, cancer cells rely more 

on glycolysis for energy production (325). This opens the opportunity to selectively 

killing cancer cells by targeting the glycolytic pathway. 

 

The ideal antitumor therapeutics should easily gain entry into the tumorigenic cells 

and exhibit characteristics of low dosage, low drug resistance, together with 

antimitotic, anti-angiogenic ability. It should be able to be administered regularly, 

have high solubility and high oral bioavailability (326,327). 
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Figure 1.17: Glucose metabolism in normal and cancer cells.  Non-proliferating cells 

first metabolize glucose to pyruvate via glycolysis. In the present of oxygen, pyruvate 

is converted to acetyl-CoA by pyruvate dehydrogenase complex (PDH complex) for 

subsequent ETC oxidative phosphorylation process. In the absence of oxygen, 

normal cells complete the glycolysis process in the cytosol to produce lactate (lactic 

acid). Pasteur noticed yeast cells produce alcohol via anaerobic glycolysis (the 

Pasteur Effect). Warburg observed that cancer cells tend to convert most glucose to 

lactate regardless of  the presence of oxygen (the Warburg Effect). 
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1.7  Dichloroacetate targets the bioenergetic properties of cancer cells 

 

Bioenergetic alterations in cancers including a pro-oxidant status, increased 

glycolysis and inhibited OXPHOS, aid in increased proliferation and insensitivity to 

pro-apoptotic signals (328,329). These characteristics separate cancer cells from 

normal functioning cells and can be seen as a weak point and a target for selective 

growth inhibition (330). A pro-oxidant intracellular status causes both a survival 

response, partly through ERK1/2 and PKB/Akt activation, and sensitizes cells to cell 

death partly through ASK1-Trx signalosome signalling and by causing irrepairable 

oxidative damage to DNA, lipids and proteins. However, the cell-death sensitizing 

action of the pro-oxidant status is blunted by the fact that the Trx/TrxR-system is up-

regulated in a variety of cancer cells and is also could be linked to resistance to 

chemotherapies (331,332). Thus, the pro-oxidant status is tolerated in cancer cells 

as a result of impaired ROS-cell death signalling as well as abrogated programmed 

cell death normally associated with cancer cells. However, cells have an upper limit 

of in their ability to handle oxidative stress before becoming susceptible to the 

damaging effects that oxidation has on DNA, lipids and proteins (333).  

 

DCA and Nov3r-class agents are well-characterized inhibitors of PDK (318). DCA is 

a small molecule (contains two carbon molecules) and it is an unpatentable by-

product of drinking water chlorination (318). DCA binds to PDK and attenuates 

inhibition of PDH activity. The increased PDH activity shifts metabolism from 

glycolysis to glucose oxidation and decreases ∆Ψm hyperpolarization, which opens 

mitochondrial transition pores. This allows for the translocation of ROS from the 

mitochondrial matrix to the cytoplasm and increases ROS signalling (325). Targeting 

PDK signalling thus represents a novel means in which to target cancer cells.  

 

Recent studies suggest that forcing cells into oxidative phosphorylation suppresses 

cancer growth (319-321). Inhibitors of PDKs attenuate inhibition of PDH activity (334). 

The increased PDH activity shifts metabolism from glycolysis to oxidative 

phosphorylation, decreases mitochondrial membrane potential hyperpolarization, 

which opens mitochondrial transition pores. This allows for the translocation of ROS 

from the mitochondrial matrix to the cytoplasm and increases ROS-signalling, as well 

as restoring normal metabolism, thereby decreasing lactate production in 

metabolically altered cells (310,325). 
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A group of researchers from University of Alberta, Canada has focused on 

anticancer activity of DCA for years. Bonnet et al. (2007) have reported that DCA 

has remarkable effects on cancer cell survival by reduced mitochondrial membrane 

potential, formation of ROS and release of pro-apoptotic effector cytochrome c (325). 

Michelakis et al. (2010) utilized DCA to treat glioblastoma patients for 15 months and 

found this small molecule has ability to induce apoptosis in vitro and in vivo (335). 

Sutendra et al. (2012) demonstrated DCA re-activates mitochondrial metabolism in 

cancer in vitro in the xenotransplant model, and in vivo though inhibition of HIF1 

signalling and angiogenesis mediated by PDK (336). Currently, DCA has been used 

extensively in clinical trials for the treatment of brain tumors, breast cancer and lung 

cancer (316). 

 

The in vitro and in vivo performance of DCA on different types of cancer is 

remarkable (323,337,338). DCA is able to reverse the cytosolic glycolytic phenotype 

in a number of cancer cell lines, depolarizing the inner mitochondrial membrane 

potential and increasing mitochondrial metabolism (323,325,337). DCA appears to 

leave non-tumorigenic cells unaffected as a result and can be considered as an 

effective anticancer agent without toxicity to normal cells (323,337,338). Sun et al. 

(2010) mentioned that DCA has passed phase I/II toxicity testing in humans and is 

currently in phase III clinical trials for the treatment of chronic lactic acidosis in 

congenital mitochondrial disorders (323). In the study of Mori and co-workers (2004), 

DCA was used for the treatment of mitochondrial encephalomyopathy, lactic acidosis, 

and stroke-like episodes syndrome (MELAS) (orally administered up to 50 mg/kg/day) 

with serum levels being maintained between 0.3-1.0 mM (339). DCA has been 

proven in human trials to be safe, it can be administered orally and easily penetrates 

tissues (338). 

 

Sun et al. (2010) investigated the effects of DCA on metastatic breast cancer cell 

growth in vitro and in vivo.  In order to conduct the tests, a panel of breast cancer cell 

lines such as MCF-7, T-47D, 13762 MAT, V14 and 4T1 were treated with 5 mM of 

DCA. A non-tumorigenic epithelial cell line MCF-10A was included in the experiment 

as a positive control. Results demonstrated that after four days exposure of DCA on 

MCF-7, T-47D, 13762 MAT and V14 cell lines, cell growth had significantly 

decreased to between 60% and 80%. On the other hand, DCA had no effect on the 

normal breast cell line MCF-10A cell growth (323).  Xiao et al. (2010) used up to 40 



65 
 

mM DCA for the treatment of A549, HeLa, HCT116, and PLC cell lines in vitro and 

significant decrease in cell growth was demonstrated in all of these cell lines (337). 
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1.8  Antimitotic compound 9 

 

One of the most researched classes of cancer chemotherapeutic drugs are 

antimitotic drugs (340-344). The microtubule-interfering class of antimitotic agents 

halts mitosis by interfering with microtubule dynamics in actively dividing cells such 

as cancer cells, which in turn activates the spindle checkpoint. Activation of the 

spindle checkpoint prevents actively dividing cells from completing mitosis and a 

prolonged block in mitosis usually results in cell death (95). 

 

Compounds that interfere with microtubule dynamics can bind at the various sites of 

microtubules. Vinblastine, a compound originally derived from the Catharanthus 

flowering plant, binds at the plus end and inhibits microtubule polymerization (345). 

Paclitaxel, also known as Taxol, was first isolated from the bark of the Pacific yew 

tree and binds along the interior surface of the microtubule, thereby interfering with 

the dynamics of the microtubules (345). Derivatives of Vinblastine and Taxol are 

currently are part of various chemotherapy regimens including Hodgkin lymphoma 

ovarian, breast and lung cancers, as well as Kaposi sarcoma (345). 

 

Colchicine is a compound that is derived from plants of the genus Colchicum and 

forms complexes between the alpha and beta tubulin dimers to suppress microtubule 

dynamics (345). Other compounds are also able to interfere with microtubule 

dynamics by binding at the Colchicine site including combretastatins and 2-

methoxyestradiol (2ME, Figure 1.11A) and analogues of these compounds (346,347). 

2ME is produced in trace amounts in the human body and is an endogenous 

metabolite derivative of estrogenic hormone 17β-estradiol with well documented 

antimitotic, anti-angiogenic, and pro-apoptotic properties in vitro (324,348-350). 

Antimitotic compounds such as 2ME are able to induce apoptotic cell death via the 

extrinsic pathway by up regulating DR5 in a variety of cell types (351). 2ME 

treatment results in the formation of excess reactive oxygen species that contribute 

towards cell death induction (324) and reactive oxygen species are known to 

mediate death receptor activation and apoptosis (352). 

 

Under in vitro conditions 2ME inhibits the activity of anaphase-promoting complex, 

an ubiquitin ligase of which the activation is required for separation of sister 

chromatids, in MDA-MB-435 human breast cancer cells (353). 2ME induces tubulin-

dependent G2/M cell cycle arrest through regulation of genes involved in the mitotic 



67 
 

spindle assembly checkpoint, which results in inhibition of the APC/C and tubulin-

independent inhibition of protein translation (353). Furthermore, 2ME exhibits anti-

angiogenic activity and is mediated through down regulation of hypoxia-inducible 

factor-1α (HIF-1 α), which is an essential component for transcriptional activation of 

VEGF expression (353,354).  

 

Stander et al. (2010) mentioned that in order to treat cancer effectively, it is important 

to maintain the plasma concentration of 2ME in the range of 3-17 ng/ml (10-56 nM) 

(324). Mooberry (2003) displayed that 2ME has a broad spectrum of antitumor 

activities. The author also revealed that 2ME does not bind to or induce the activity 

of estrogen receptors, therefore the mechanism of its actions are mediated through 

inhibition of other anticancer related channels, such as inhibition of the pro-

angiogenic transcription factor HIF-1α, JNK signalling and the initiation of the 

apoptotic pathway via regeneration of the ROS (355). In addition, Stander et al. 

(2010) revealed a novel finding, which is the induction of both apoptosis, as well as 

autophagy as a possible combination of types of cell death induced by treatment of 

MCF-7 cells with one micromolar 2ME after 24 hours of exposure (324).  

 

In the clinical setting, 2ME suffers from a lack of oral bioavailability and it has a short 

half-life because of degradation and conjugation (356,357). Novel formulations of 

2ME such as nanocrystals have been developed to try and improve its bioavailability 

and potency in the clinical setting, however, without much success (358). Low oral 

bioavailability is likely caused by a degradation step by oxidation at the C3/C17 

hydroxyl groups (359,360). Previous studies by Liu et al. (2005) and Newman et al. 

(2006) have emphasized the limitations of 2ME due to its potential for inactivation at 

the D-ring, C17 position (360,361). It is suggested that low aqueous solubility and 

extensive ‗first pass‘ hepatic metabolism likely account for the poor bioavailability of 

2ME (359). These characteristics of 2ME led to the development of various 

analogues or derivatives that are able to improve bioavailability and potency. 

  

2ME analogs therefore draw great interest among scientists and these analogs are 

under extensive research in recent years. ENMD-1198 (2-methoxyestra-1,3,5(10)16-

tetraene-3-carboxamide), 2-methoxymethyl estradiol and 2ME-Gly-Cap-NH2 (O-17-

substituted 2ME analog) are analogs of 2ME which were developed to increase both 

the bioavailability and antitumor activities of the parent molecule (362-364). All of 

these analogs demonstrated an antiproliferative activity comparable to 2ME. Phase II 
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dose-escalation studies of ENMD-1198 conducted by Zhou et al. (2011) 

demonstrated that this analog is well tolerated by cancer patients with a 

recommended dose of 425 mg/m2/day (362).  

 

Recent investigations have demonstrated that sulphamoylated analogs of 2ME are 

estrogen sulphamates that are more potent than that of their parent estrogens (365-

367). Newman et al. (2007) demonstrated for the first time that cyanomethyl group at 

C17 position significantly increased the efficacy of compounds STX640 and STX641 

in vitro and in vivo (327). Subsequently, Foster et al. (2008) demonstrated that 2-

MEOe2bisMATE (STX140) and 2-EtE2bisMATE (STX 243), which are compounds 

exhibiting A-ring (C3 and/or C2) and D-ring (C17) modifications of 2ME, have potent 

anti-proliferative and anti-angiogenic activity in vitro, in vivo and ex vivo (368-370). 

The same group also showed the efficacy of STX243 against the growth of both 

estrogen receptor positive and estrogen receptor negative breast cancer tumors in 

vitro and in vivo with promising pharmacokinetic properties (369). These estrogen 

sulphamates are proven to obtain a higher bioavailability since they are able to 

overcome the biotransformation encountered by liver metabolism due to the fact that 

they are capable of reversibly conjugating to cytosolic erythrocyte carbonic 

anhydrase II (CAII) (365,366,371,372). Binding of these estrogen sulphamates to 

intracellular erythrocyte CAII prevents it from coming into contact with various liver 

enzymes and thus avoids taking part in first-pass metabolism (365,366,371,372). 

 

Carbonic anhydrases are a family of ubiquitously expressed, zinc containing 

isozymes that catalyze the interconversion between CO2 and HCO3
- (372,373). It 

was evidenced that the overexpression of carbonic anhydrases IХ (CAIX) and XII 

(CAXII) is strongly associated with hypoxia, a condition favoured by most solid 

tumors. For example, the promoter of the CAIX gene, which contains a hypoxia 

response element (HRE), binds to HIF-α in response to increased cell density and 

hypoxia microenvironment and activate the transcription of CAIX (366,374). The 

increased formation of carbonic acid as a result of CAIX expression facilitates in 

forming an acidotic environment surrounding solid tumors acidosis and is known to 

enhance pathologic processes favoured by tumorigenicity (367,372,373). 

Prospective inhibitors capable of selective inhibition of hypoxia-activated CAIX 

therefore provide therapeutic promise for the treatment of metastatic tumors since it 

will be able to prevent extracellular acidification via CAIX. 
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Several promising sulphamoylated analogs of 2ME were designed using in silico 

docking and molecular modelling at the University of Pretoria by Dr B.A. Stander 

(Department of Physiology, University of Pretoria), Professor F. Joubert 

(Bioinformatics Units, Department of Biochemistry, University of Pretoria) and 

Professor A.M. Joubert (Department of Physiology, University of Pretoria). A recent 

publication by Stander et al. (2011) has revealed that the newly designed 

sulphamoylated compounds exhibit antimitotic activity via binding to the colchicine 

binding site of tubulin, as well as that they are carbonic anhydrases IX inhibitors 

(Figure 1.18 A-C) (366).  

 

 

Figure 1.18: Chemical structure of 2-methoxyestradiol and in silico-designed 

compound 9 and the binding of compound 9 into tubulin. Chemical structure of 2-

methoxyestradiol (2ME) (A) and 2-ethyl-3-O-sulphamoyl-estra-1,3,5(10),15-tetraen-

3-ol-17-one (C9) (B) (ACD/ChemSketch freeware version 12.0). Docking of ESE-16 

into the colchicine binding site of tubulin (C) (366). 
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In silico docking performed by Stander et al. (2011) revealed that the 2-ethyl 

derivatives displayed increased binding affinity to the colchicine-binding site when 

compared to other C2-modified analogs (366). This finding is in agreement with the 

results from another group Leese et al. (2006) earlier where it was discovered that 

an ethyl substitution at C2 position of estrone provided the optimal substituent for 

high antiproliferative activity (371,375). Therefore, based on the docking results of 

the analogs into the colchicine site and the CAIX/CAII ratio of the compounds, it was 

decided to synthesize C9 (Figure 1.19).  
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Figure 1.19: Synthetic pathways of compound 9 and other structural similar analogs.  Final synthesis pathway as agreed upon 

between iThemba Pharmaceuticals (Pty) Ltd. and the Department of Physiology, University of Pretoria (From doctoral thesis B.A. 

Stander (294)). 
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A recent study on another 2ME analog ESE-16, which has been modified on the D-ring 

carbon 16 position, revealed that treatment caused activation of SAPKs p38 and JNK 

pathways in MCF-7 and metastatic human breast adenocarcinoma cell line (MDA-MB-

231) respectively (187). Additionally, lysosomal rupture, iron metabolism, and 

abrogation of Bcl-2 phosphorylation were identified as important mediators of cell death 

in tumor cells (187).  

 

Furthermore, a number of studies conducted in our laboratory (2011, 2012, 2013) have 

demonstrated that the newly designed antimitotic compounds C9, ESE-15-ol and ESE-

16 (previously named compound 19 (C19)) exhibited anti-CAII, anti-CAIX, 

antiproliferative and pro-apoptotic (intrinsic mitochondrial pathway) and pro-autophagic 

properties on various cancer cell lines including MCF-7, MDA-MB-231, SNO and HeLa 

cells (187,366,376-378). Autophagy, particularly macroautophagy is activated during 

stress and the process involves cargo sequestering of cytoplasm contents to lysosomes 

for degradation (379). It is debatable whether the autophagic response of cancer cells to 

therapeutics serves as indication for cell death. In this context, only few studies reported 

that antimitotic drugs induce autophagy as drug target (380). Persistent autophagy may 

cause cells to become depleted in vital organelles and critical proteins which ultimately 

lead to cell death (381). 

 

Evolutionary views about the origin of cancer help to explain why certain cancers 

become resistant to various treatment regimens (382). For example, sub-populations of 

colorectal tumors become more resistant after chemotherapy (383). Hanahan and 

Weinberg identified six hallmarks of cancer in 2000 (384) and the list was updated to 

include four additional hallmarks of cancer cell biology (329). Unstable genomes and 

tumor-promoting inflammation are two enabling features, while eight acquired features 

include self-sufficiency in growth signals, insensitivity to anti-growth signals, evading cell 

death, limitless replicative potential, sustained angiogenesis, evasion of the immune 

system, deregulated metabolism and tissue invasion, and metastasis (329). By making 

use of combination therapies that target many different signalling pathways, selection 

for chemotherapeutic resistant sub-population may be limited to a minimum.  
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Liu et al. (2001) have proposed that combination treatment of a glycolysis inhibitor in 

conjunction with a chemotherapeutic agent will open new windows for anticancer 

therapy (385). A recent study from Tagg et al. (2008) exhibited the glycolytic inhibitor 2-

deoxy-D-glucose (2DG) in combination with STX140 significantly reduced tumor volume 

by 76% (P < 0.001) in vivo compared to 46% (P < 0.05) in STX140-only treated 

xenograft models (386). However, there is currently no literature available for the 

combination of both C9 and DCA for the treatment of cancer in vitro.  The effects of C9 

and DCA on tumorigenic and non-tumorigenic cell lines remain to be elucidated. Both 

C9 and DCA are regarded as potential anti-tumorigenic therapeutics with different 

targets and modes of action.  

 

DCA and C9 are two compounds with different anticancer activities, one being a 

glycolytic inhibitor and other one an antimitotic compound. C9 is an antimitotic 

compound similar to 2-methoxyestradiol (366) and DCA is known to induce ROS level 

and apoptotic cell death (325). It is thus possible that combination treatment of cells with 

DCA and C9 may induce apoptosis via ROS-mediated pathway. There is currently no 

literature available for the combination of in silico-designed C9 and DCA for the 

treatment of cancer in vitro. It is of vital importance to examine and compare the effects 

of these compounds in vitro by utilizing tumorigenic and non-tumorigenic breast cells as 

a model.  

 

Thus, it was decided to test C9+DCA on tumorigenic adenocarcinoma MCF-7 cells and 

non-tumorigenic MCF-12A breast epithelial cell lines. The aim of this study was to 

evaluate the influence and to elucidate the underlying mechanisms of action of C9 in 

combination with DCA on cell growth, cytotoxicity, morphology, cell cycle progression, 

autophagy and apoptotic induction, mitochondrial membrane potential, redox status, 

JNK activation, Bcl-2 phosphorylation, caspase activity and gene expression using a 

breast cell culture model namely tumorigenic MCF-7 and non- tumorigenic MCF-12A 

cells. 
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The present study contributes to the field of cellular and molecular anticancer by 

elucidating the mechanisms of combination treatment at the level of molecular biology, 

thus warranting further research projects to develop viable and functional combination 

treatment as clinically useable anticancer agents. 
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2. Chapter 2: Materials and Methods 

 

2.1  Compounds and reagents 
 

Gibco® Dulbecco‘s Modified Eagle‘s Medium (DMEM) and Ham‘s F-12 Nutrient Mixture 

(F-12) were purchased from Life TechnologiesTM South Africa Pty Ltd. (Fairland, JHB, 

RSA). Crystal violet, actinomycin D, Bouin‘s fixative, Hoechst 33342 (bisBenzimide), 

acridine orange, propidium iodide and 2′, 7′-dichlorodihydrofluorescein diacetate 

(H2DCF-DA) were supplied by Sigma Aldrich (St. Louis, MO, USA). Heat-inactivated 

fetal bovine serum (FBS) (PAA Laboratories (Pty) Ltd. Morningside, QLD, AUS), sterile 

cell culture flasks and plates (96-well plates and 6-well plates) were obtained through 

Separations (Pty) Ltd. (Randburg, JHB, RSA). Trypsin/Versene (0.125% trypsin, 0.1 

Versene - disodium ethylenediamine tetraacetic acid (EDTA)), penicillin, streptomycin 

and fungizone were purchased from Highveld Biological (Pty) Ltd. (Sandringham, JHB, 

RSA). Cholera toxin, glutaraldehyde, triton X-100, haematoxylin, eosin, ethanol, xylol 

and Entellam® fixative were purchased from Merck (Pty) Ltd. (Munich, Germany). The 

xCELLigence system which includes the Real-Time Cell Analyzer Single Plate (RTCA 

SP®) system, RTCA Analyzer and RTCA Control Unit (developed by ACEA Biosciences, 

Inc. (San Diego, CA, USA)) were kindly provided as a demonstration model by Roche 

Products (Pty) Ltd. (Randburg, JHB, RSA) and the E-plate 96 microtiter plates were 

purchased from Roche Products (Pty) Ltd. (Randburg, JHB, RSA). The primary 

monoclonal mouse anti-tubulin alpha antibody from IMGENE (Alexandria, VA, USA) (cat 

no. IMG-80196) was purchased from BIOCOM biotech (Pty) Ltd. (Clubview, PTA, RSA) 

and the fluorophore-labelled donkey anti-mouse heavy and light chain secondary IgG 

with Alexa Fluor 350 secondary antibody from InvitrogenTM/Life TechnologiesTM 

(Carlsbad, CA, USA) were purchased from The Scientific Group (JHB, RSA). The 

Annexin V-fluorescein isothiocyanate (FITC) Kit was purchased from BIOCOM biotech 

(Pty) Ltd. (Clubview, PTA, RSA) and manufactured by MACS Miltenyi Biotech (GmbH, 

Germany). The Lactate Dehydrogenase Cytotoxicity Assay Kit from BioVision Inc. 

(Mountain View, CA, USA) was purchased through BIOCOM biotech (Pty) Ltd. 

(Clubview, PTA, RSA). FITC-conjugated anti-autophagy-related (LC3) antibody was 

purchased from Novus Biologicals Ltd. (NB600-1384) (Cambridge, UK). A rabbit 

antibody for anti-active caspase 7 from BioVision Inc. (Mountain View, CA, USA) and a 
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secondary anti-rabbit antibody conjugated to Dylight™ 488 from Rockland Inc 

(Gilbertsville, PA, USA) were purchased from BIOCOM biotech (Pty) Ltd. (Clubview, 

PTA, RSA). MitoCapture™ Apoptosis Detection Kit (K250-25) was purchased from 

BioVision (Mountain View, CA, USA). FlowCellect™ Bcl-2 Activation Dual Detection Kit 

produced by Millipore Corporation (Billerica, MA, USA) was purchased through 

Microsep (Pty) Ltd (Sandton, JHB, RSA). Qiagen® RNeasy Plant Mini Kit and RNase-

free DNase were purchased from Southern Cross Biotechnology (Pty) Ltd. (Cape Town, 

RSA). Agilent‘s 44k 60-mer human oligo slides, Low RNA Input Fluorescent Linear 

Amplification Kit, 2x GEx Hybridization Buffer HI-RPM, Gene Expression (GE) Wash 

Buffer 1 and 2, Stabilization and Drying Solution were obtained from Agilent 

Technologies (Pty) Ltd. (Palo Alto, CA, USA). Cy-3 and Cy-5 fluorescent dyes were 

supplied by Amersham Biosciences (Pittsburgh, USA). All other chemicals were of 

analytical grade and were purchased from Sigma Aldrich (St. Louis, MO, USA), 

Southern Cross Biotechnology (Pty) Ltd. (Cape Town, RSA) and Amersham 

Biosciences (Pittsburgh, PA, USA). 

 

2.2  Cell lines and cultures 

 

The MCF-7 cell line is derived from a pleural effusion of human breast adenocarcinoma 

provided by American Type Culture Collection (ATCCTM) (Manassas, VA, USA). The 

MCF-7 line retains several characteristics of differentiated mammary epithelium 

including ability to process estradiol via cytoplasmic estrogen receptors. The MCF-12A 

cell line (estrogen receptor negative) is a non-tumorigenic spontaneously immortalized 

adherent human breast epithelial cell line established from tissue taken at reduction 

mammoplasty from a nulliparous patient with fibrocystic breast disease that contained 

focal areas of intraductal hyperplasia. The original MCF-12A cell line was produced by 

long-term culture and forms a monolayer without domes when cell growth reaches 

confluency. MCF-12A cells were obtained as a gift from Prof MI Parker (Department of 

Cancer Biology of the University of Cape Town, CT, RSA). 

 

MCF-7 breast adenocarcinoma tumorigenic cells were cultured in DMEM and 

supplemented with 10% heat-inactivated FBS (56˚C, 30 min), 1% penicillin G (100 U/ml), 
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streptomycin (100 µg/ml) and fungizone (250 µg/l). MCF-12A non-tumorigenic breast 

epithelial cells were cultured in a 1:1 mixture of DMEM and Ham‘s F12 medium 

supplemented with epidermal growth factor (20 ng/ml), cholera toxin (100 ng/ml), insulin 

(0.01 mg/ml), hydrocortisone (500 ng/ml), 10% heat-inactivated FBS, 1% penicillin G 

(100 U/ml), streptomycin (100 µg/ml) and fungizone (250 µg/l). All cells were grown at 

37˚C in a humidified atmosphere containing 5% CO2 in air. All medium used in this 

project contained phenol red which is used to monitor the pH of media. When phenol 

red turns yellow, it serves as indicator that the pH of the medium is low and needs 

replacement. 

 

Experiments were conducted either in 25 cm2 culture flasks, 96-well microculture plates 

or six-well culture plates. For 25 cm2 culture flasks, exponentially growing cells were 

seeded at 500 000 cells per 5 ml maintenance medium per flask. For six-well plates, 

exponentially growing cells were seeded at 375 000 cells/well in three ml maintenance 

medium on heat-sterilized cover slips. For 96-well plates, exponentially growing cells 

were seeded at 5000 cells/well in 100 µl of maintenance medium. For E-Plate 96 

microtiter plate, exponentially growing cells were seeded at 10 000 cells/well in 200 µl of 

medium. Cells used in all experiments were allowed a 24 h incubation period for cell 

adherence and medium was renewed prior to exposure. 

 

General cell culture was maintained in 25 cm2 culture flasks in a Forma Scientific water-

jacketed incubator (Ohio, USA) contained in a humidified atmosphere with 5% CO2.  

MCF-7 and MCF-12A cells were maintained by subculturing at regular intervals 

between two to three days. When cells almost reached stationary phase growth 

(approximately 90% full), they were subcultured and split into new flasks. Subcultivation 

of monolayers involved the breakage of cell-to-surface and cell-to-cell interactions which 

require enzymatic digestion of trypsin-EDTA. EDTA binds to Ca2+ and Mg2+ by 

sequestering them and preventing their interference with trypsin (387). The complete 

tissue culture media contains trypsin inhibitors (from FBS) and divalent cations such as 

Ca2+- and Mg2+ ions. All of these factors inhibit the enzymatic activity of trypsin. Thus, 

prior to trypsinization, cells were washed with phosphate buffered saline (PBS) free 

from Ca2+ and Mg2+ to remove trypsin inhibitors contained in the media. Concentrated 

PBS solution (10 x) was prepared by dissolving 80 g NaCl, 2 g KCl, 11.5 g Na2HPO4 
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and 2 g KH2PO4  (all chemicals were purchased from Merck (Pty) Ltd. (Munich, 

Germany)) in one litre of distilled water. The pH of the concentrated solution was 

adjusted to 7.4 with a Thermo® Orion 3 star pH Benchtop pH meter. The 10 x PBS was 

diluted to 1 x solution and autoclaved for 20 minutes at 120˚C. 

 

Cultured cells were observed regularly via light microscopy to monitor their density and 

morphology for subculture. The parent flask was rinsed with 1 x PBS buffer at least 

once followed by trypsinization. The progression of cell dissociation was monitored by 

light microscopic examination (magnification 10x, 20x and 40x). Trypsin was gently 

removed and the cell culture flask was agitated by shaking. Trypsin was inactivated by 

adding fresh medium and cell viabilities were tested by the trypan blue staining method 

before subculturing. Cells were also regularly cryopreserved in the liquid nitrogen cryo-

freezer. A special freezing medium was prepared with a cryoprotectant property. The 

freeze medium consisted of 70% supplemented medium, 20% FBS and 10% 

dimethylsulfoxide (DMSO).         

 

2.3  Chemical compounds and composition of appropriate controls 

 

2-Ethyl-3-O-sulphamoyl-estra-1,3,5(10),15-tetraen-3-ol-17-one (C9) was in silico-

designed in our laboratory and is therefore not commercially available. C9 was 

synthesized by iThemba Pharmaceuticals (Pty) Ltd. (Modderfontein, JHB, RSA) with 

analytical grade > 95% purity. DCA (powder) was purchased from Sigma Aldrich (St. 

Louis, MO, USA). Time- and dose-dependent cell growth studies were conducted for 

selection of optimal exposure conditions. A previous study conducted in our laboratory 

by Stander et al. (366) revealed that the concentration for 50% of maximal inhibition of 

cell proliferation (GI50) value for C9-exposed MCF-7 cells is 130 nM after 48 h of 

exposure. This concentration served as benchmark for concentration selection for dual 

drug treatment. Selection of the concentration for combination therapy was conducted 

by setting up one non-variable constant (C9 with concentration of 130 nM) and 

combining this with a range of different concentrations of DCA (2.5 mM, 5.0 mM, 7.5 

mM and 15.0 mM). Range of concentrations for DCA was based on previous literature 

using similar concentrations (323,388). The process of elimination was used to 
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determine the exposure time and concentrations. The pilot study indicated that C9 was 

active in nanomolar concentration against MCF-7 tumorigenic cell line (366) thus, a 

stock solution with micromolar concentration 0.75 μM in DMSO was prepared for 

experiments in this project. The final concentrations of C9 and DCA used for 

experiments were determined at early onset of this project and it was determined to be 

130 nM and 7.5 mM respectively. More details are available in the result section. 

 

The stock solution was diluted with culture medium to the required final concentrations 

prior to exposure. Several controls were incorporated. Firstly, cells grown under normal 

conditions propagated in culture medium only. Secondly, in order to determine whether 

the vehicle, DMSO, had an effect on proliferating cells, vehicle-treated controls were 

included and the final DMSO concentration used to expose cells never exceeded 0.1% 

(v/v) (389). Thirdly, in order to observe differences between combination/dual treatment 

of 130 nM C9 in conjunction with 7.5 mM of DCA and individual treatment of C9 (130 

nM) or DCA (7.5 mM), cells exposed with either C9 (130 nM) or DCA (7.5 mM) were 

included as single treatment controls. Cells were treated with actinomycin D (0.2 μg/ml) 

to induce apoptosis and the latter served as a positive control for the induction of 

apoptosis (390). 

 

2.4  Cell growth and proliferation 

 

2.4.1 Real-time cell proliferation assays 

 

The xCELLigence System (Real-Time Cell Analyzer Single Plate (RTCA SP®) system) 

was developed by ACEA Biosciences, Inc. (San Diego, CA, USA) in conjunction with 

Roche Diagnostics GmbH (Roche Applied Science, Mannheim, Germany) to monitor 

cellular events in real time without incorporation of dyes by measuring electrical 

impedance created by cells (391,392). The RTCA xCELLigence system utilizes micro-

electronic sensor technologies for monitoring adherent cells. The core of the system is 

arrays of ultra-thin sheath of gold which serves as the microelectronic cell sensor that 

are integrated in the bottom of microtiter plates. In the absence of cells, strong current 

flow passes the microelectrodes with no disturbances. Presence of cells, quantity and 
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quality of cells affect the passage of electrons and ions on sensor surfaces; thus 

introducing impedance. The impedance may subsequently be converted to a Cell Index 

(CI) value. An increase in the presence of cells will lead to an increase in impedance 

and therefore cause a higher CI value. Likewise, when cells experience morphological 

changes such as cell shrinkage caused by apoptosis, the CI will decrease (Figure 2.1).  

 

 

Figure 2.1: Real-Time Cell Analyzer Single Plate® system based on impedance 

technology detection of cell viability and motility.  In the absence of cells, strong current 

flow passes the microelectrodes with no disturbances. The impedance introduced by 

presence of cell is converted to Cell Index (CI) value (393). (Adapted from Limame et al. 

(2012)) 
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Materials 

 

The Real-Time Cell Analyzer xCELLigence instrument and E-plate 96 were provided by 

Roche Diagnostics (Randburg, RSA). 

 

Methods 

 

The RTCA SP Station was connected to the RTCA Analyzer and subsequently joined 

the RTCA Control Unit. The xCELLigence System was connected and tested via 

Resistor Plate Verification before the RTCA SP Station was placed inside the incubator 

at 37°C and 5% CO2. According to the ATCC Cell Culture Technical Resources (version 

1825/CF/1111), approximately 0.5 x 105 cell/cm2 to 1 x 105 cell/cm2 is a typical yield for 

confluent continuous mammalian cell lines (cell line dependent). A 96-well plate 

occupies 0.32 cm2 surface area and the cell yield should be 16 000 to 32 000 per well.  

 

Cells were seeded at four different densities which were 20 000, 10 000, 5 000 and 

2500 cells per well in E-Plate 96 microtiter plate devices (as suggested by supplier‘s 

manual). Briefly, cells were trypsinized, counted using the trypan blue exclusion method 

via a hemacytometer and resuspended in growth medium. Medium background 

measurements were taken by adding 100 µl of the appropriate medium to the wells of 

the E-Plate 96. When the plate was correctly placed into the RTCA SP station, the 

green indicator light was registered. RTCA Software Package 1.2 was used to 

automatically scan the plate with media and calibration of the plate was completed 

thereafter. Cells were trypsinized and prepared into a 400 000 cell/ml stock solution 

prior to exposure. A volume of 100 µl of the cell suspension was added to the wells of 

the E-Plate 96 which contained the 100 µl of growth medium with a final volume equal 

to 200 µl. MCF-7 and MCF-12A at densities of 20 000-, 10 000-, 5 000- and 2 500 cells 

per well were seeded and allowed to settle down at the bottom of the well at room 

temperature for 30 minutes before placing the E-Plate 96 onto the RTCA SP Station.  

 

The RTCA Control Unit (laptop) was used to monitor cell attachment and proliferation 

continuously for a period of 48 h. At the same time, the impedance values were 

recorded and converted into CI value in real time and corresponding to each well 
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precisely. CI calculations for real-time dynamic cell proliferation assay (n=3) were 

automatically performed by the RTCA Software Package 1.2 of the xCELLigence 

system with error bars included on a cell proliferation curve. The CI curves of the plate 

are projected on RTCA Control Unit in real time. 

 

2.4.2 Crystal violet assay 

 

Crystal violet (N-hexamethylpararosaniline) is a colorimetric method that is commonly 

used to evaluate a new chemical entity on cell cultures in in vitro oncology discovery 

research (394). Crystal violet assay is used to obtain quantitative information about the 

cell number adhering to microtiter dishes (typically 96-well plate). In this project, dose- 

and time-dependent studies were conducted in order to determine the growth inhibitory 

effect on MCF-7 and MCF-12A cell lines of the combination compounds. Time-

dependent studies were carried out at intervals of 24 h, 48 h and 72 h in order to 

determine the optimal compound exposure time for following experiments. Previously 

determined optimal seeding number for 96-well plate via xCELLigence RTCA system 

was used in crystal violet assays. The crystal violet dye generally binds nonspecific 

external to DNA molecule, with preference of two adjacent A-T base pairs (395). Thus, 

the cell number in monolayer culture can be quantified as a function of the absorbance 

of the amount dye incorporated by the DNA of these cells.  This method allows for rapid, 

accurate and reproducible quantification of cell number in cultures proliferating in 

microtiter plates (396,397).  Quantification is possible by solubilizing the adsorbed dye 

into a solution of triton X-100 and determining optical density (OD) 

spectrophotometrically at 570 nm (396).  

 

Materials 

 

Crystal violet, glutaraldehyde and triton X-100 were purchased from Merck (Munich, 

Germany). ELx800 Universal Microplate Reader from Bio-Tek Instruments Inc. (Vermont, 

USA). 

 

 



83 
 
 

Methods 

 

In order to determine the growth inhibitory effect of the dual treatment on both cell lines 

as well as the optimal exposure conditions, time- (24 h, 48 h and 72h) and dose- (C9: 

100 nM - 200 nM; DCA: 2.5 mM - 40 mM)-dependent cell proliferation studies were 

conducted prior to final combination of dosage selection. Dosages chosen for C9 were 

based on previous in vitro proliferation assays conducted in our laboratory (366,377) 

and the concentrations selected for DCA were supported by literature (186,388,398).  

 

Quantification of fixated monolayer cells was spectrophotometrically determined by 

employing crystal violet as a DNA stain. MCF-7 and MCF-12A cells were seeded in 96-

well plates at a density of 5000 cells per well (200 μl medium/well). Cells were 

incubated at 37˚C for 24 h to allow for recovery and attachment. Cells were exposed to 

130 nM of C9-, 7.5 mM of DCA-, C9+DCA and DMSO (v/v < 0.1%) for 24 h. At the end 

of the exposure period, medium was discarded and 100 μl of 1% glutaraldehyde was 

added to fixate cells for 15 min. Thereafter, glutaraldehyde was discarded and 100 μl of 

0.1% crystal violet stain solution was added to cells and left at room temperature for 30 

min. Subsequently, crystal violet stain was removed by immersing the plate under 

running tap water for 5 min. A 0.2% triton X-100 solution (200 μl) was added to the plate. 

Measurement of the absorbance of all treatments, as well as controls were conducted 

with an ELX800 Universal Microplate Reader from Bio-Tek Instruments Inc. (Vermont, 

USA) with 570 nm filter.   

 

The percentage growth inhibition and half-maximal growth inhibitory concentration (IC50) 

was calculated in order to compare the growth inhibition induced by the compounds on 

the various cell lines. The IC50 is the concentration that induces a percentage growth 

inhibition of 50. 

                               
                                                   

                                                     
       

 

Statistical analysis (n=6) was performed in Microsoft Excel and cell growth of treated 

cells was expressed as a percentage ratio to DMSO-exposed controls. Statistically 

significant results with P < 0.05 are indicated in the bar charts.    
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2.5 Cell viability 

 

Lactate dehydrogenase assay 

 

Cell viability assays are used for drug screening and one of the most robust tests is the 

lactate dehydrogenase (LDH) assay. Cell viability must be determined by counting the 

unstained live cells with a suitable instrument such as microscope or spectrophotometer. 

Cellular enzymes such as LDH is used as marker to indicate plasma membrane 

damage and indirect measurement of cell death (399). LDH is present in all cell types 

and is rapidly released into the cell culture medium upon damage of the plasma 

membrane (399). LDH oxidizes lactate to pyruvate and this reaction is coupled with 

formation of reduced NADH. Reagent WST-8 receives two electrons from NADH and 

changes to yellow. Quantification is possible by determining OD spectrophotometrically 

at 450 nm. 

 

Materials 

 

A lactate dehydrogenase Cytotoxicity Assay Kit from BioVision Inc. (Mountain View, CA, 

USA) was purchased through BIOCOM biotech (Pty) Ltd. (Clubview, PTA, RSA). 

Microplate Reader was supplied by Bio-Tek Instruments Inc. (Vermont, USA). 

 

Methods 

 

The effects of C9-, DCA- and C9+DCA on MCF-7 and MCF-12A cell viability were 

tested via the lactate dehydrogenase Cytotoxicity Assay Kit from BioVision Inc. 

(Mountain View, CA, USA) according to the manufacturer‘s instruction. MCF-7 and 

MCF-12A cells were seeded in 96-well plates at a density of 5000 cells per well (100 μl 

medium/well). Cells were incubated at 37˚C for 24 h to allow for recovery and 

attachment. Cells were exposed to 130 nM of C9-, 7.5 mM of DCA-, C9+DCA and 

DMSO (v/v < 0.1%) for 24 h prior to termination for LDH-cytotoxicity assay. Plates were 

gently shaken at the end of the incubation period to ensure LDH is evenly distributed in 

the culture medium. Thereafter, cells were centrifuged (300 x g) to ensure that no cell 

debris can influence the reading. Subsequently, 10 μl/well test plate medium was 
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transferred from tested plates into optically clear plates to obtain readings. In order to 

develop colour, 100 μl of LDH Reaction Mix solution was added and incubated for 60 

min at room temperature. Measurement of the absorbance of all treatments, as well as 

controls were conducted with an ELX800 Universal Microplate Reader from Bio-Tek 

Instruments Inc. (Vermont, USA) with 450 nm filter and a reference wavelength of 650 

nm. 

 

A few important controls were included in the test protocol and they are listed as follows. 

Control type Description 

Background control (BC) 100 μl culture medium per well with DMSO 

Low control (LC) 100 μl cells propagated in medium with DMSO 

High control (HC) 100 μl cells propagated in medium with DMSO, at the end 

of the 24 h experiment added 10 μl Cell Lysis Solution 

Test samples (T) 100 μl cells with test substances  

 

LDH cell viability percentages for the combination treatment, as well as appropriate 

controls were calculated with a specific formula. The background value was subtracted 

from all wells. Subsequently, the cytotoxicity was calculated as follows: 

 

Cytotoxicity (%) = (Test samples – Low control) / (High control – Low control) x 100 

 

Statistical analysis (n=6) was performed in Microsoft Excel and cytotoxicity of treated 

cells was expressed as a percentage ratio to cells that were propagated in medium only 

controls. Statistically significant results with P < 0.05 are indicated in the bar charts. 

 

2.6  Cytotoxicity measurement and drug efficacy prediction 

 

The xCELLigence System (Real-Time Cell Analyzer Single Plate (RTCA SP®) system) 

was developed by ACEA Biosciences, Inc. (San Diego, CA, USA) in conjunction with 

Roche Diagnostics GmbH (Roche Applied Science, 68298 Mannheim, Germany) to 

monitor cellular events in real time without incorporation of dyes by measuring electrical 

impedance created by cells (391,392). The principle of this technology was previously 
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described in section 2.4.1 and Figure 2.1. Addition of compound DCA, C9 and C9+DCA 

altered the cell proliferation and motility. This morphological change was immediately 

reflected on impedance conversion to CI. Subsequently, the RTCA Software Package 

1.2 was used to calculate IC50 as well as drug efficacy prediction with aid of sigmoidal 

curve(s).   

 

Materials 

 

The Real-Time Cell Analyzer xCELLigence instrument and E-plate 96 were provided by 

Roche Diagnostics (Randburg, RSA). 

 

Methods 

 

Real-Time Cell Analyzer Single Plate (RTCA SP®) xCELLigence system was used to 

assess the cytotoxicity of compounds C9-, DCA- and C9+DCA on both MCF-7 and 

MCF-12A cells. Cells were seeded at 10 000 cells/well which is suitable for the surface 

area of E-Plate 96 microtiter plate devices (E-Plate™, as suggested by supplier‘s 

manual) (377). Briefly, background measurements were taken by adding 100 µl of the 

appropriate medium to the wells of the E-Plate 96. Subsequently, the RTCA Software 

Package 1.2 was used to calibrate the plate. Cells were trypsinized, counted using the 

trypan blue exclusion method via hemacytometer and resuspended in growth medium 

for preparation of a stock solution with density of 400 000 cell/ml. A volume of 100 µl of 

the cell suspension were added to the wells of the E-Plate 96 which contained the 100 

µl of growth medium which made the final volume equal to 200 µl/well. MCF-7 and 

MCF-12A cells were seeded and allowed to settle down at the bottom of the well of the 

plate at room temperature for 30 minutes before placing it onto the RTCA SP Station. 

Cell attachment and proliferation were continuously monitored for a period of 24 h prior 

to exposure of compounds. Subsequently, exposure procedure were conducted by 

dissolving C9, DCA and C9+DCA into appropriate medium and then added into the 

wells. After exposure to different conditions, the RTCA Control Unit was used to monitor 

the real time cell proliferation and the impedance values were converted into a CI value 

corresponding to each well. The RTCA Software Package 1.2 was used to perform 

automated calculation of IC50 values as well as drug efficacy prediction with the aid of 
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sigmoidal curve(s). The CI value corresponded to the relative change in measured 

electrical impedance to represent cell status and was directly proportional to the 

quantity, size, and attachment forces of the cell. CI calculations for real-time dynamic 

cell proliferation assay (n=3) were automatically performed by the RTCA Software 

Package 1.2 of the xCELLigence system with error bars included on cell proliferation 

curve. 

 

2.7  Morphological studies 

 

2.7.1 Optical transmitted light differential interference contrast 

 

Polarization-optical differential interference contrast (PlasDIC) is a polarization-optical 

transmitted light differential interference contrast method from Zeiss (Carl Zeiss 

MicroImaging GmbH, Göttingen, Germany). Unlike the traditional DIC method 

(Smith/Nomarski DIC method), the improved PlasDIC equipment positioned the 

polarizer and Wollaston prism after the light has already passed through the object and 

objective to create image qualities of excellences (400,401). PlasDIC contrast system 

allows the use of plastic dishes for microscopic examinations and deliver quality optical 

imaging, in particular, assessment of thick cells that lie in close proximity or form groups. 

Images of living cells were captured before and after the appropriate exposure in order 

to gain insight into the morphological effects of the newly synthesized compounds on 

these cells. 

 

Materials 

 

Zeiss inverted Axiovert CFL40 microscope and Zeiss Axiovert MRm monochrome 

camera were supplied by Carl Zeiss MicroImaging GmbH, Göttingen, Germany. 

 

Methods 

 

MCF-7 and MCF-12A cells were seeded in 6-well plates at a density of 375 000 

cells/well (3 ml medium). Cells were exposed to DMSO-, C9-, DCA- and C9+DCA for 24 
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h respectively. All appropriate controls as discussed in paragraph 2.3 were also 

included in the experiment. At the end of the exposure period samples were simply 

observed under the Zeiss inverted Axiovert CFL40 microscope and Zeiss Axiovert MRm 

monochrome camera (Carl Zeiss MicroImaging GmbH, Göttingen, Germany). 

Morphological studies performed by means of PlasDIC microscopy were conducted in 

triplicates and a minimum of three representative images were captured from each 

sample. One representative set of images are displayed in the result section. 

 

2.7.2 Light microscopy 

 

Haematoxylin and eosin staining 

 

Haematoxylin and eosin (H&E) stains are commonly used to recognize various 

cytoplasmic and nuclear morphologic changes that form the basis of contemporary 

cancer diagnosis. In basic cell culture, H&E staining method is used to monitor 

morphological changes introduced by certain compounds. Haematoxylin stains nucleic 

acids with a deep blue-purple colour (135). The cytoplasm can be contrasted and 

visualized with a pink eosin stain, because it binds non-specifically to protein (135). 

Various degrees of pink stain maybe used to distinguish cytoplasm and extracellular 

matrix (135). Moreover, images obtained from this technique were used to calculate the 

mitotic index which is the ratio of the number of cells undergoing mitosis (cell division) to 

the number of cells not undergoing mitosis (402). 

 

Materials 

 

Bouin‘s fixative was purchased from Sigma Aldrich (St. Louis, USA). Haematoxylin, 

eosin, ethanol, xylol and Entellam® fixative were purchased from Merck (Munich, 

Germany). The Zeiss Axiovert MRs microscope was purchased from Carl Zeiss 

MicroImaging GmbH, Göttingen, Germany. 
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Methods 

 

MCF-7 and MCF-12A cells were seeded in 6-well plates at a density of  

375 000 cells/3 ml medium/well on heat-sterilized cover slips. Cells were exposed to 

DMSO-, 130 nM C9-, 7.5 mM DCA- and C9+DCA for 24 h. All appropriate controls as 

discussed in paragraph 2.3 were also included in the experiment. Prior to staining, 

cover slips were transferred and fixed with Bouin‘s fixative for 30 min. The fixative was 

discarded and the cover slipimmersed in 70% ethanol for 20 min before rinsing with tap 

water. Mayer‘s haemalum was added and left for 20 min before rinsing it with tap water 

and ethanol (70%). Subsequently, 1% eosin was used to stain the cells for 5 min. Cover 

slips were rinsed twice with 70%, 96% and 100% ethanol and then xylol to ensure that 

excess water was removed. Samples were left to dry and observed under a Zeiss 

Axiovert MRs microscope (Carl Zeiss MicroImaging GmbH, Göttingen, Germany). In 

this experiment, data captures consisted of qualitative image examination, as well as 

quantitative mitotic indices. The latter was acquired by analysing and counting mitosis 

phase (prophase, metaphase, anaphase and telophase) of 1 000 cells per slide. 

Morphological studies performed by means of light microscopy were conducted in 

duplicates and a minimum of three representative images were captured from each 

sample. One representative set of images are displayed in the result section.  

 

2.7.3 Fluorescent microscopy 

 

Triple fluorescent staining: Hoechst 33342, acridine orange and propidium iodide 

 

Fluorescent microscopy was employed to differentiate between viable and stressed 

cells. A triple fluorescent dye staining method was utilized to distinguish level of stress 

within cells.  Fluorescent dyes such as acridine orange (green), Hoechst 33342 (blue) 

and propidium iodide (red) were used to indicate types of cell stress. Acridine orange is 

a lysosomotropic weak base which selectively accumulates in cellular acidic vacuolar 

compartments (403,404). The leakage of acridine orange from the acidic compartments 

to the cytosol shifts the fluorescence from red to green (405). Thus, increased green 

fluorescence within the cell may be used as indication of lysosome rupture. Hoechst 



90 
 
 

33342 is a fluorescent dye that penetrates both intact viable cell membranes and cells 

that are undergoing apoptosis to stain their nucleus. Propidium iodide (PI) is a 

fluorescent dye that is unable to penetrate an intact membrane and therefore stains the 

nucleus of cells that have lost their membrane‘s integrity due to oncotic and/or necrotic 

processes.  

 

Materials 

 

Hoechst 33342 (bisBenzimide), acridine orange and propidium iodide were purchased 

from Sigma Aldrich (St. Louis, USA). Zeiss inverted Axiovert CFL40 microscope (with 

Zeiss filter 2, 9 and 15) and Zeiss Axiovert MRm monochrome camera were supplied by 

Carl Zeiss MicroImaging GmbH, Göttingen, Germany. 

 

Methods 

 

Exponentially growing MCF-7 and MCF-12A cells were seeded at 375 000 cells per well 

in 6-well plates. After a 24 h attachment period, cells were exposed to treatments 130 

nM C9-, 7.5 mM DCA- and C9+DCA respectively. All appropriate controls as discussed 

in paragraph 2.3 were also included in the experiment. After 24 h incubation period, 

Hoechst 33342 solution (500 μl with concentration of 3.5 μg/ml) was added to the 

medium to obtain a final concentration of 0.9 μM and plates were incubated for 25 

minutes. Subsequently, 500 μl of acridine orange solution (4 μg/ml), as well as 500 μl 

propidium iodide solution (40 μg/ml) were added simultaneously to provide a final 

concentration of 1 μg/ml and 12 μM respectively. Plates were incubated further for five 

more minutes. In order to prevent fluorescent dye quenching, all procedures were 

performed in a dark room. Cells were examined with a Zeiss inverted Axiovert CFL40 

microscope and Zeiss Axiovert MRm monochrome camera (Carl Zeiss MicroImaging 

GmbH, Göttingen, Germany) under Zeiss filter 2, 9 and 15 for Hoechst 33342- (blue), 

acridine orange- (green) and propidium iodide-stained cells respectively. Qualitative 

studies were repeated at least three times and a minimum of three representative 

images were captured from each sample. One representative set of images are 

displayed in the result section. 
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2.7.4 Confocal microscopy 

 

Immunofluorescent detection of tubulin architecture 

 

As mentioned previously, the newly synthesized C9 was designed to be an antimitotic 

compounds which interfere with microtubule dynamics. C9 was designed to bind to the 

colchicine site between α and β tubulins; thus it acts as spindle poison which has the 

ability to prevent cell division (366). Confocal microscopy was employed to observe the 

effect of the newly synthesized antimitotic compound C9 (130 nM), as well as the 

combination C9+DCA (7.5 mM) on MCF-7 and MCF-12A cells. The cytoskeletal 

microtubule architecture of control and treated MCF-7 and MCF-12A were compared 

after 24 h exposure time.  

 

Materials 

 

A primary monoclonal mouse anti-tubulin alpha antibody from IMGENE (Alexandria, VA, 

USA) (cat no. IMG-80196) was purchased from BIOCOM biotech (Pty) Ltd. (Clubview, 

PTA, RSA) and the fluorophore-labelled donkey anti-mouse heavy and light chain 

secondary IgG with Alexa Fluor 350 secondary antibody from Invitrogen (Carlsbad, CA, 

USA) was purchased from The Scientific Group (JHB, RSA). 

 

Methods 

 

Exponentially proliferating MCF-7 and MCF-12A cells were seeded (375 000 cells/well) 

on cover slips in the 6-well plate, incubated for 24 h. Cells were exposed to DMSO-, C9-, 

DCA- and C9+DCA for 24 h respectively. All appropriate controls as discussed in 

paragraph 2.3 were also included in the experiment. Cells were washed three times with 

pre-warmed 37˚C cytoskeletal buffer (CB) (60 mM 1,4 piperazinediethanesulfonic acid, 

27 mM 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid, 10 mM ethylene glycol 

tetraacetic acid, 4 mM magnesium sulphate heptahydrate, pH = 7.0) and fixated with 

pre-warmed 0.3% glutaraldehyde at 37˚C for 10 min. Subsequently, cells were washed 

again with pre-warmed 37˚C cytoskeletal buffer by placing the 6-well plate onto a slowly 

rotating orbital shaker at 5 revolutions per min. In order to stain the intracellular 



92 
 
 

components, cellular membranes were permeabilized with 1% triton X-100 that was 

diluted in CB buffer. Thereafter, cells were washed once with CB and twice with PBS 

buffer.  

 

Unreacted aldehydes were removed with reducing agent solution prepared by 

dissolving highly toxic sodium borohydride in PBS (1 mg/ml). Subsequently, cells were 

washed with PBS and blocked in 5% bovine serum albumin (BSA) for 60 min at room 

temperature. Mouse monoclonal anti-α-tubulin antibody (IMG-80196, Imgenex) was 

used with a 1:100 ratio for microtubule structure detection with an incubation period of 

1.5 h in the incubator. Subsequently, cells were counter-stained with fluorophore-

labelled donkey anti-mouse heavy and light chain secondary IgG with Alexa Fluor 350 

(Invitrogen) fluorescent probe for 1 h with dilution factor of 1:125 in the incubator 

(protect the fluorophores from light by cover the sample with aluminium foil). Nuclei 

were stained with 4',6-diamidino-2-phenylindole (DAPI, Sigma) afterwards for 10 min at 

room temperature. Stained cells were mounted on microscopy slides and viewed with a 

Zeiss 510 META confocal laser microscope (Carl Zeiss MicroImaging GmbH, Göttingen, 

Germany) (376). Confocal microscopy was conducted in duplicates and a minimum of 

three representative images were captured from each sample. One representative set 

of images are displayed in the result section. 

 

2.7.5 Transmission electron microscopy  

 

Transmission electron microscopy (TEM) was used to determine the ultrastructure of 

intracellular components. Electron microscopy, especially the transmission electron 

microscopy (TEM), is able to detect the ultra-structural changes within the cell. Irregular 

cell outlines, extrusion of membrane-bound cytoplasm containing organelles, 

fragmented nucleus and increased density of microvilli are typical morphological 

observations from TEM micrograph of apoptotic cells (125).    
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Materials 

 

Osmium tetroxide (aqueous), glutaraldehyde, phosphate buffer quetol, Reynolds‘ lead 

citrate and uranyl acetate (aqueous) were purchased from Merck (Munich, Germany). A 

Multi-purpose Philips 301 TEM was used to view the prepared samples. 

 

Methods 

 

Exponentially growing MCF-7 and MCF-12A cells were seeded at 1.2 x 106 cells/25 cm2 

flasks. Medium was discarded after allowing 24 h attachment and the cells were 

exposed to treatment of 130 nM C9, 7.5 mM DCA, C9+DCA respectively (24 h). All 

appropriate controls as discussed in paragraph 2.3 were also included in the experiment. 

After incubation, cells were trypsinized and resuspended in 1 ml of growth medium in 

eppendorf tubes. Cells were fixed in glutaraldehyde (2.5%) in phosphate buffer (0.075M, 

pH 7.4-7.6) for 1 h and samples were rinsed three times with PBS for 5 min. Thereafter, 

cells were fixed with aqueous osmium tetroxide for 30 min and were rinsed three times 

in distilled water. Samples were dehydrated with increasing concentrations of ethanol 

and infiltrated with 30% quetol in ethanol for 1 h. Samples were polymerized at 60˚C for 

at least 36 h before ultra-thin sections were prepared with the aid of a microtome and 

mounted on a copper grid. Subsequently, samples were contrasted with 4% uranyl 

acetate for 10 min and rinsed with water (406). Samples were observed under the Multi-

purpose Philips 301 Transmission Electron Microscope situated at Electron Microscopy 

Unit, University of Pretoria, Pretoria, RSA. Transmission electron microscopy was 

conducted in duplicates and a minimum of three representative images were captured 

from each sample. One representative set of images are displayed in the result section. 
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2.8  Cell cycle analysis  

 

Cell cycle analysis is based on univariate analysis of cellular DNA content following cell 

staining with PI and expression of the cellular DNA content frequency histograms. This 

experimental approach reveals distribution of cells in four major phases of the cycle 

namely G1, S, G2/M and cell population contains fractionated DNA (407). This type of 

analysis is made possible by employing flow cytometry technology where a number of 

detectors are focused at the point where the stream of cells passes through the light 

beam. Flow cytometry was utilized to analyse the effects of C9 and DCA on cell cycle 

progression of MCF-7 and MCF-12A cells. Propidium iodide fluorescence (relative DNA 

content per cell) was measured with a fluorescence activated cell sorting (FACS) FC500 

System flow cytometer (Beckman Coulter SA (Pty) Ltd.) equipped with an air-cooled 

argon laser excited at 488 nm. Data from at least 10 000 cells per sample were 

analysed with CXP software (Beckman Coulter SA (Pty) Ltd). Data from cell debris 

(particles smaller than apoptotic bodies) and clumps of two or more cells were removed 

to display accurate data. Cell cycle distributions were calculated with non-

commercialized Cyflogic software 1.2.1 (Pertu Therho, Turku, Finland) by assigning 

relative DNA content per cell to sub-G1, G1, S and G2/M fractions. Propidium iodide dye 

emits light at 617 nm, therefore, data obtained from the fluorescent detector number 3 

(Fl3, detects 630 nm emissions) are represented as histograms on the x-axis. 

 

Materials 

 

Propidium iodide and RNAse A were purchased from Sigma Aldrich (St. Louis, MO, 

USA). Ethanol and triton X-100 were purchased from Merck (Munich, Germany). 

 

Methods 

 

Exponentially growing MCF-7 and MCF-12A cells were seeded at 500 000 cells/25 cm2 

flask. After a 24 h attachment period, medium was discarded and cells were exposed to 

DMSO-, C9-, DCA- and C9+DCA for 24 h respectively. All appropriate controls as 

discussed in paragraph 2.3 were also included in the experiment. After a 24 h exposure 

period, cells were trypsinized and resuspended in 1 ml of growth medium. Cells were 



95 
 
 

centrifuged (300 x g) for five minutes and supernatant was discarded. Cells were 

resuspended in 200 µl of ice-cold PBS containing 0.1% FBS. Afterwards, ice-cold 70% 

ethanol (4 ml) were added in a drop wise manner and cells were stored for at least 24 h 

at 4˚C. Prior to the analyzing step, cells were pelleted by centrifugation at 300 x g for 5 

minutes and resuspended in 1 ml of PBS containing propidium iodide (40 µg/ml), 

RNAse A (100 µg/ml) and triton X-100 (0.1%) and incubated at 37˚C for 45 minutes 

prior to FC500 System analysis. Experimental data from at least three biological repeats 

for cell cycle analysis were statically analysed with non-commercialized Cyflogic 

software 1.2.1 (Pertu Therho, Turku, Finland) by assigning relative DNA content per cell 

to sub-G1, G1, S and G2/M fractions. 

 

2.9  Apoptosis quantification 

 

Phosphatidylserine outer membrane redistribution: Annexin V-fluorescein 

isothiocyanate 

 

One of the earliest indications of apoptosis is the translocation of the membrane 

phospholipid phosphatidylserine (PS) from the inner to the outer leaflet of the plasma 

membrane (183). Once exposed to the extracellular environment, binding sites on PS 

become available for Annexin V, therefore PS externalization was chosen as the marker 

for apoptosis (183,184). Annexin V is a 35 kDa phospholipid-binding protein which has 

a high affinity for PS in the presence of physiological levels of calcium ions (1.2 mM) 

(182,185). Annexin V is conjugated to a fluorochrome, FITC and used for identification 

by flow cytometry for early stages of apoptosis. PS translocation also occurs during 

necrosis (408); therefore propidium iodide is used to distinguish between necrotic and 

early apoptotic cells.  

 

Materials 

 

The Annexin V-FITC kit (MACS, Miltenyi Biotech) was purchased from BIOCOM biotech 

Pty Ltd. (Clubview, PTA, RSA).  
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Methods 

 

Exponentially growing MCF-7 and MCF-12A cells were seeded (500 000 cells/25 cm2 

flask), left to attach for 24 h and exposed to 130 nM C9, 7.5 mM DCA and C9+DCA 

respectively. All appropriate controls as discussed in paragraph 2.3 were also included 

in the experiment. After 24 h exposure time, cells were trypsinized and resuspended in 

1 x Binding Buffer (1 ml) and were centrifuged at 300 x g for 10 min. The supernatant 

was removed and cells were washed and resupended in 100 μl of 1x Binding Buffer. 

Samples were incubated with Annexin V-FITC (10 μl) in the dark (covered in aluminium 

foil) for 15 minutes. Thereafter, cells were washed with 1 x Binding Buffer (1 ml) and 

were centrifuged at 300 x g for 10 minutes. The supernatant was discarded and cells 

were resuspended in 500 μl of 1 x Binding Buffer solution. Immediately prior to analysis, 

5 μl of propidium iodide (100 µg/ml) was added and mixed gently. Propidium iodide 

fluorescence (oncotic cells) and annexin V fluorescence (apoptotic cells) were 

measured with a FACS FC500 System flow cytometer (Beckman Coulter SA (Pty) Ltd.) 

equipped with an air-cooled argon laser excited at 488 nm. Each sample with at least 10 

000 cells/events were measured/collected with FACS FC500 System flow cytometer 

(Beckman Coulter SA (Pty) Ltd.). Experimental data from at least three biological 

repeats for PS outer membrane redistribution were statistically analysed with non-

commercialized Cyflogic software 1.2.1 (Pertu Therho, Turku, Finland). 

 

2.10 Autophagic activity 

 

Microtubule-associated protein 1 light chain 3 (II) expression 

 

The microtubule-associated protein 1 light chain 3 (LC3) associates with 

autophagosome membranes (409). The detailed biochemical involvement of LC3 and 

formation of autophagosomes is discussed in section 1.3.2. A commonly used marker 

for active autophagy is the autophagosome-associated form of LC3: LC3-II (410). Flow 

cytometry was employed to quantify elevated levels autophagy induction in MCF-12A 

and MCF-7 cells. Cells were stained with FITC-conjugated microtubule associated light 
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chain 3 (LC3) membrane protein antibodies to quantify the autophagy-related LC3 

protein.  

 

Materials 

 

FITC conjugated anti-autophagy-related (LC3) antibody from Novus Biologicals Ltd. 

(NB600-1384) (Cambridge, UK) was purchased from BIOCOM biotech (Pty) Ltd. 

(Clubview, PTA, RSA). Bovine Serum Albumin BSA and triton X-100 were purchased 

from Sigma Aldrich (St. Louis, USA). 

 

Methods 

 

MCF-7 and MCF-12A cells were seeded at 500 000 cells/25 cm2 flask. After 24 h of 

attachment, cells were treated with 130 nM C9 and 7.5 mM DCA respectively. All 

appropriate controls as discussed in paragraph 2.3 were also included in the experiment. 

Tamoxifen (20 µM) was used to induce autophagy. After 24 h exposure, cells were 

trypsinized, washed with ice-cold PBS, and fixed with 0.01% paraformaldehyde. 

Subsequently, cells were permeabilized with 1 ml of ice-cold methanol (stored at -20˚C) 

in a drop-wise manner. Cells were washed with cold PBS and mixed with 500 μl of the 

FITC-conjugated anti-autophagy-related LC3B antibody (0.5 μg/ml) (NB600-1384) 

(Novus Biologicals Ltd., Cambridge, UK) for 2 h at 4˚C in the dark. Thereafter, cells 

were washed twice with washing buffer (PBS, 0.05% triton X-100 and 1% BSA) and at 

least 10 000 events were measured with a fluorescence activated cell sorting (FACS) 

FC500 System flow cytometer (Beckman Coulter SA (Pty) Ltd.). Experimental data from 

at least three biological repeats for autophagic related LC3-II were statically analysed 

with non-commercialized Cyflogic software 1.2.1 (Pertu Therho, Turku, Finland). 

 

2.11 Mitochondrial membrane potential depolarization 

 

Mitochondrial-initiated apoptotic events are regarded as non-receptor-mediated intrinsic 

signalling pathways for apoptosis. In apoptotic cells, MitoCapture™ cannot aggregate in 
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the mitochondria due to the altered mitochondrial membrane potential and thus remains 

in the cytoplasm in its monomer form, generating a green fluorescence.  

 

Materials 

 

The MitoCapture™ apoptosis detection kit produced by BioVision Inc. (Mountain View, 

CA, USA) was purchased through BIOCOM biotech (Pty) Ltd. (Clubview, PTA, RSA). 

 

Methods 

 

MCF-7 and MCF-12A cells were seeded at 500 000 cells/25 cm2 flask. After 24 h 

attachment the cells were exposed to the compound 130 nM C9, 7.5 mM DCA and 

C9+DCA (24 h) respectively. All appropriate controls as discussed in paragraph 2.3 

were also included in the experiment. Cells were subsequently trypsinized and 

incubated with 1 ml of MitoCapture™ reagent for 15 min. At least 10 000 events with 

fluorescent dye were measured with a fluorescence activated cell sorting (FACS) 

FC500 System flow cytometer (Beckman Coulter SA (Pty) Ltd.). Experimental data from 

at least three biological repeats for mitochondrial membrane potential depolarization 

were statically analysed with non-commercialized Cyflogic software 1.2.1 (Pertu Therho, 

Turku, Finland). 

 

2.12 Oxidative stress test via 2’, 7’-dichlorofluorescein fluorescence  

 

The fluorescent compound 2‘, 7‘-dichlorofluorescein (DCF) (DCF test) is used to 

evaluate intracellular oxidative stress. 2′, 7′-Dichlorodihydrofluorescein diacetate 

(H2DCF-DA) is a non-fluorescent lipophilic compound which readily passes through the 

plasma membrane to form hydrophilic dihydrodichlorofluorescein (H2DCF). Subsequent 

oxidation of H2DCF to fluorescence DCF is dependent on Fenton-type reactions, 

cytochrome c and H2O2
 (411). The lysosome is the highest iron containing organelle 

within the cell, thus lysosomal rupture will result in an increased fluorescent signal for 

DCF. Cytochrome c and H2O2 are released when the mitochondria is stressed. 
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Consequently, a positive DCF test might be interpreted as a sign of oxidative stress 

from lysosomal membrane permeabilization and mitochondrial damage (142).  

 

Materials 

 

Non-fluorescent lipophilic compound H2DCF-DA was purchased from Sigma Aldrich (St. 

Louis, MO, USA). 

 

Methods 

 

MCF-7 and MCF-12A cells were seeded at 500 000 cells/25 cm2 flask. After 24 h 

attachment period was allowed the cells were exposed to 130 nM of C9, 7.5 mM of DCA 

and C9+DCA respectively for 24 h. All appropriate controls as discussed in paragraph 

2.3 were also included in the experiment. Cells were trypsinized and incubated with 10 

μM H2DCF for 20 min. Fluorescence of the compound DCF was measured with a FACS 

FC500 System flow cytometer (Beckman Coulter SA (Pty) Ltd.). Ferric iron chelator 

deferoxamine mesylate salt (DFO, 100 μM) and antioxidant N-acetyl-L-cysteine (NAC, 

5mM) were used as positive controls in this experiment. When complexed with DFO 

and NAC, iron and ROS are prevented from redox cycling and are unable to support 

Fenton-type reaction respectively (133,412). Each sample with at least 10 000 events 

were measured with FACS FC500 System flow cytometer (Beckman Coulter SA (Pty) 

Ltd.). Experimental data from at least three biological repeats for DCF test were 

statistically analysed with a Java-based flow cytometry data analysis program WEASEL 

v3.0.2 (trail version, available from Walter and Eliza Hall institute of Medical Research). 

 

2.13 Kinase inhibition studies 

 

The oxidative stress level alteration may trigger cascade events which result in the 

activation of p38 and JNK (413). Thus, it was decided to determine how p38 activation 

and JNK pathway was affected on untreated, as well as treated MCF-7 and MCF-12A 

cells. A p38 inhibitor (15 μM, SB239063) and JNK inhibitor (20 μM, SP600125) were 
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chosen based on literature (414) and added either in untreated or treated MCF-7 and 

MCF-12A cells. 

 

Materials 

 

p38 inhibitor SB239063 and JNK inhibitor SP600125 were purchased from Sigma 

Aldrich (St. Louis, MO, USA). 

 

Methods 

 

The effect of p38 inhibitor SB239063 and JNK inhibitor SP600125 on treated and 

untreated MCF-7 and MCF-12A cells were investigated by means of morphological 

observation via PlasDIC, influences on mitochondrial membrane potential depolarization 

via MitoCapture™ apoptosis detection kit and the cell proliferation curve via the RTCA 

xCELLigence system. The detailed protocols, as well as statistical analysis procedures 

of PlasDIC, MitoCapture™ and xCELLigence have been introduced previously in 

sections 2.7.1, 2.11 and 2.4.1 respectively.  

 

2.14 Protein expression analysis 

 

2.14.1 B cell leukaemia-2 expression and phosphorylation at Serine 70 

 

Bcl-2 is an anti-apoptotic protein which is regulated at the level of phosphorylation by 

JNK at a multi-site phosphorylation loop namely serine 70, tryptophan 69 and serine 87 

(415). Single-site hyper-phosphorylation at serine 70 leads to prevention of apoptosis. 

However, hyper-phosphorylation of Bcl-2 at multi-site (serine 70, tryptophan 69 and 

serine 87), hypo-phosphorylation at Bcl-2 serine 70, as well as a decrease in total Bcl-2 

protein expression are factors associated with its pro-apoptotic properties (416). Merck 

Millipore‘s FlowCellectTM Bcl-2 Activation Dual Detection Kit was used to investigate the 

total amount of Bcl-2 protein, as well as the phosphorylation status of Bcl-2 (serine 70 

position) simultaneously within the same experimental sample. This kit contains two 
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antibodies that quantify the total amount of Bcl-2 protein (FL1 Log) and S70 

phosphorylation status of Bcl-2 per cell simultaneously (FL3 Log). JNK inhibitor (JNKi) 

SP600125 (20 µM) and p38α inhibitor (p38i) SB239063 (15 µM) were included in the 

experiment to test whether these pathways play a roll with regards to 

activation/deactivation of Bcl-2 protein in MCF-7 and MCF-12A cells.  

 

Materials 

 

FlowCellect™ Bcl-2 Activation Dual Detection Kit produced by Millipore Corporation 

(Billerica, MA, USA) was purchased through Microsep (Pty) Ltd (Sandton, JHB, RSA). 

 

Methods 

 

Exponentially growing MCF-12A and MCF-7 cells were seeded at 500 000/25cm2 flasks. 

After a 24 h attachment period the cells were exposed to 130 nM of C9, 7.5 mM of DCA 

and C9+DCA respectively for 24 h. All appropriate controls as discussed in paragraph 

2.3 were also included in the experiment. After 24 h treatment time, cells were 

trypsinized and counted so that 500 000 cells were centrifuged (600 x g, 3 min) per 

sample. Samples medium were discarded and cells were resuspended in 1 X Wash 

Buffer (0.5 ml) and centrifuged at 600 x g for 3 min. The supernatant was removed and 

cells were suspended in 1 x Fixation Buffer (0.5 ml) (0.1% formaldehyde) and incubated 

for 20 min at room temperature. Afterwards, cells were centrifuged (600 x g) and the 

supernatant was removed prior to suspension in 1 x Assay Buffer (0.5 ml) (1% BSA). 

Cells were spun down at 600 x g for 3 min and buffers were discarded. Ice-cold 1 x 

Permeabilization Buffer (500 µl 100% methanol) was added and the cells were 

suspended and incubated on ice for 10 min. Samples were centrifuged at 600 x g for 3 

min, then resuspended in 0.5 ml 1 x Assay Buffer.  

 

Prior to the staining step, cells were centrifuged for 3 min at 600 x g. Samples were 

resuspended and stained by adding 100 µl of 1 x Assay Buffer containing an anti-Bcl-2 

antibody conjugated to AlexaFluor® 488 and an anti-pBcl-2 (Ser70) conjugated to 

phycoerythrin. The mixture was incubated for 60 min on ice in the dark, after which 900 
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µl of 1 x Assay Buffer was added to wash and pellet the cells at 600 x g (3 min). The 

cells were washed and centrifuged again (600 x g for 3 min) with 500 µl 1 x Assay 

Buffer. Samples were resuspended in 500 µl 1 x Assay Buffer before analysing it on the 

flow cytometer. Fluorescence of the FL1 (total Bcl-2 antibody expression) and FL3 

(pBcl-2 Ser70) channel were measured simultaneously with at least 10 000 events per 

sample by employing FACS FC500 System flow cytometer (Beckman Coulter SA (Pty) 

Ltd.). Experimental data from at least three biological repeats for FlowCellect™ Bcl-2 

Activation Dual Detection were statistically analysed with a Java-based flow cytometry 

data analysis program WEASEL v3.0.2 (trail version, available from Walter and Eliza 

Hall institute of Medical Research). 

 

2.14.2 Caspase 7 activity 

 

Procaspase 7 is cleaved by executioner caspases 8,  9 and  10 into active caspase 7 

(417). Active caspase 7 are effector caspases that cleave a number of substrates, 

which trigger cascade events that eventually result in morphological and biochemical 

features of apoptosis (417). 

 

Materials 

 

A rabbit antibody for active caspase 7 from BioVision Inc. (Mountain View, CA, USA) 

and an anti-rabbit immunoglobulin antibody conjugated to Dylight™ 488 from Rockland 

Inc (Gilbertsville, PA, USA) were purchased from BIOCOM biotech (Pty) Ltd. (Clubview, 

PTA, RSA).  

 

Methods 

 

Exponentially growing MCF-7 and MCF-12A cells were seeded at 500 000 cells/25 cm2 

flask. After 24 h of attachment, cells were treated with DMSO-, 130 nM C9-, 7.5 mM 

DCA-, C9+DCA- and actinomycin D respectively for 24 h. Cells were washed with PBS, 

trypsinized, and pelleted (300 x g). Subsequently, cells were fixed with 500 μl of 1% 

paraformaldehyde (in PBS) for 20 min at room temperature, pelleted (300 x g) and 
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resuspended in 500 µl PBS. Further permeabilization of the cells was achieved by 

adding 500 μl ice-cold 100% methanol. Subsequent washing and re-suspension steps 

were carried out consecutively in 100 µl 1% BSA buffer. Thereafter, cells were 

incubated with caspase 7 antibody-(15 μg/ml) (BioVision Inc., Mountain View, CA, USA) 

for 90 min in the dark. Anti-rabbit immunoglobulin antibody conjugated to Dylight™ 488 

from Rockland Inc. (0.2 μg/ml) (Gilbertsville, PA, USA) was used as secondary 

antibodies for flow cytrometry analysis. Each sample was measured with a FACS 

FC500 System flow cytometer with at least 10 000 events (Beckman Coulter SA (Pty) 

Ltd.). Experimental data from at least three biological repeats for caspase 7 were 

statistically analysed with non-commercialized Cyflogic software 1.2.1 (Pertu Therho, 

Turku, Finland).  

 

2.15 Microarrays 

 

Gene expression analysis: Complimentary RNA microarray 

 

Gene expression changes in MCF-12A and MCF-7 cells due to C9+DCA exposure for 

24 h were carried out using Agilent‘s Human 1A Oligo 60-mer Microarray (V2) 44k 

slides. Qiagen® RNeasy Plant Mini Kit (Valencia, CA, USA) and RNase-free DNase 

(Valencia, CA, USA) were used to conduct RNA extraction. 

 

(I) RNA extraction 

 

Exponentially growing MCF-12A and MCF-7 cells were seeded at 750 000 cells/25cm2 

flasks. After 24 h of attachment, medium was discarded and cells were exposed to 

C9+DCA and incubated for 24 h. After exposure, cells were washed twice with PBS and 

lysed by adding 1 mL RLT buffer (RNeasy Plant Mini Kit, Qiagen®, Valencia, CA, USA) 

to each flask. Lysates was pipetted into Qiashredder columns (Qiagen®, Valencia, CA, 

USA) and centrifuged for 2 min at 9000 x g. The flow-through was collected and one 

volume of 70% ethanol was added and gently mixed. This solution was divided into 

Qiagen Plant Mini Kit columns (Qiagen®, Valencia, CA, USA) (700 µl per column) and 

centrifuged for 15 sec at 9000 x g. The flow-through was discarded. RW1 buffer (350 µl) 
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was added to each column in order to wash the column. The column was centrifuged for 

15 sec at 9000 x g. A DNase mixture was prepared utilizing Qiagen‘s RNase-free 

DNase Set (Valencia, CA, USA) by adding 70 µl RDD buffer (Qiagen®, Valencia, CA, 

USA)to every 10 µl DNase1, adding 80 µl of this mixture in the middle of each column 

and leaving it at room temperature for 15 min. Another 350 µl RW1 buffer was added 

and the column was centrifuged for 15 s at 9000 x g. Flow-through was discarded and 

columns were transferred to new eppendorf tubes. A series of washing steps followed. 

RPE buffer (Qiagen®, Valencia, CA, USA) (500 µl) was added to each tube and 

centrifuged for 15 sec at 12000 x g, discarding the flow-through afterwards and 

replacing the eppendorf tubes. This step was repeated. Next, the column was 

centrifuged at 9000 x g for 1 min. In order to elute the total RNA from the column, 

RNase-free water (50 µl) was added to the column and centrifuged for 1 min at 9000 x g. 

Total RNA was suspended in RNase-free water (50 µl) and was quantified with the 

NanoDrop 1000 (Thermo Fisher Scientific Inc. Wilmington, Delaware, USA) and tested 

for integrity by means of electrophoresis. 

 

(II) RNA integrity 

 

Agarose powder (0.6 g) was dissolved in 40 ml RNase free water (for 1.5% gel). In 

addition, 6 ml 10 x 3-(N-morpholino)propanesulfonic acid (MOPS), 3.4 ml formaldehyde 

and 14 ml RNase-free water was used to make the gel.  A sample mix to be loaded in 

the well was prepared by adding 3 µg total RNA (±8 µl), 2 µl tracking dye ((50% glycerol, 

100 mM disodium ethylenediaminetetraacetic acid (Na2EDTA), pH 8.0, 1% sodium 

dodecyl sulfate (SDS), 0.1% bromophenol blue 0.1%)) and 1 µl ethidium bromide (0.5 

µg/mL final concentration). The mixture was heated for 15 min at 55˚C and rapidly 

chilled on ice afterwards. A sample (15 µl) was pipetted into a well of the agarose-

formaldehyde RNA gel and electrophoresis was conducted at 80 mV for 45 min. 

 

(III) Labelled cRNA synthesis 

 

Agilent‘s Low RNA Input Fluorescent Linear Amplification Kit was used to generate 

fluorescently labelled complimentary ribonucleic acid (cRNA). Labelled cRNA was 

produced using the T7 RNA polymerase (from the Agilent Low RNA Input Linear 
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Amplification Kit PLUS, Two-Color) and purification of labelled cRNA was conducted 

using Qiagen‘s RNeasy Mini kits. For each sample, 2000 ng of total polyA RNA was 

added to a 1.5 ml microcentrifuge tube and filled with RNase free water to a final 

volume of 8.3 µl or less.  

 

Spike A Mix (2.0 µl) containing the positive control mRNA for the cyanine 3- 

deoxycytosine triphosphate (CTP) dye reactions and the Spike B Mix (2.0 µl) containing 

the positive control mRNA for the cyanine 5-CTP dye reactions were added to their 

respective samples containing the extracted total RNA from either the vehicle-treated 

controls or the compound-treated experiments. T7 Promoter Primer (1.2 µl) was added 

to each sample and the primer and the template were denatured by incubating the 

reaction at 65˚C in a circulating water bath for 10 min. After 10 min the reactions were 

placed on ice and incubated for 5 min. 

 

For each sample 4 µl 5X First Strand Buffer, 2 µl 0.1 M dithiothreitol (DTT), 1 µl 10 mM 

deoxyribonucleotide triphosphate (dNTP) mix containing 10 mM deoxyadenosine 

triphosphate (dATP), 10 mM deoxycytosine triphosphate (dCTP), 10 mM 

deoxyguanosine triphosphate (dGTP), and 10 mM deoxythymidine triphosphate (dTTP), 

1 µl Moloney Murine Leukemia Virus Reverse Transcriptase (MMLV-RT) and 0.5 µl 

RNase inhibitor (RNaseOUT) were added and incubated at 40˚C in a circulating water 

bath for 2 h. Thereafter, samples were incubated on ice for 5 min and then incubated at 

65˚C in a circulating water bath for 3 h. 

 

Samples were briefly centrifuged to drive down any precipitation. To each sample  

15.3 µl nuclease-free water, 20 µl of 4X Transcription Buffer, 6 µl of 0.1 M DTT, 8 µl 

nucleotide triphosphate (NTP) mix, 0.5 µl 50% polyethylene glycol (PEG) 6.4 

RNaseOUT, 0.6 µl inorganic pyrophosphatase, 0.8 µl T7 RNA Polymerase and 2.4 µl of 

either cyanine 3-CTP or cyanine 5-CTP were added. Samples were incubated at 40˚C 

in a circulating water bath for 2 h.  

 

Labelled cRNA was purified using Qiagen‘s RNeasy mini spin columns. To each sample, 

20 µl of nuclease-free, 350 µl of Buffer RLT and 250 µl of ethanol (100% purity) were 

added and mixed thoroughly by pipetting. This solution was pipetted onto the RNeasy 
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mini spin columns columns (700 µl per column) and centrifuged for 15 sec at 9000 x g. 

The flow-through was discarded and 500 µl RPE buffer was added to each tube and 

centrifuged for 15 sec at 12000 x g, discarding the flow-through afterwards and 

replacing the eppendorf tubes. This step was repeated. The column was centrifuged at 

9000 x g for 1 min in order to remove all residual liquid.  In order to elute the total RNA 

from the column 35 µl RNase-free water was added to the column and centrifuged for 1 

min at 9000 x g. Labelled cRNA was suspended in 35 µl RNase-free water and was 

spectrophotometrically quantified with the NanoDrop 1000 (Thermo Fisher Scientific Inc. 

Wilmington, Delaware, USA). 

 

(IV) Hybridization of Cy-dye labelled cRNA 

 

cRNA was considered pure of organic contamination (e.g. ethanol or phenol) with a 

260/230 ratio greater than 1.5. Pure cRNA was hybridized to Agilent Human 1A (V2) 

oligonucleotide 44K microarray slides according to the manufacture‘s guidelines using 

Agilent‘s 2 x GEx Hybridization Buffer HI-RPM in Agilent‘s SureHyb chambers. A 

hybridization mixture was prepared by adding equal amounts of Cy-3 and Cy-5 labelled 

cRNA (825 ng), 11 µl 10 X blocking Agent, 2.2 of 25 x Fragmentation Buffer to a final 

volume of 55 µl. Samples were incubated at 60°C for exactly 30 minutes to fragment the 

RNA. After 30 min, 55 ml of the 2 x Hybridization Buffer was added to each sample. The 

backing slides were placed in Agilent‘s microarray hybridization chambers and the 

above prepared solution was pipetted (100 µl) onto each grid (four grids on one slide). 

The backing slide is a single-use, silicone gasket designed for Agilent microarray slides, 

that hold the sample and is assembled with the hybridization chamber. 

 

The assembled slide chamber was placed in an Agilent‘s hybridization oven set to 65˚C 

and 10 rpm. Samples were hybridized for 17 hours. Afterwards the slides were washed 

twice for 1 min in Falcon tubes containing Agilent‘s Gene Expression Wash Buffer 1 at 

room temperature and once in Falcon tubes containing Agilent‘s Gene Expression 

Wash Buffer 2 at 37˚C for 1 min. The slide was transferred to acetonitrile Sigma Aldrich 

(St. Louis, MO, USA) for 1 min and then subsequently to Agilent‘s Stabilization and 

Drying Solution to help prevent ozone bleaching of the Cy-fluorochromes. The slides 
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were gently removed from the Stabilization and Drying Solution and scanned 

immediately. 

 

(V) Scanning of Agilent microarray slides 

 

Slides were scanned with the Axon Genepix 4000B Scanner (Molecular Devices, USA) 

provided by the African Centre of Gene Technology (ACGT) Microarray Facility at the 

University of Pretoria. 

 

(VI) Spotfinding 

 

Spotfinding was performed using Genepix Pro 6.1 (Molecular Devices Corporation, 

Sunnyvale, CA USA). GenePix Pro 6.1 uses a set of proprietary feature-finding 

algorithms to find circular features. Every pixel in a region around the feature is 

examined by a local alignment algorithm and assigned to feature or background. Global 

alignment algorithms determine the translation, rotation and skew of blocks of features. 

Saturated spots, spots with an uneven background, non-uniform spots and spots with a 

low intensity versus back ground ratio were removed from further analysis by excluding 

the spots that satisfied the following parameters. The excluded spots were assigned as 

―Bad‖ as previously described by Stander (2007) (418). 

 

Saturated spots: 

[F532 % Sat.] > 30 And 

[Ratio of Means (635/532)] > 0.75 Or 

[F635 % Sat.] > 30 And  

[Ratio of Means (635/532)] < 1.3333 

 

Spots with an uneven background: 

([B635 Mean] > (1.5*[B635 Median]) Or 

[B532 Mean] > (1.5*[B532 Median])) And 

([B635 Median] > 40 Or 

[B532 Median] > 40) 
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Non-uniform spots: 

 

[Ratio of Medians (635/532)] > (4.0*[Rgn Ratio (635/532)]) Or   

[Ratio of Medians (635/532)] < (0.25*[Rgn Ratio (635/532)]) 

 

Low intensity vs back ground ratio: 

 

[% > B635+2SD] < 10 Or [% > B532+2SD] < 10 

 

(VII) Limma statistical analysis 

 

Statistical analysis after spotfinding was conducted using Limma with the LimmaGUI 

interface (419,420). Background correction was done with the normal+exponential 

(Normexp) convolution model to observed intensities. The normal part represents the 

background and the exponential represents the signal intensities (420). The Normexp 

offset value was set to 25 (418). A value of 25 maximized the df.prior is the numeric 

vector giving empirical Bayes estimated degrees of freedom associated with s2.prior for 

each gene. s2.post is the numeric vector giving posterior residual variances. A 

maximized df.prior is optimal and will allow for greater power to detect differentially 

expressed genes (420). Spot quality weighting was performed and Genepix Flag 

weightings that were flagged as ―Bad‖ were excluded from further analysis. 

Normalization within arrays was performed to remove dye-bias at higher and lower 

intensities by normalizing M-values (log-ratios) with the Global Loess method (421). The 

M-value (M) represents a log2-fold change between two or more experimental 

conditions. The A-value (A) is the average log2-expression level for a gene across all 

the arrays and channels in the experiment. 

 

The M-value is calculated as follows: 

M = log2(Cy5)/Cy3)  

(Cy5/Cy3 values are the normalized emission intensities of the spot)  

 

The A-value is calculated as follows: 

A = (log2(Cy5)*Cy3))/2 
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Aquantile normalization between arrays was performed in order to normalize expression 

intensities so that the intensities or log-ratios have similar distributions across a series 

of arrays (421). Aquantile normalization ensures that the A-values (average intensities) 

have the same empirical distribution across arrays leaving the M-values (log-ratios) 

unchanged (421). The Least squares linear model fit method was employed and the P-

values were adjusted for multiple testing utilizing the Benjamini and Hochberg‘s step-up 

method for controlling the false discovery rate (422). Genes that had a P-value of less 

than 0.05 were considered statistically significantly differentially expressed and were 

included in further analyses.  

 

(VIII) Gene expression analysis 

 

Biological interpretation and functional analysis of gene lists were performed by 

mapping differentially expressed genes to biochemical pathways and Gene Ontology 

(GO) categories using Gene Annotation Co-occurrence Discovery (GENECODIS) (423). 

GENECODIS is a web-based tool for finding sets of biological annotations that 

frequently appear together and are significant in a set of genes (423). In order to 

determine common genes that were affected by the compounds  between cell lines as 

well as the different compounds, differentially expressed gene lists were compared 

utilizing GeneVenn (424). GeneVenn is a simple, web-based application creating Venn 

diagrams from two or three gene lists.  

 

2.16 Logistics 

 

All in vitro experiments were conducted at the University of Pretoria, Pretoria, South 

Africa. All cell culture work and related experiments were completed at the Department 

of Physiology, Prinshof campus, University of Pretoria. Flow cytometric analysis was 

conducted at the Department of Pharmacology, Prinshof campus, University of Pretoria. 

Microarray gene expression study was conducted at the African Centre for Gene 

Technologies (ACGT) Microarray facility, Department of Plant Sciences, Hatfield 

campus, University of Pretoria. Transmission electron microscopy and confocal 



110 
 
 

microscopy were conducted at the Electron Microscopy Unit, Hatfield campus, 

University of Pretoria. 

 

2.17 Statistics 

 

Statistical analyses of the data were conducted as discussed with Professor Piet J 

Becker of the unit for Biostatistics at the Medical Research Council. The statistical 

microarray data analysis was accredited by Professor Fourie Joubert of the 

Bioinformatics Unit of University of Pretoria.  

 

Qualitative studies 

 

Morphological studies performed by means of light-, fluorescent-, confocal- and electron 

microscopy were conducted at least in duplicate and a minimum of three representative 

images were captured from each sample. 

 

Quantitative studies  

 

CI calculations for real-time dynamic cell proliferation assay (n=3) were performed 

automatically by the RTCA Software Package 1.2 of the xCELLigence system with error 

bars included on cell proliferation curve. Experimental data from at least three biological 

repeats for cell number, cell viability test, cell cycle, PS externalization, autophagic 

activity (LC3-II) expression, mitochondria membrane potential (ΔΨm) assay, DCF test, 

Bcl-2 expression, Bcl-2 Ser70 phosphorylation and caspases 3 & 7 activity were 

statistically analysed. 

 

Statistical considerations  

 

The quantitative part of the study such as apoptosis, autophagy, cell cycle, 

spectrophotometry measurements (cell growth and cell viability) and flow cytometry 

measurements (ΔΨm reduction, DCF test, Bcl-2 expression, Bcl-2 Ser70 

phosphorylation and caspase 7 activity) was assessed using a factorial experimental 
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design with two factors, i.e. cell type (cancer, non-cancer) and treatment (DMSO, DCA, 

C9, DCA+C9). 

 

Sample size 

 

Three replicates per factor combination will yield 16 degrees of freedom for the error 

term in the appropriate analysis of variance (ANOVA), which confirms with convention 

that requires at least 12 degrees of freedom for the error term.  

 

Data analysis 

 

Data summary employed mean, standard deviation and where appropriate 95% 

confidence intervals. Each of the quantitative variables was analysed in two-way 

ANOVA with main factors treatment and cell type along with a term for the interaction 

between treatment and cell-type. Comparisons between treatments were three active 

treatments compared to DMSO and the combination DCA+C9 versus DCA and C9 

respectively. For the comparison within the same experimental study, two-tailed 

Student‘s t-test was used for appropriate contrasts with 0.05 level of significance 

regarded as statistically significant (P < 0.05). 
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3. Chapter 3: Results 

 

3.1  Cell growth and proliferation  

 

3.1.1 Real-time cell proliferation assays  

 

The xCELLigence System allows for real-time dynamic monitoring of cell attachment, 

adhesion and proliferation. Dynamic cell proliferation of MCF-7 and MCF-12A cells 

plated on the E-Plates 96 was monitored in 30-minute intervals over 96 hours from the 

time of plating until the end of the experiment. The E-Plates 96 mimic the ordinary 96-

well microtiter plates except for the addition of the ultra-thin sheath of gold beneath the 

plastic plate which serve as microelectrodes to conduct current across the plate. The 

presence of cells on top of the thin sheath of gold will disturb the local current and 

introduce electrode impedance to the local ionic environment. Thus, any type of cell 

morphological alteration will cause changes in the impedance value and ultimately 

convert it into a Cell Index (CI) value. The latter is directly proportional to impedance 

value. 

 

MCF-7 and MCF-12A at densities of 20 000, 10 000, 5 000 and 2 500 cells/well in E-

Plates 96 were seeded and observed for a period of 48 h (Figure 3.1). Growth curves 

generated via the xCELLigence system revealed that MCF-7 and MCF-12A each had 

distinctive cell proliferation profiles. MCF-7 displayed a rapid attachment over the first 2 

h followed by approximately 20 h long exponential phase depending on the number of 

cells seeded per well and finally entered an stationary cell growth phase (Figure 3.1A). 

MCF-12A cells had increased cell index after 1 h seeding when compared to MCF-7 

cells (Figure 3.1B). Negative controls (medium only without any cells) which are 

indicated in turquoise in Figure 3.1 recorded CI value of zero throughout the experiment. 

This result revealed the medium for culture was free from contamination (Figure 3.1). 

Impedance/CI of 20 000, 10 000, 5 000 and 2 500 cells/well increased proportionally to 

cell numbers of MCF-7 and MCF-12A cells (Figure 3.1). CI is directly proportional to the 

number of cells seeded per well with the exception of 20 000 cells/well MCF-12A cells. 
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Cell index difference values for MCF-7 and MCF-12A cells were statistically significant 

with P < 0.05 at 20 000 cells/well (Figure 3.2), indicating that this condition is not optimal 

for comparing the two cell lines with each other in terms of cell proliferation. 

 

It is of vital importance to ensure cell quality and correct amount of cells per specific 

surface area for any in vitro cell experiments to avoid false positive or false negative 

results. Proliferation curves of MCF-12A cells revealed that at the higher densities, 20 

000 cells/well (Figure 3.1B), cells numbers plateaued rapidly and CI declined. This is 

possibly caused by cell contact inhibition. At a density of 20 000 cells/well, MCF-7 and 

MCF-12A cells stopped proliferation at 40 h and at 5 h respectively post-seeding due to 

contact inhibition, thus, making it unsuitable to conduct 24 h cell growth studies with this 

starting amount of cells/well. In contrast, at 2 500 cells/well, neither cell line showed 

typical characteristics of proliferation. Furthermore, at the densities of 5000 and 10 000 

cells/well, cells were still actively proliferating 24 h after seeding (Figure 3.1). It was 

demonstrated the most suited amount of cells per 0.32 cm2 (surface area of a single 

well of 96-well plate), for this comparative studies was either 10 000 or 5 000 cells. 

Subsequently, 5000 cells/0.32 cm2 were chosen for crystal violet experiments as the 

cells reached confluency later than that of the 10 000 cells/well. 
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Figure 3.1: Real-time dynamic monitoring of cell adhesion and proliferation via the xCELLigence system.  MCF-7 (A) and 

MCF-12A (B) seeded at densities of 20 000, 10 000, 5 000 and 2 500 cells per well in E-Plates 96 were observed for a 

period of 48 h. At density of 20 000 cells/well, MCF-7 and MCF-12A cells stopped proliferation at 40 h and at 5 h 

respectively post-seeding. At 2 500 cells/well, both cell line did not display typical characteristics of proliferation curve. 

The densities of 5000- and 10 000 cells/well, MCF-7 and MCF-12A cells exhibited smooth increase of CI. CI is directly 

proportional to the number of cells seeded per well with the exception of 20 000 cells/well MCF-12A cells which is possibly 

caused by cell contact inhibition. 
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Figure 3.2: Cell number titration in the E-plate 96 after being monitored for 48 h. Cell 

number index expressed as impedance value for both MCF-7 and MCF-12A cells with 

cell densities of 20 000, 10 000, 5 000 and 2 500 cells/well in the E-plate 96 after being 

monitored for 48 h. An asterisk (*) indicates a P-value < 0.05 for CI index difference 

when MCF-7 and MCF-12A cells were compared. 
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3.1.2 Crystal violet assay 

 

Time- and dose-dependent cell growth studies (Figure 3.3 and Figure 3.4) were 

conducted for selection of optimal exposure conditions. A previous study conducted in 

our laboratory by Stander et al. (366) has revealed the growth inhibitory effect (GI50) 

value for C9-exposed MCF-7 cells to be 130 nM after 48 h of exposure. This 

concentration served as benchmark for concentration selection for combination drug 

treatment. Selection of concentrations for combination therapy was conducted by 

setting up one non-variable constant (C9 with concentration of 130 nM) and combining 

this with a range of different concentrations of dichloroacetic acid (2.5 mM, 5.0 mM, 7.5 

mM and 15.0 mM). The range of concentrations for DCA was based on other studies 

using similar concentrations (388,398). A process of elimination was used to determine 

the exposure time and concentrations. Figure 3.4 illustrated the MCF-7 cell number 

reduction upon different kinds of exposure conditions over 72 h periods. The vehicle 

(DMSO) used to dissolve C9 was biologically and molecularly inert with no toxic effect 

observed on the cells with (v/v) not exceeding 0.01%. Addition of DMSO to proliferating 

cells had 100% growth rate compared to cells that propagated in medium only; thus 

indicating DMSO is well suited as a solvent for in vitro testing (Figure 3.3 and 3.4).  

 

Percentage growth inhibition for C9 on MCF-7 cells calculated as described was 79%, 

75% and 69% for 24 h, 48 h and 72 h respectively and was statistically significantly 

different when compared to the vehicle-treated control (Figure 3.3). DCA at 

concentrations of 2.5 mM, 5.0 mM and 7.5 mM had no adverse effect on MCF-7 growth 

(Figure 3.3). Tumorigenic cells that were exposed to 15 mM of DCA for 48 and 72 h 

showed significant cell number reduction to 70% and 50% respectively. Similarly, MCF-

12A cells also showed adverse effect by higher dosage of DCA and longer exposure 

time (≥ 7.5 mM; 48 h and 72 h). Additional testing of 40 mM DCA on both cell lines 

exhibited powerful cell number reduction (data not shown). Therefore, concentrations of 

DCA which were higher than 15 mM were not suitable and excluded for further in vitro 

testing. When compared to its vehicle-exposed control, the combination of C9 and DCA 

reduced MCF-7 and MCF-12A cell number statistical significantly at any given dosage 

and time point. Furthermore, time- and dose-dependent trends for the treatment of 

C9+DCA on both cell lines were detected (Figure 3.3 and Figure 3.4).  
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It was decided to select condition(s) of dose and time for exposure purposes which 

inhibited cell growth by 50% (IC50). Figure 3.3 demonstrated time- and dose-dependent 

cell growth study of tumorigenic MCF-7 cells. This result showed combination of 130 nM 

of C9 with 7.5 mM or 15.0 mM of DCA reduced MCF-7 cell proliferation to 55.9% and 

43.1% respectively after 24 h exposure time (Figure 3.3). Under the same conditions 

(130 nM C9 with 7.5 mM or 15.0 mM DCA for 24 h), non-tumorigenic MCF-12A cells 

displayed high number of cell survival 70% and 65.4% respectively (Figure 3.4). This 

observation revealed the selectivity of C9+DCA towards tumorigenic cells for the 24 h 

exposure condition. Furthermore, neither 2.5 mM nor 5.0 mM of DCA in combination 

with 130 nM of C9 inhibited cell growth more than 30% in MCF-7 and MCF-12A cell 

lines after 24 h exposure, therefore these concentrations are not suitable for further 

testing (Figure 3.3 and Figure 3.4).  

 

The selected window of DCA (7.5 – 15.0 mM) combined with 130 nM of C9 were 

repeated to ensure a correct protocol was followed and to confirm the specific 

concentration which would be used for further testing. Amongst concentrations of 7.5 

mM, 10.0 mM, 12.5 mM and 15 mM DCA, C9 (130 nM) combined with 7.5 mM DCA still 

demonstrated 50% inhibition effect compared to control in MCF-7 cells (Figure 3.5). Yet, 

the MCF-12A cells showed a higher percentage of cell survival under the same given 

conditions (C9+DCA (7.5 mM) for 24 h) (Figure 3.6). In the end, after repeating the 

experiments three times and confirmed with the previous results, it was decided to use 

130 nM of C9 in combination with 7.5 mM of DCA with 24 h exposure for all subsequent 

experiments. The exposure condition was chosen based on the principle of lowest 

concentration of drugs with maximal efficacy, which selectively target tumorigenic cells 

within a 24 h time frame.   

 

Cell growth analysis by means of crystal violet DNA staining revealed that compound 

C9-exposed MCF-7 cells demonstrated approximately 20% cell growth inhibition 

(percentage growth inhibition = 80%) compared to vehicle exposed MCF-7 cells (P < 

0.05) after 24 h of exposure (Figure 3.7). DCA-exposed (24 h) MCF-7 cells did not show 

significant cell inhibition compared to DMSO-exposed control (Figure 3.7). However, 

MCF-7 cell numbers after 24 h of exposure to 130 nM of C9 in combination with DCA 



118 
 
 

(7.5 mM) revealed a statistically significant decrease of 50.84% (P < 0.05) (Figure 3.7). 

Therefore, a synergistic effect of DCA in combination with C9 was observed, in which 

DCA serves as an adjuvant to enhance the pharmacokinetics of the microtubule 

disruptor, C9, in rapidly proliferating tumorigenic cells.  

 

For the MCF-12A cells, C9 also induced cell inhibition in non-tumorigenic cells and 

revealed approximately 28% growth inhibition (percentage cell growth = 72%) compared 

to the vehicle-treated control (P < 0.05) (Figure 3.7). Growth inhibition for combination-

exposed MCF-12A cells was approximately 29% and was not statistically significantly 

different from the C9-treated MCF-12A cells (Figure 3.7). Thus, no synergistic effect for 

combination-exposed MCF-12A cells was observed (Figure 3.7).  MCF-12A cells 

responded statistically significantly differently to the combination treatment when 

compared to MCF-7 cells, with MCF-7 cell growth being inhibited to a greater extent 

(50.84%, percentage growth inhibition = 49.16%) when compared to the MCF-12A-

treated cells (71%, percentage growth inhibition = 29%) (P < 0.05) (Figure 3.7).   
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Figure 3.3: Time- and dose-dependent MCF-7 cell growth study via crystal violet assay.  

Cell growth expressed as a percentage of the control (cells propagated in medium and 

the vehicle, DMSO < 0.01%) after 24 h, 48 h and 72 h of exposure to different 

conditions. Four different concentrations of DCA (2.5 mM, 5.0 mM, 7.5 mM and 15.0 

mM) were combined with 130 nM of C9. *P < 0.05 when C9 and C9+DCA treatments 

were compared for 24 h exposure. †P < 0.05 when C9 and C9+DCA treatments were 

compared for 48 h exposure. ‡P < 0.05 when C9 and C9+DCA treatments were 

compared for 72 h exposure. P < 0.05 when 24 h and 48 h exposure times were 

compared for a specific C9+DCA treatment concentration. P < 0.05 when 24 h and 72 

h exposure times were compared for a specific C9+DCA treatment concentration. €P < 

0.05 when DMSO- and DCA-exposed cells were compared for 48 h exposure. $P < 0.05 

when DMSO- and DCA-exposed cells were compared for 72 h exposure. 
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Figure 3.4: Time- and dose-dependent MCF-12A cell growth study via crystal violet 

assay. Cell growth expressed as a percentage of the control (cells propagated in 

medium and the vehicle, DMSO < 0.01%) after 24 h, 48 h and 72 h of exposure to 

different conditions. Four different concentrations of DCA (2.5 mM, 5.0 mM, 7.5 mM and 

15.0 mM) were combined with 130 nM of C9. *P < 0.05 when C9 and C9+DCA 

treatments were compared for 24 h exposure. †P < 0.05 when C9 and C9+DCA 

treatments were compared for 48 h exposure. ‡P < 0.05 when C9 and C9+DCA 

treatments were compared for 72 h exposure. P < 0.05 when 24 h and 48 h exposure 

times were compared for a specific C9+DCA treatment concentration. P < 0.05 when 

24 h and 72 h exposure times were compared for a specific C9+DCA treatment 

concentration. €P < 0.05 when DMSO- and DCA-exposed cells were compared for 48 h. 
$P < 0.05 when DMSO- and DCA-exposed cells were compared for 72 h. 
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Figure 3.5: MCF-7 cell growth inhibition study via crystal violet assay. Cell growth 

expressed as a percentage of the control (cells propagated in medium and the vehicle, 

DMSO < 0.01%) after 24 h of exposure to different conditions. Four different 

concentrations of DCA (7.5 mM, 10.0 mM, 12.5 mM and 15.0 mM) were combined with 

130 nM of C9. Combination of 130 nM of C9 with 7.5 mM, 1.0 mM, 12.5 mM and 15 mM 

DCA inhibited MCF-7 cell growth in dose-dependent manner. ✝P-value < 0.05 when 

C9+DCA-treated cells and DMSO-exposed were compared. *P-value < 0.05 when C9-

and C9+DCA-treated cells were compared. ‡P-value < 0.05 when DCA- and C9+DCA-

treated cells were compared. 

 

 

 



122 
 
 

 

Figure 3.6: MCF-12A cell growth inhibition study via crystal violet assay. Cell growth 

expressed as a percentage of the control (cells propagated in medium and the vehicle, 

DMSO < 0.01%) after 24 h of exposure to different conditions. Four different 

concentrations of DCA (7.5 mM, 10.0 mM, 12.5 mM and 15.0 mM) were combined with 

130 nM of C9. Combination of 130 nM of C9 with 7.5 mM, 1.0 mM, 12.5 mM and 15 mM 

DCA inhibited MCF-12A cell growth in dose-dependent manner. ✝P-value < 0.05 when 

C9+DCA-treated cells and DMSO-exposed were compared. *P-value < 0.05 when C9-

and C9+DCA-treated cells were compared. ‡P-value < 0.05 when DCA- and C9+DCA-

treated cells were compared. 
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Figure 3.7: MCF-7 and MCF-12A cell growth after 24 h of exposure to 130 nM C9, 7.5 

mM DCA and C9+DCA. MCF-7 and MCF-12A cell growth expressed as a percentage of 

the control (cells propagated in medium and the vehicle, DMSO<0.01%) after 24 h of 

exposure to 130 nM C9, 7.5 mM DCA and C9+DCA. *,✝P-value < 0.05 when treated 

cells and controls were compared within the same cell line. ‡P-value < 0.05 when MCF-

7 and MCF-12A cells were compared for the same treatment. 
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3.2  Cell viability test 

 

Lactate dehydrogenase assay 

 

Cell viability tests were performed with the aid of the LDH kit. It was previously 

mentioned that lactate dehydrogenase enzyme activity is directly proportional to plasma 

membrane damage. The LDH enzyme activity is converted to percentages of cell 

growth relative to vehicle-exposed cells. Thus, higher levels of cell damage correspond 

to more LDH enzyme released in the cytosol. In both MCF-7 and MCF-12A cells, 

compared to vehicle-exposed cells, neither 130 nM C9- nor 7.5 mM DCA-exposed cells 

showed significant cytosolic LDH enzymatic release after 24 h treatment (Figure 3.8). 

However, the number of viable MCF-7 and MCF-12A cells decreased to 83.53% and 

92.40% respectively after 24 h treatment with C9+DCA compared to controls (P < 0.05) 

(Figure 3.8). The cell viability test results showed that there are more viable MCF-12A 

cells than MCF-7 cells after 24 h treatment of C9+DCA (P < 0.05). LDH activity is higher 

in combination (C9+DCA) exposed tumorigenic cells compared to non-tumorigenic cells 

as a result of higher levels of cell damages. The vehicle (DMSO) used to dissolve C9 

(powder) had no effect on cell viability when used less than v/v 0.01% (Figure 3.8). 

  



125 
 
 

 

Figure 3.8: Lactate dehydrogenase cell viability test of MCF-7 and MCF-12A cells. 

MCF-7 and MCF-12A cell growth expressed as a percentage of the control (cells 

propagated in medium with addition of vehicle, DMSO < 0.01%) after 24 h of exposure 

to 130 nM C9, 7.5 mM DCA and C9+DCA.  †, ‡P-value < 0.05 after comparison of 

exposed cells and controls within the same cell line. *P-value < 0.05 when MCF-7 and 

MCF-12A cells were compared for the same treatment. 
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3.3  Cytotoxicity measurement and drug efficacy prediction 

 

The xCELLigence system is capable of generating a dose-response curve for the 

calculation of IC50 values at a specific given time point. The RTCA SP® system was 

employed to monitor cellular morphological alterations such as cell proliferation, division, 

shrinkage, death or detachment. The impedance caused by cellular events would 

ultimately be converted into CI. Changes in CI directly imply changes in the impedance 

value as a result of above-mentioned events. 

 

Firstly, it was necessary to ensure the integrity of cells as part of the quality control 

mechanisms. MCF-7 and MCF-12A were seeded at 10 000 cells/well (this concentration 

yielded the best results for the E-Plates 96) in triplicates in the E-Plates 96 and 

observed for a period of 48 h for a routine inspection. The sensitivity of the instrument 

allows it to collect information with regards to any contamination and cell behaviour 

changes. Figure 3.9 A demonstrates that both MCF-7 and MCF-12A with seeding 

density of 10 000 cell/well were propagating properly and free from contamination. 

Secondly, the effect of vehicle DMSO was re-evaluated to ensure the effect of 

compound C9 on cells was not influenced by DMSO prior to cytotoxicity testing. Results 

obtained from this part of the study confirmed the previous finding that the vehicle used 

in this study had no effect on cell proliferation (Figure 3.9 B). Thirdly, the effect of either 

C9 or DCA was assessed on MCF-7 and MCF-12A cells. Two concentrations, 130 nM 

and 200 nM of the antimitotic compound C9 were selected for testing in both cell lines 

(Figure 3.10). C9 did not have detrimental effects on MCF-12A cell growth even at 200 

nM concentration (26% reduction) (Figure 3.10 B). On the other hand, different 

concentrations (130 or 200 nM) of C9-exposed MCF-7 cells displayed dissimilar 

inhibition patterns. At 24 h exposure, 130 nM and 200 nM of C9 reduced tumorigenic 

MCF-7 cell growth by 16% and 80% respectively (Figure 3.10 A). The C9-exposed cell 

index graph exhibited a spoon-shaped curve which is a distinctive shape for antimitotic 

compounds. Finally, the effect of DCA was evaluated with three concentrations, 7.5 mM, 

15 mM and 40 mM, on MCF-7 and MCF-12A cells (Figure 3.11). DCA at all three 

concentrations had no adverse effect on MCF-12A cell growth; however, it negatively 

affected cell growth of MCF-7 cells at 40 mM (Figure 3.11). 
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Table 1 illustrates the raw data used to generate the sigmoidal curve. The 

concentrations of C9 was kept constant and it was combined with five different 

concentrations of DCA, 2.5 mM, 5.0 mM, 7.5 mM, 15 mM and 40 mM. After the raw 

data was captured by the xCELLigence system, the inbuilt statistical software utilized 

this information and generated the sigmoidal dose response curve with the IC50 

calculation. The formula which the RTCA Software used to interpret and compute the 

IC50 value of DCA in combination therapy is displayed below. The IC50 values of DCA 

which combined with 130 nM of C9 were 6.44 mM and 5.74 mM for 24 h and 48 h 

exposure respectively (Figure 3.12). 

 

Formula: CIBottom + (CITop - CIBottom)/(1 + 10^((Log EC50 - Intercept) * Hill Slope)) 

 

In addition, the xCELLigence system has an extra feature which is the prediction of drug 

efficacy by means of slope value comparisons amongst treatments. The slope is used 

to describe the steepness, incline, gradient, or changing rate of a curve within the given 

time window. The mathematical relationship between the cell index values and the 

slope of a particular curve can be represented by a straight line equation y = m*x + c, 

where ‗m‘ is the slope and ‗c‘ is the intercept. This equation can be translated to 

represent cell index. The equation then becomes Cell Index = slope * time + intercept. 

In this case, the slope is the gradient value of CI change over time which means the 

rate of CI change.  For each selected well, the RTCA Software calculates the slope of 

the Cell Index or Normalized Cell Index curve in the chosen Time period, after fitting the 

points to a straight line (Figure 3.13 A). The slope values are shown in the bar chart 

(Figure 3.13 B). A positive slope within a fix time period with certain drug treatment 

means that the drug has cytostatic effect on cells. In contrast, a negative slope means 

that at the time of assessment the particular drug has cytotoxic effect. Figure 3.13 B 

demonstrated toxicity profiles of five concentrations of DCA (2.5, 5.0, 7.5, 15 and 40 

mM) in combination with 130 nM C9 over 24 h and 48 h. Data showed when DCA 

concentrations used in the combination treatment greater or equal to 15 mM, the slopes 

calculated for 24 h and 48 h exposure time were all negative. It means DCA ≥ 15 mM in 

the combination treatment were toxic to the MCF-7 cells and the degree of toxicity is 

directly proportional to DCA concentration. Quite the opposite, positive slopes were 

observed when DCA ≤ 5 mM were used in combination treatment. Interestingly, if 7.5 
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mM of DCA were used in the treatment, negative 24 h and positive 48 h slopes were 

displayed. This result confirmed 7.5 mM of DCA in combination with antimitotic C9 at 24 

h exposure time produced cytotoxicity effect on MCF-7 cells (Figure 3.13 B). 

 

Figure 3.14 was produced to illustrate the effect of 7.5 mM DCA with 130 nM C9 on 

tumorigenic MCF-7 and non-tumorigenic MCF-12A cells. The cytotoxic effect of 130 nM 

of C9 on tumorigenic MCF-7 is observed within three hours of drug exposure, however, 

this effect is not significant (Figure 3.14 A). At 24 h time point after C9 exposure, MCF-7 

normalized CI decreased 18.33% compared to vehicle-exposed controls. Under the 

same condition (130 nM C9 24 h), MCF-12A normalized CI decreased only by 5.39%. 

Moreover, DCA (7.5 mM) treatment had no effect on MCF-7 and MCF-12A cells (Figure 

3.14). Upon treatment of combination compounds C9+DCA, MCF-7 cells CI decreased 

sharply and reached its lowest point at 16 h after treatment to 0.39 compared to vehicle 

treated 2.65 (CI decreased 85.19%). The combination compounds exert their maximal 

effect at 16 h after exposure (Figure 3.14 A). At 24 h time point after C9+DCA treatment, 

MCF-7 the CI reduced 81.97%. The CI values may be used as indicators that point out 

a treatment‘s exact maximal effect time point in vitro. In contrast, MCF-12A cells also 

experienced reduced CI after C9+DCA treatment, however, the CI decrease was not as 

severe when compared to the MCF-7 cells. The CI of MCF-12A cells after 16 h and 24 h 

treatment with C9+DCA was reduced 51.3% and 36.91% respectively. 
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Figure 3.9: Cell quality assessment and evaluation of solvent‘s suitability as vehicle for subsequent experiments.  Cell 

quality assessment (A) and evaluation of DMSO suitability as vehicle for subsequent experiments (B). MCF-7 and MCF-

12A cell quality was assessed with 10 000 cells/well prior to cytotoxicity testing. MCF-7 and MCF-12A showed normal 

proliferation patterns and CI (A). Vehicle DMSO used to dissolve C9 had no effect on MCF-7 and MCF-12A cell 

proliferation when used at less than 0.01% in the media (B).   
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Figure 3.10: Cytotoxicity test of 130 nM and 200 nM C9 on MCF-7 and MCF-12 cells for 48 h.  Cytotoxicity test of 130 nM 

(red) and 200 nM (green) C9 on MCF-7 (A) and MCF-12A (B) cells for 48 h. Treatment of C9 inhibited both MCF-7 and 

MCF-12A cell growth in dose-dependent manner. CI curve after C9 treatment showed typical antimitotic spoon-shaped 

inhibition curve. 
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Figure 3.11: Cytotoxicity test of 7.5 mM, 15 mM and 40 mM DCA on MCF-7 and MCF-12A cells for 48 h.  Cytotoxicity test 

of 7.5 mM (red), 15 mM (green) and 40 mM DCA (black) on MCF-7 (A) and MCF-12A (B) cells for 48 h. DCA treatments 

with all three concentrations had no drastic cell inhibition effect on MCF-12A cells. The highest concentration of DCA (40 

mM) reduced MCF-7 cell growth from 12 hours after treatment.  
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Table 1: Cell index data at 24 h and 48 h exposure time point of C9+DCA treated MCF-7 cells. Five different 

concentrations of DCA (2.5 mM, 5.0 mM, 7.5 mM, 10.0 mM, 15.0 mM and 40.0 mM) were combined with 130 nM of C9. 

The normalized CI, as well as the log of concentrations are presented in the table. 

 

MCF-7 C9*+DCA 24 hours exposure 48 hours exposure 

Compounds 
exposed 

Well ID  
(Triplicates) 

Concentration  
DCA (M) 

Log 
Concentration(M) 

Normalized    
Cell Index 

Log 
Concentration(M) 

Normalized    
Cell Index 

C9+DCA (2.5 mM) A10A11A12 2.50E-03 -2.6021 2.0868 -2.6021 2.4443 

C9+DCA (5.0 mM) B10B11B12 5.00E-03 -2.301 1.5976 -2.301 1.6482 

C9+DCA (7.5 mM) C10C11C12 7.50E-03 -2.1249 1.0542 -2.1249 1.073 

C9+DCA (15 mM) D10D11D12 1.50E-02 -1.8239 0.3843 -1.8239 0.3552 

C9+DCA (40 mM) E10E11E12 4.00E-02 -1.3979 0.4239 -1.3979 0.2455 

 

* Concentration of C9 was kept constant at 130 nM. 
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Figure 3.12: Cytotoxicity test of antimitotic C9 (130 nM) in combination with ranges of DCA (2.5 mM, 5 mM, 7.5 mM, 15 

mM and 40 mM). Cytotoxicity test of antimitotic C9 (130 nM) in combination with ranges of DCA (2.5 mM, 5 mM, 7.5 mM, 

15 mM and 40 mM) on MCF-7 cells for 72 h (A). Table 1 was used to plot the DCA dose-response sigmoidal curves of 

MCF-7 cells for 24 h (red) and 48 h (green) treatment (B). Treatment concentration and normalized cell index for 24 and 

48 h exposure were converted to Log of concentration (M) versus normalized CI (B).  
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Figure 3.13: Dose-response cytotoxicity and efficacy predictions of C9+DCA on MCF-7 

cells.  Slope measurement of dose-response cytotoxicity test curves of MCF-7 cells (A). 

Treatment of C9+DCA (2.5 mM, 5 mM, 7.5 mM, 15 mM and 40 mM) efficacy predictions 

(B) via the calculated slope values from Table 1. Positive slope indicates cytostatic 

effect and negative value indicates cytotoxic effect. 
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Figure 3.14: xCELLigence system cytotoxicity test of C9+DCA on MCF-7 and MCF-12A cells for 48 h.  xCELLigence 

system cytotoxicity test of C9+DCA (7.5 mM) on MCF-7 (A) and MCF-12A (B) cells for 48 h. DCA-exposed (7.5 mM, pink) 

MCF-7 and MCF-12A cells showed no CI reduction. CI curve of C9-exposed (130 nM, green) MCF-7 and MCF-12A cells 

had slight reduction in cell number. C9+DCA-exposed (red) MCF-7 and MCF-12A cells displayed drastic reduction CI 

curve.
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3.4 Morphological studies 

 

3.4.1 Optical transmitted light differential interference contrast 

 

PlasDIC images of both MCF-7 and MCF-12A C9-treated cells (Figure 3.15 B and G) 

showed an increase in metaphase and formation of apoptotic bodies. DCA-treated cells 

(Figure 3.15 C and H) revealed shrunken cells compared to cells grown to confluency in 

the vehicle-treated control (Figure 3.15 A and F). Cells exposed to C9 in combination 

with DCA (Figure 3.15 D and I) displayed characteristics of cells in metaphase, 

formation of apoptotic bodies, shrunken cells, compromised cell density and even 

appearance of ghost cells. Upon dual treatment with C9 and DCA, MCF-7 cells (Figure 

3.15 D) displayed not only severe degree of compromised cell density but also vast 

numbers of existing cells that are either in metaphase, shrunken or display 

characteristics of cell death (apoptosis) compared to MCF-12A cells. Therefore, when 

looking at morphology, MCF-7 cells (Figure 3.15 D) appeared more susceptible when 

compared to MCF-12A cells (Figure 3.15 I). 
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Figure 3.15: Optical transmitted light differential interference contrast images of MCF-7 and MCF-12A 

cells after 24 h treatment exposure. PlasDIC images of MCF-7 cells (left column, images A to E) 

compared to MCF-12A cells (right column, images F to J) after 24 h exposure to different conditions. 

Vehicle-treated (A and F) cells were confluent and showed no sign of distress. C9 (130 nM)-exposed (B 

and G) cells showed decreased cell density and an increase in metaphase. Cells exposed to 7.5 mM of 

DCA (C and H) indicated no significant decrease in cell number. Cells exposed to C9 (130 nM) in 

combination of DCA (7.5 mM) (D and I) showed significant inhibition of cell growth. Actinomycin D (0.2 

μg/ml)-treated cells (E and J) exhibited hallmarks of late stages of apoptosis. 
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3.4.2 Light microscopy 

 

Haematoxylin and eosin staining 

 

Haematoxylin and eosin (H & E) staining was performed to observe cellular 

morphological changes in large scale. After exposure to combination treatment of 

C9+DCA, MCF-7 cells exhibited a decrease in cell density, as well as the formation of 

apoptotic bodies (Figure 3.16) when compared to the vehicle-expose tumorigenic cells 

(Figure 3.16). MCF-12A also showed decreases in cell density after exposure to 

combination treatment (Figure 3.16), however, only less so when compared to MCF-7-

treated cells. The haematoxylin and eosin staining cell morphology study has 

demonstrated that the MCF-7 cells are more susceptible to the combination treatment, 

further confirming the cell growth and PlasDIC studies. 

 

MCF-7 and MCF-12A cells mitotic indices were derived from the H & E stained slides by 

counting 1000 cells per slide. This experiment was repeated twice and the averages of 

the two repeats were counted and data is presented in Table 2. Data has been divided 

into four categories: vehicle-, C9-, DCA- or C9+DCA-exposed respectively for MCF-7 

and MCF-12A cells. Cells in the mitotic phase were subdivided into prophase, 

metaphase, anaphase, telophase and tripolar metaphase. Non-mitotic cells were 

subdivided into interphase and hypercondensed chromatin with the latter indicating the 

amount of cells undergoing apoptosis. In general, MCF-12A cell is a faster dividing cell 

type when compared to MCF-7 cells as the mitotic indices for cells in interphase are 

86.4% and 91.3%, respectively (Figure 3.16 E compared to A). Treatment with C9 and 

C9+DCA on MCF-7 cells caused increased mitotic indices of metaphase from 2.9% 

(DMSO-exposed) to 9.4% and 16.3% respectively, as well as increased the count for 

cells exhibiting hypercondensed chromatin from 1.5% (DMSO-exposed) to 5.8% and 

10.3% respectively. This result shows compound C9 has antimitotic effects and also 

promotes apoptosis. Furthermore, addition of DCA combined with C9 exhibited 

synergistic effects, where the number of cells in metaphase and cells exhibiting 

hypercondensed chromatin almost doubled (16.3% and 10.3%, respectively) compared 

to C9-exposed (9.4% and 5.8%) MCF-7 cells. 
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Figure 3.16: Haematoxylin and eosin stained images of MCF-7 and MCF-12A cells after 24 h treatment 

exposure.  Haematoxylin and eosin stained images of MCF-7 cells (left column, images A-D) compared to 

MCF-12A cells (right column, images D-H) after 24 h exposure to different conditions.  Vehicle-treated (A 

and E) cells were confluent and showed no sign of distress. Cells exposed to 7.5 mM of DCA (B and F) 

indicated no significant decrease in cell number. C9 (130 nM)-exposed MCF-7 cells (C) showed 

decreased cell density and an increase in metaphase. Cells exposed to C9 (130 nM) in combination of 

DCA (7.5 mM) (D and H) showed significant inhibition of cell growth and formation of apoptotic bodies. 
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Table 2: MCF-7 and MCF-12A cell mitotic indices. Data has been divided into vehicle-, 

C9-, DCA- or C9+DCA-exposed cells respectively. Cells in the mitotic phase were 

subdivided into prophase, metaphase, anaphase, telophase and tripolar metaphase. 

Non-mitotic cells were subdivided into interphase and hypercondensed chromatin, the 

latter indicating cells undergoing apoptosis. 

 

MCF-7 Vehicle 
control 

C9 DCA C9+DCA 

Mitotic cells     

Prophase 1.9 0.4 1.6 0.3 

Metaphase 2.9 9.4 2.2 16.3 

Anaphase 1.5 0.2 0.8 0 

Telophase 1.2 0 0.9 0 

Tripolar 
metaphase 

0 0 0 0 

Non-mitotic cells     

Interphase 91.3 86.1 92.6 73.1 

Hypercondensed 
chromatin 

1.5 5.8 1.9 10.3 

MCF-12A Vehicle 
control 

C9 DCA C9+DCA 

Mitotic cells     

Prophase 2.9 0.8 1.4 0.4 

Metaphase 3.7 5.5 2.9 13.9 

Anaphase 1.8 0.2 0.9 0 

Telophase 2.4 0.1 1.8 0 

Tripolar 
metaphase 

0.7 1.9 1.0 0.8 

Non-mitotic cells     

Interphase 86.4 87.6 88.9 81.6 

Hypercondensed 
chromatin 

2.1 3.9 3.1 3.3 
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3.4.3 Fluorescent microscopy 

 

Triple fluorescent staining: Hoechst 33342, acridine orange and propidium iodide 

 

The fluorescent microscopy study revealed an increase of MCF-7 cells present in 

metaphase after 24 h of exposure to C9 (130 nM) (Figure 3.17 B). DCA-exposed (7.5 

mM) MCF-7 cells showed slightly increased acridine orange staining (Figure 3.17 C) 

when compared to the control (Figure 3.17 A). However, combination treatment of 

C9+DCA-exposed MCF-7 displayed severe degree of compromised cell density, 

increased acridine orange staining and large numbers of existing cells in metaphase 

(Figure 3.17 D). Furthermore, the microscopy study showed a slight increase in acridine 

orange staining in C9-, DCA- and C9+DCA-exposed MCF-12A cells (Figure 3.17 G, H 

and I). The effect of C9 or combination treatment on MCF-12A cells (Figure 3.17 G and 

I) is moderate in comparison with MCF-7 cells (Figure 3.17 B and D) that were treated 

under the same exposure conditions. This observation is in agreement with findings 

from previous cell number studies where the addition of DCA enhanced the efficacy of 

compound C9 in tumorigenic cells. 
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Figure 3.17: Fluorescent microscopy utilizing triple fluorescent stains of Hoechst 33342, acridine orange 

and propidium iodide.  Fluorescent images of MCF-7 cells (left column, images A to E) compared to MCF-

12A cells (right column, images F to J) after 24h of exposure to different conditions. Vehicle-treated (A 

and F) cells were confluent and showed no sign of distress. C9 (130 nM) -exposed (B and G) cells 

showed decreased cell density and an increase in metaphase. Cells exposed to 7.5 mM of DCA (C and H) 

indicated no significant decrease in cell number. Cells exposed to C9 (130 nM) in combination of DCA 

(7.5 mM) (D and I) showed significant inhibition of cell growth. Actinomycin D (0.2 μg/ml) -treated cells (E 

and J) exhibited hallmarks of late stages of apoptosis. 
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3.4.4 Confocal microscopy 

 

Immunofluorescent detection of tubulin architecture  

 

Confocal microscopy revealed the cytoskeletal microtubule architecture of α-tubulin for 

both MCF-7 and MCF-12A cells. The confocal microscopy study revealed an increase in 

cell size of both MCF-7 and MCF-12A cells after 24 h of exposure to DCA (7.5 mM) 

when compared to the control (Figure 3.18). This result is in agreement with the 

morphological observations from the other technique, namely, PlasDIC where the cells 

were flattened and stretched out (Figure 3.15 C and H). An increased portion of MCF-7 

cells showed characteristics of cells arrested in metaphase and abnormal spindle 

formation after exposed to C9 (130 nM) for 24 h (Figure 3.18 C9). The combination 

exposed tumorigenic cells exhibited characteristics that were similar to C9-exposed 

MCF-7 cells with additional hallmarks of fragmented DNA and destruction of α-tubulin 

architecture (Figure 3.18 C9+DCA). Furthermore, this study demonstrated abnormal 

multinucleated MCF-12A cells after treatment with C9 for 24 h (Figure 3.18 C9). The 

effect of the combination treatment on MCF-12A cells is moderate in comparison with 

MCF-7 cells that were treated under the same exposure conditions (Figure 3.18 

C9+DCA). This observation is consistent with findings from previous cell number studies 

where the addition of DCA enhanced the efficacy of compound C9 in tumorigenic cells. 
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Figure 3.18: Immunofluorescent staining of α-tubulin (green) for MCF-7 and MCF-12A cells. Fluorescent images of MCF-7 cells (top row) 

compared to MCF-12A cells (bottom row) after 24h of exposure to DCA (7.5 mM), C9 (130 nM) and C9+DCA. Vehicle-treated MCF-7 and MCF-

12A cells were confluent and showed no sign of distress. DCA-exposed cells showed no significant decrease in cell number, but displayed slightly 

larger and flattened morphology. C9 (130 nM)-exposed MCF-7 and MCF-12A cells decreased in cell number; MCF-7 displayed formation of 

abnormal spindle, as well as cell arrested in metaphase after treatment. Cells exposed to C9 (130 nM) in combination of DCA (7.5 mM) showed 

significant inhibition of cell growth, abnormal spindle formation and fragmentation of genomic material. 
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3.4.5 Transmission electron microscopy  

 

Normal nuclear- and cytoplasmic physiology was observed in vehicle treated MCF-7 

and MCF-12A cells (Figure 3.19 A and E). The untreated control cells were round with 

smooth cell membrane and limited number of apical microvilli protrusions. Furthermore, 

the nucleus usually presented indentation and contained one or two prominent nucleoli.  

The volume ratio between nucleus and cytoplasm was roughly 1:1 for a healthy 

untreated cell. The cytoplasm possessed considerably quantities of mitochondria and 

endoplasmic reticulum. An extensive network of Golgi apparatus, centriole and 

specialized ER for the production of human mammary milk fat globule protein (MFGP) 

was also observed in untreated MCF-7 and MCF-12A cells. Transmission electronic 

micrographs did not illustrate any stress caused by DCA treatment on both cell lines 

compared to controls. Compromised cell density, endosomes, metaphase chromatid 

formation and autophagosome were, however, observed in MCF-7 cells treated with C9 

(Figure 3.19 B). In contrast, MCF-12A cells affected by the antimitotic C9 (130 nM) were 

limited. Ordinary appearance of a pair of centrioles was spotted in MCF-12A cells after 

C9 treatment, indicating occurrences of regular cell division (Figure 3.19 F). The 

combination of C9+DCA-exposed MCF-7 cells displayed distorted cell shape, high 

density of digit-like apical microvilli, formations of vacuoles, lysosomes and apoptotic 

bodies, highly condensed chromatin (heterochromatin), as well as fragmented DNA 

compared to the control (Figure 3.19 C and D). The above mentioned characteristics 

were also observed in MCF-12A cells treated with the combination therapy, however, 

the intensity was in moderation when compared to MCF-7 cells (Figure 3.19 G and H). 

Fragmented nuclei and apoptotic bodies were detected within combination compounds 

exposed tumorigenic cells thus indicating late stages of apoptosis (Figure 3.19 C and D). 

Furthermore, several autophagic related structures were identified within the cells that 

had been treated with the combination treatment. These autophagic related structures 

include autophagosome, multi-vascular endosome, amphisome, lysosome and 

autolysosome (Figure 3.20). 
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Key: N: Nucleus, Nu: Nucleoli, HC: Heterochromatin, MV: Apical Microvilli, AB: Apoptotic Bodies, DF: DNA 

Fragmentation, V: Vacuoles, MT: Mitochondrial, ER: Endoplasmic Reticulum, C: Centriole, MFGP: specialized ER for the 

production of human mammary milk fat globule protein, Golgi: Golgi apparatus, AP: Autophagosome and L: Lysosome. 
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Figure 3.19: Transmission electron micrographs of MCF-7 cells compared to MCF-12A cells after 24 h exposure to 

different conditions.  Transmission electron micrographs of MCF-7 cells (top row, images A-D) compared to MCF-12A 

cells (bottom row, images E-H). Vehicle-exposed cells (A and E) showed smooth cell membrane with limited apical 

microvilli surrounding the cells. C9 (130 nM)-exposed MCF-7 (B) cells exhibited formation of vacuoles, however, large 

number of MCF-12A cells remain unaffected and standard cell proliferation followed after treatment. Cells exposed to C9 

in combination with DCA (7.5 mM) (C, D, G and H) showed significant amount of microvilli increase, distorted cell shapes, 

enlarged mitochondrion, increased number of vacuoles (autophagosome and lysosomes) formation and DNA damage 

(heterochromatin and DNA fragmentation). 
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Figure 3.20: Electron microscopic analysis of C9+DCA-treated MCF-7 and MCF-12A 

cells. Increased number of vacuoles formation in C9+DCA-exposed (24 h) MCF-7 (A 

and B) and MCF-12A (C and D) cells. Autophagosome and autolysosome morphology: 

arrows indicate autophagosomes, double arrows indicate autolysosomes/amphisomes 

and arrowhead indicate fragments of endoplasmic reticulum inside the autophagosome. 



149 
 
 

3.5  Cell cycle analysis 

 

Previous studies demonstrated that sulphamoylated derivatives of 2ME are able to 

induce cell cycle arrest in a number of tumorigenic cell lines in vitro, as well as xenograft 

models (366,368). In this study, the effect of an in silico-designed novel C-17 modified 

sulphamoylated derivatives in conjunction with a glycolysis inhibitor on cell cycle arrest 

were examined in the hormone-dependent MCF-7 and hormone-independent MCF-12A 

cell lines. In vehicle-exposed MCF-7 cells, less than 1% of the cells were present in 

sub-G1 phase and 27% were present in G2/M phase (Figure 3.21 A and Figure 3.22 A). 

The antimitotic agent C9-exposed (130 nM) MCF-7 cells showed slightly elevated levels 

of cells present in sub-G1 (5%, P = 0.13) (Figure 3.21 A and Figure 3.22 A). However, 

C9 induced tumorigenic MCF-7 cell cycle arrest with 36% of cells present in G2/M phase 

(P < 0.05) when compared to the control (Figure 3.21 A and Figure 3.22 A). After 

treatment with 7.5 mM of DCA on MCF-7 cells, no significant change in cell cycle events 

was observed. In contrast, we have observed that when DCA was added together with 

the antimitotic agent C9, the efficacy of combination therapy was superior than that of 

C9 alone exposed MCF-7 cells, with increased sub-G1 (19%, P < 0.05) and G2/M (35%, 

P < 0.05) phases compared to control (Figure 3.21 A and Figure 3.22 A). Alternatively, 

agent C9 at 130 nM after 24 h exposure did not induce non-tumorigenic MCF-12A G2/M 

(22%) cell cycle arrest compared to control (23%) (Figure 3.21 B and Figure 3.22 B). 

The combination of C9 and DCA-exposed MCF-12A showed a statistically significant 

increase in sub-G1 (10%) compared to control (5%) (P < 0.05). No sign of elevated 

G2/M with the combination treatment was observed on MCF-12A cells (Figure 3.21 B 

and Figure 3.22 B). Combination treatment of the antimitotic agent with the glycolysis 

inhibitor resulted in 19% of the tumorigenic cells to be present in sub-G1. However, only 

10% of non-tumorigenic cells were in sub-G1 when given the same circumstances. 

These observations were statistically significant (P < 0.05) (Figure 3.22). 
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Figure 3.21: Cell cycle histograms of vehicle-, C9- and C9+DCA-exposed cells after 24 h treatment for (A) MCF-7 and (B) 

MCF-12A cells.  This figure represents DNA content (X) versus number of cells (Y). C9 (130 nM) induced G2/M MCF-7 (A) 

cell cycle arrest. Addition of DCA (7.5 mM) with C9 exhibited synergistic effects and induced G2/M cell cycle arrest and 

increased sub-G1 phase population. MCF-12A (B) cells were less affected when compared to MCF-7 cells. 



151 
 
 

 

Figure 3.22: Distribution of DNA content relative to phase of cell cycle of both MCF-7 and MCF-12A cells. Data is sub-

ordered to vehicle-, C9-, DCA-, C9 plus DCA- and actinomycin D (positive control for apoptosis)-exposed cells. Both cell 

lines indicated a statistically significant increase in the sub-G1 phase of the C9+DCA-exposed samples compared to 

vehicle-treated cells. MCF-7 (A) cells were more susceptible to the combination compounds treatment when compared to 

MCF-12A (B) cells. An asterisk (*) indicates a P-value < 0.05 when compared to the vehicle control. 
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3.6  Apoptosis quantification 

 

Phosphatidylserine outer membrane redistribution     

 

Analysis of cellular apoptosis is one of the methods to understand the possible 

mechanisms for C9+DCA mediated cell death. Externalization of phosphatidylserine 

was detected with Annexin V-FITC and measured with a flow cytometer. In terms of 

apoptosis induction, in both types of cells, neither the antimitotic agent C9 (130 nM) nor 

the glycolysis inhibitor DCA (7.5 mM) alone had a significant effect compared to controls 

(Figure 3.23). However, when both cell types were exposed to the combination therapy 

(C9+DCA) for 24 h, there were 15.3% MCF-7 and 5.7% MCF-12A cells present in early 

apoptosis phase and the increase was statistically significant when compared relative to 

the controls (P < 0.05) (Figure 3.23). These findings are in agreement with the previous 

cell cycle analyses with the sub-G1 results (Figure 3.22). Evaluation of apoptosis 

induction results between the two cell lines revealed that the difference between early 

apoptosis for MCF-7 (15.3%) and MCF-12A (5.7%) cells were statistically significant (P 

< 0.05) (Figure 3.23). 
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Figure 3.23: Propidium iodide (FL3 Log) vs. Annexin V-FITC (FL1 Log) dot-plot of cells 

propagated in growth medium, vehicle (DMSO)-, C9-, DCA-, C9+DCA- and actinomycin 

D-exposed MCF-7 (A) and MCF-12A (B) cell.  Cells treated with vehicle control (DMSO 
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v/v < 0.01%) revealed no toxic effect. Neither C9-treated nor DCA-treated MCF-7 cells 

caused severe degree of apoptosis when compared to C9+DCA-exposed cells. 

Apoptosis induction results between the two cell lines revealed the difference between 

early apoptosis for MCF-7 (15.3%) and MCF-12A (5.7%) cells were statistically 

significant (†P < 0.05). *P-value < 0.05 after comparison of exposed cells and controls 

within the same cell line.  

 

3.7 Autophagic activity 

 

Microtubule-associated protein 1 light chain 3 (II) expression 

 

Microtubule-associated protein 1 light chain 3 (LC3) is the only known mammalian 

protein identified that stably associates with the autophagosome membranes. Hence 

LC3-I is cytosolic, while the identification and quantification of membrane bound LC3-II 

can be utilized as a specific marker for mammalian cells undergoing autophagic process. 

C9+DCA-treated MCF-7 and MCF-12A cells after 24 h exposures showed statistically 

significant increases (23.2% and 25.8% respectively) in LC3-II expression when 

compared to the vehicle-treated control as well as C9-treated samples (P < 0.05) 

(Figure 3.24). Tamoxifen (2.5 μM) was used as a positive control for autophagy 

induction in breast cancer cells. This finding suggests that autophagic induction is 

increased due to the combination treatment and this result appears to support the 

previously displayed TEM micrographs (Figure 3.19 and Figure 3.20). 
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Figure 3.24: Autophagic related quantification of specific microtubule-associated 

protein 1 light chain 3 II (LC3 II) expression in MCF-7 and MCF-12A cells. 130 nM of C9 

induced 7.8% LC3 II expression in MCF-7 cells compared to DMSO-exposed control (P-

value < 0 .05). Treatment of DCA (7.5 mM) induced 17.2% of LC3 II expression in MCF-

12A cells compared to DMSO-exposed control (P-value < 0 .05). C9+DCA-exposed 

MCF-7 and MCF-12A cells induced LC3 II expression 23.2% and 25.2% respectively, 

when compared to control (DMSO-exposed). †, ‡P-value < 0.05 after comparison of 

exposed cells and controls within the same cell line. *P-value < 0.05 when MCF-7 and 

MCF-12A cells were compared for the same treatment. 
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3.8  Mitochondria membrane potential depolarization 

 

MitoCapture™, a cationic dye that fluoresces differently in healthy verses apoptotic cells, 

was used to detect mitochondrial membrane potential depolarization ΔΨm. In apoptotic 

cells, the reagent cannot aggregate in the mitochondria due to the altered membrane 

potential and remains in monomeric form in the cytoplasm which subsequently 

generating a green fluorescence. The assay was conducted according to 

manufacturer‘s instruction. After treatment with C9 and C9+DCA for 24 h, there was 

more than a two-fold significant depolarization of ΔΨm in MCF-7 compared to vehicle-

exposed controls (2.2-fold increase, P < 0.05) (Figure 3.25), but not for MCF-12A cells. 

However, treatment of DCA did not cause any membrane potential loss in MCF-7 or 

MCF-12A cells. In order to elucidate the possible cause of ΔΨm loss in MCF-7, NAC (5 

mM) was utilized as a broad spectrum reactive oxygen species (ROS) inhibitor. Addition 

of the general ROS inhibitor NAC into cell propagated in medium reduced the 

mitochondrial membrane potential in both cell lines. Furthermore, NAC completely 

attenuated the antimitotic compound C9 and the combination of C9+DCA‘s effects on 

MCF-7 cells (P < 0.05) (Figure 3.25). This result serves as possible indication that 

treatment with C9 and C9+DCA caused increased ROS production in MCF-7 cells.  
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Figure 3.25: MitoCaptureTM cationic dye detection of mitochondrial membrane potential 

(ΔΨm) depolarization. Treatment with C9 (130 nM) and C9+DCA increased MCF-7 cell 

mitochondrial membrane potential (ΔΨm) depolarization compared to vehicle-exposed 

controls to 1.5 and 2.2-fold respectively (P < 0.05). None of the treatments influenced 

ΔΨm depolarization of MCF-12A cells. The influence of the antioxidant, NAC (5 mM), 

was investigated and used in conjunction with C9 (130 nM), DCA (7.5 mM) and 

C9+DCA. NAC attenuated the ΔΨm depolarization induced by C9 (1.5-fold) and 

C9+DCA (2.2-fold) on MCF-7 cells to 1.0 (P < 0.05). †P-value < 0.05 after comparison of 

exposed cells and controls within the same cell line. *P-value < 0.05 when MCF-7 and 

MCF-12A cells were compared for the same treatment. 

  



158 
 
 

3.9  Oxidative stress test via 2’, 7’-dichlorofluorescein fluorescence  

 

The altered mitochondrial membrane potential (ΔΨm) results suggested that ROS may 

be playing an important role in cell signalling in C9+DCA-treated tumorigenic MCF-7 

cells. In order to explore and determine the hypotheses of increased ROS production 

(through mitochondrial damage) and/or lysosome rupture of C9+DCA-treated cells, flow 

cytometric analyses of MCF-7 cells loaded with the H2O2/Fe2+ sensitive fluorophore 

H2DCF-DA were utilized. This result showed C9-, DCA- and C9+DCA-treated MCF-7 

cells (24 h) exhibited statistically significant increases in DCF fluorescence signal 

compared to vehicle-treated control (P < 0.05) (Figure 3.26 i and ii (A)). MCF-12A cells 

with increased levels of H2O2/Fe2+ production were, however, not detected when 

provided with same treatments (C9-, DCA- and C9+DCA) (Figure 3.26 i and ii (C)). Also, 

C9- and C9+DCA-treated MCF-7 cells (24 h) had significant increases in DCF 

fluorescence signal compared to DCA-treated samples (P < 0.05) (Figure 3.26 i). This 

data suggest C9 and C9+DCA are able to induce cellular changes that resulted in 

increased formation of H2O2/Fe2+ in MCF-7 cells. This theory has been investigated by 

adding broad spectrum ROS inhibitor NAC and ferric iron chelator deferoxamine (DFO, 

100 μM). Both NAC and DFO attenuated the effect of C9+DCA on MCF-7 cells in a 

negative manner (P < 0.05) (Figure 3.26 i and ii (B)). The addition of NAC and DFO into 

C9+DCA-treated MCF-7 cells resulted in an the x-mean shift to the left compared to the 

combination treatment (Figure 3.26 ii (B), indicating that ROS formation was 

suppressed by NAC and DFO. On the other hand, NAC suppressed ROS formation in 

treated, as well as untreated MCF-12A cells, but DFO did not have any significant effect 

on these cells (Figure 3.26 i and ii (D)). Interestingly, the effects of NAC on treated and 

untreated non-tumorigenic MCF-12A were not statistically significant (Figure 3.26 i and 

ii (D)). Flow cytometric data presented in Figure 3.26 ii displays the x-mean shift 

compared to vehicle-exposed control. 
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Figure 3.26: Oxidative stress test via dichlorofluorescein fluorescence measurement for 

hydrogen peroxide or ferrous ions level. Relative mean fluorescence (FL1 Log) of C9-, 

DCA-, and C9+DCA-treated MCF-7 and MCF-12A cells compared to vehicle-exposed 

controls (i). Flow cytometric data of FL1 Log versus count illustrated the x-mean shift (ii) 

of treated MCF-7 (A) and MCF-12A (C) cell. The influence of the antioxidant, NAC (5 

mM), and a ferric iron chelator, desferoxamine (100 μM), was investigated and results 

showed NAC and DFO reduced effect of C9+DCA treatment on MCF-7 (B) and MCF-

12A (D) cell. †, ‡P-value < 0.05 after comparison of exposed cells and controls within the 

same cell line. *P-value < 0.05 when MCF-7 and MCF-12A cells were compared for the 

same treatment. #P-value < 0.05 when C9+DCA-treatment were compared to other 

treatments within MCF-7 cell line. 
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3.10 Kinase inhibition studies  

 

Previous mitochondrial membrane potential (ΔΨm) assays and oxidative stress test 

indicated the formation of ROS within MCF-7 cells after C9+DCA treatment for 24 h. 

Increases in intracellular ROS level may trigger the activation of p38α JNK MAPK 

signalling, causing induction of apoptotic events. Thus, it was decided to determine the 

effect on p38α and the JNK pathway in untreated, as well as treated MCF-7 and MCF-

12A cells. In order to achieve this goal, a p38α inhibitor SB239063 (15 µM) and JNK 

inhibitor SP600125 (20 µM) were used either in untreated cells or in conjunction with 

treatment compounds. PlasDIC images of MCF-7 cells and MCF-12A after 24 h of 

exposure to the above-mentioned inhibitors were compared (Figure 3.27). Addition of 

p38α inhibitor SP239063 (15 µM) to either untreated or treated MCF-7 and MCF-12A 

cells slightly increased cell proliferation. In contrast, JNK inhibitor SP600125-exposed 

(20 µM) untreated MCF-7 showed signs of distress and decreased cell density. 

However, addition to treated MCF-7 cells attenuated the effect of C9+DCA. Similar 

results were observed when MCF-12A cells (treated and untreated) were exposed to 

JNK inhibitor SP600125 (20 µM) compared to vehicle-exposed cells. Decreased cell 

density was observed when the JNK inhibitor was added to MCF-12A ells. However, 

compared to the C9+DCA-treated cells, the effect that the C9+DCA had was attenuated 

by the addition of SP600125 (Figure 3.27). SP600125 (20 µM) reduced cell numbers in 

untreated MCF-7 and MCF-12A cells which indicates the importance of JNK pathway in 

promoting cell proliferation. The addition of SP600125 to treated cells masked the effect 

of treatment (Figure 3.27). This result indicated that inhibition of the JNK pathway 

interfered with treatment (C9+DCA)-induced apoptosis.       

 

The RTCA xCELLigence system was employed to explore the possible activation of 

JNK or p38α MAPK after C9+DCA treatment. RTCA xCELLigence inhibition studies 

supported the morphological observation with p38i-exposed (SB239063, 15 µM) cells 

(treated or untreated) exhibited slightly higher CI curve than the cells without p38i 

treatment. This result showed p38α inhibition attenuated the C9+DCA treatment on 

MCF-7 and MCF-12A cells. However, the ability of the p38α inhibitor to reduce the 

effects of C9+DCA was not pronounced. On the contrary, inhibitory effects of 20 µM 

SP600125 on untreated MCF-7 and MCF-12A cells were demonstrated, since the CI 
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value was decreased statistically significant. Furthermore, these observations illustrated 

during morphological kinase inhibition studies were well translated into the 

xCELLigence experiment where SP600125 reduced treatment (C9+DCA) effect on 

MCF-7 and MCF-12A cells (Figure 3.28). 

 

These inhibition studies indicate that the JNK pathway is playing an important role in 

normal MCF-7 and MCF-12A cell development as well as activation of apoptosis after 

cells encounter stress. However, p38α role in MCF-7 and MCF-12A cells‘ normal 

proliferation and apoptosis activation after stress is not pronounced.  
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Figure 3.27: Optical transmitted light differential interference contrast images of MCF-7 cells and MCF-12A after 24 h exposure to different 

conditions. Vehicle-treated cells were confluent and showed no sign of distress. Cells exposed to C9 (130 nM) in combination with DCA (7.5 mM) 

showed significant inhibition of cell growth. JNK inhibitor SP600125-exposed (20 µM) untreated MCF-7 and MCF-12A cells were negatively 

affected with decreased density; however, it reduced the effect of C9+DCA on these cells. The addition of a p38 inhibitor, SB 239063 (15 µM), did 

not change MCF-7 and MCF-12A cells from its original appearance. (Magnification 20 X) 
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Figure 3.28: Real-time cell analyser xCELLigence system analysis of kinase inhibition 

studies. JNKi SP600125-exposed (20 µM) (blue) untreated MCF-7 and MCF-12A cells 

(red) displayed decreased CI after 8 h of treatment. JNKi+C9+DCA-exposed MCF-7 

and MCF-12A cells (pink) showed increased CI compared to C9+DCA-treated cells 

(green) within 2 h of treatment. Addition of p38i SB239063 (15 µM) had no statistically 

significant effect on C9+DCA-treated MCF-7 and MCF-12A cells. Inhibition of p38 

pathway in normal cells increased CI in both cell lines for 20 h after addition (24 h – 44 

h) and declined CI thereafter 44 h. 
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3.11 Protein expression analysis 

 

3.11.1 B cell leukaemia-2 expression and phosphorylation at Serine 70 

 

Bcl-2 is the product of proto-oncogene bcl-2 and functions as a prominent apoptosis 

suppressor (176). In response to a variety of extracellular stimuli, Bcl-2 releases pro-

apoptotic factors such as Bax, thereby diminishing its inhibitory action and enables Bax 

oligomerization on the mitochondrial membrane (2). Thus, Bcl-2 is an anti-apoptotic 

protein that plays a role in modulating the membrane potential of mitochondria. An 

intracellular increase in the expression of Bcl-2 protein is associated with its anti-

apoptotic effects by preventing mitochondrial depolarization through its interaction and 

ultimate inhibition of Bax (415). However, Bcl-2/Bax heterodimerization is not sufficient 

for full Bcl-2 anti-apoptotic function. Phosphorylation of Bcl-2 serine 70 (Ser70) is a 

crucial requirement to complete its death suppressor signalling activity (176). 

Dephosphorylation of Bcl-2 at Ser70 is considered pro-apoptotic (415). In contrast, 

phosphorylation of Bcl-2 at Ser70 single-sited is anti-apoptotic, while multi-site 

phosphorylation at Ser70, Trp69 and Ser87 is pro-apoptotic (416).  

 

Merck Millipore‘s FlowCellectTM Bcl-2 Activation Dual Detection Kit was employed to 

investigate the total amount of Bcl-2 protein, as well as the phosphorylation status of 

Bcl-2 (Ser70 position) in treated and control samples of MCF-7 and MCF-12A cells. The 

kit contains two antibodies that quantify the total amount of Bcl-2 protein (FL1 Log) and 

S70 phosphorylation status of Bcl-2 per cell simultaneously (FL3 Log). 

 

The observations that C9+DCA induces mitochondrial membrane depolarization 

suggests that Bcl-2 may play a mechanistic role in the effects of C9+DCA. In addition, 

the altered oxidative status after treatment of C9+DCA suggested that ROS play a role 

in inducing mitochondrial membrane potential, and this finding might be linked to SAPKs 

such as JNK and p38. These kinases are known to be able to phosphorylate Bcl-2 

protein. Therefore, a JNK inhibitor (JNKi) SP600125 (20 µM) and p38α inhibitor (p38i) 

SB239063 (15 µM) were included in the experiments to test whether these pathways 
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played roles with regards to activation/deactivation of Bcl-2 protein in MCF-7 and MCF-

12A cells. NAC was also added together with C9+DCA in MCF-7 cells to determine 

whether it has a protective effect on this cell line.  

 

WEASEL v3.0.2 program was used to perform the analysis for Bcl-2 protein expression 

and phosphorylation status. Dot-plots, histograms and bar-charts were generated for 

both MCF-7 and MCF-12A treated and untreated cells. Data displayed in this section is 

arranged in the following order: MCF-7 FL1 Log dot-plots (Figure 3.29), FL3 Log dot-

plots (Figure 3.30), FL1 Log and FL3 Log histograms (Figure 3.31); MCF-12A FL1 Log 

dot-plots (Figure 3.32), FL3 Log dot-plots (Figure 3.33), FL1 Log and FL3 Log 

histograms (Figure 3.34); MCF-7 and MCF-12A total Bcl-2 protein quantification (Table 

3 and Figure 3.34); MCF-7 (Figure 3.36) and MCF-12A (Figure 3.37) Bcl-2 protein 

phosphorylation status (S70) (Table 3).  

 

The total expression of Bcl-2 in the treated MCF-7 samples was statistically significant 

lowered in C9+DCA- and actinomycin D-treated cells compared to vehicle-exposed 

control (Table 3 and Figure 3.35). Its level, however, increased in p38i-, C9+DCA+p38i-, 

JNKi- and C9+DCA+JNKi-exposed MCF-7 cells (Table 3 and Figure 3.35). Decreased 

expression of total Bcl-2 in C9+DCA-treated cells suggests that the anti-apoptotic 

effects of Bcl-2 may be inhibited by C9+DCA treatment. Also, the increased expression 

of Bcl-2 in p38i- and JNKi-treated cells suggests that inhibition of these proteins is anti-

apoptotic.  

 

In MCF-12A cells, total Bcl-2 expression decreased in actinomycin D-treated cells and 

increased in DCA-, JNKi and C9+DCA+JNKi-exposed cells (Table 3 and Figure 3.35). 

Total Bcl-2 expression was unaffected in MCF-12A cells exposed to C9+DCA (Table 3 

and Figure 3.35). This result means 130 nM of C9 in combination with 7.5 mM of DCA 

effectively inhibited the anti-apoptotic effects of Bcl-2 protein expression in MCF-7 cells, 

but not in MCF-12A cells.   

 

When measuring the phosphorylation status (FL3 = pBcl-2 at Ser70) of MCF-7 and 

MCF-12A cells it was observed that > 90% of vehicle-treated cells had a fluorescence 
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intensity (FI) of 7.5-75 which is considered the normal range phosphorylation status for 

healthy proliferating cells (Figure 3.31, and Figure 3.34). For the viewer‘s convenience, 

dotted lines have been drawn to create divisions amongst sub-population on the FL3 

Log histograms with label (i) hypo-p-S70, (ii) normal and (iii) hyper-p-S70. Those 

histograms are derived from flow cytometric analysis of dot-plots (Figure 3.30 and 

Figure 3.33). Three sub-populations per sample were obtained based on the FL3 Log 

fluorescence intensity unit measured. Cells that had an increase in FL3 fluorescence 

intensity of above 75 where considered to be cells that contained more phosphorylated 

Ser70 Bcl-2  intracellular proteins when compared to the control and thus an indication of 

hyper-phosphorylated Bcl-2 (hyper-p-S70). On the other hand, cells that had an 

increase in FL3 fluorescence intensity of below 7.5 were considered to be cells that 

contained less phosphorylated Ser70 Bcl-2 intracellular proteins when compared to the 

control and thus an indication of hypo-phosphorylated Bcl-2 (hypo-p-S70).  

 

Figure 3.36 revealed that six treatments including C9, C9+DCA, C9+DCA+JNKi, JNKi, 

C9+DCA+p38i and actinomycin D decreased normal Bcl-2 S70 phosphorylation sub-

population of MCF-7 cell compared to DMSO-exposed control. In turn, these six 

treatments resulted in a significant increase in Bcl-2 S70 hypo-phosphorylation sub-

populations compared to DMSO control (Figure 3.36A and Table 4).  

 

In MCF-7 cells, C9+DCA treatment resulted in a decrease in the number of cells with an 

FL3 FI of 7.5-75 (normal) when compared to the vehicle-treated control (Figure 3.36 

and Table 4). Both JNK inhibition and ROS inhibition (NAC treatment, data not shown) 

in C9+DCA-treated MCF-7 cells also decreased the number of cells with an FL3 FI of 

7.5-75 (normal) when compared to the vehicle-exposed control. However, addition of 

JNKi and NAC in C9+DCA-treated cells resulted the amount of cells with hypo- and 

hyper-phosphorylated Bcl-2 (S70) statistically significantly decreasing when compared 

to C9+DCA-treated cells (Figure 3.36 and Table 4). MCF-7 cells treated with C9+DCA 

together with the p38i showed no difference when compared to the C9+DCA cells. 

Results indicated that C9+DCA treatment abrogates the phosphorylation status of Bcl-2 

and that JNK inhibition, as well as NAC treatment (but not p38 inhibition) prevents the 

C9+DCA-mediated abrogation of Bcl-2 phosphorylation. This in turn suggests that ROS 
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and JNK activation (possibly via ROS) in C9+DCA-treated cells has pro-apoptotic 

effects which may relate to how they change the S70 phosphorylation status of Bcl-2.  

 

In MCF-12A cells, similar effects were observed, however, the effect was more 

pronounced in the MCF-7 cell line when compared to the MCF-12A cell line (Figure 3.37 

and Figure 3.38). Figure 3.37 revealed that C9+DCA, C9+DCA+p38i and actinomycin D 

had a decreased ‗normal‘ sub-population compared to the DMSO-exposed control. All 

three treatments caused significant increase in hypo-phosphorylation sub-population 

compared to DMSO control. C9+DCA and C9+DCA+p38i increased the amount of cells 

that entered the hyper-phosphorylation sub-population when compared to vehicle-

exposed control. When compared to the Bcl-2 phosphorylation status of different 

treatments within the same cell line, C9+DCA-treated MCF-12A cells displayed 

statistically significant increase in hypo-p-S70 and hyper-p-S70 cell populations than 

DCA-, C9-, C9+DCA+JNKi- and p38i-treated cells (P < 0.05) (Figure 3.37). MCF-12A 

results also indicate that the combination treatment C9+DCA abrogates the 

phosphorylation status of Bcl-2 and that JNK inhibition, but not p38 inhibition, stops the 

C9+DCA-mediated abrogation of Bcl-2 phosphorylation.   

 

Interestingly, actinomycin D-treated cells resulted in a decrease in the amount of cells in 

both cell lines with ―normal‖ phosphorylation and corresponded with only an increase 

the amount of cells that are hypo-phosphorylated on Bcl-2 (S70). In contrast, C9+DCA 

treatment also resulted in a decrease in the amount of cells in both cell lines with 

―normal‖ phosphorylation, however, these cells had an increase in cells with both hypo- 

and hyper-phosphorylated Bcl-2 (S70). C9 is an antimitotic compound and blocks cells 

in G2/M and it is also known that multi-site phosphorylation of Bcl-2 is associated with a 

G2/M block in MCF-7 and MDA-MB-231 cells (416). Therefore, the data suggest that 

C9+DCA treatment can result in multi-site phosphorylation of Bcl-2, however, this 

proposed mechanism needs to be confirmed.   
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Figure 3.29: Total B cell leukaemia-2 protein expression (FL1 Log) dot-plots of treated MCF-7 cells 

24 h. Exposure conditions: DCA (7.5 mM), C9 (130 nM), C9+DCA, p38 inhibitor (p38i: SB 239063) 

(15 µM), C9+DCA+p38i, JNK inhibitor (JNKi: SP600125) (20 µM) and actinomycin D (2 µg/ml). C9-, 

DCA- and p38i-exposed MCF-7 cells displayed similar dot-plot pattern compared to DMSO-exposed 

cells. Treatment of C9+DCA, C9+DCA+p38i and actinomycin D displayed a portion of cell population 

decreased in total Bcl-2 stains compared to DMSO-exposed (reflected on x-axis left shift). 

C9+DCA+JNKi-exposed cells attenuated the population x-axis left shift effect produced by C9+DCA-

exposed cells. Further analyses (demonstrating the x-axis shift) are included in subsequent 

histograms.  
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Figure 3.30: Phosphorylated B cell leukaemia-2 protein quantification (FL3 Log) dot-plots of treated MCF-7 

cells 24 h. Exposure conditions, DCA (7.5 mM), C9 (130 nM), C9+DCA, p38 inhibitor (p38i: SB 239063) (15 

µM), C9+DCA+p38i, JNK inhibitor (JNKi: SP600125) (20 µM) and actinomycin D (2 µg/ml). The DMSO control 

MCF-7 cells mainly showed a large population which correlates to normal phosphorylation status as previously 

defined. Treatments affected this Bcl-2 phosphorylation status with C9+DCA displaying three cell populations 

with a large normal Bcl-2 S70 in the middle and two smaller populations appears to either the left or right of the 

‗normal‘ population. The left and right smaller populations represent ‗hypo-p-S70‘ and ‗hyper-p-S70‘ 

respectively. Further analyses (demonstrating the x-axis) are included in subsequent histograms. 
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Figure 3.31: Histograms of total (FL1 Log) and phosphorylated (FL3 Log) B cell leukaemia-2 protein quantification of 

treated MCF-7 cells for 24 h.  Exposure conditions: DCA (7.5 mM), C9 (130 nM), C9+DCA, p38 inhibitor (p38i: SB 239063) 

(15 µM), C9+DCA+p38i, JNK inhibitor (JNKi: SP600125) (20 µM) and actinomycin D (2 µg/ml). Effects of treatment DCA, 

C9 and C9+DCA on MCF-7 Bcl-2 protein expression (FL1 Log) and serine 70 phosphorylation statuses (FL3 Log) are 
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displayed in (A). Inhibition studies (JNK and p38) on MCF-7 Bcl-2 protein expression (FL1 Log) and serine 70 

phosphorylation statuses (FL3 Log) are displayed in (B).  

 

C9- or DCA-exposed MCF-7 cells displayed similar histogram patterns compared to DMSO-exposed cells (A, FL1 Log). 

Treatment with C9+DCA and actinomycin D displayed a portion of cell population decreased in total Bcl-2 stain compared 

to DMSO-exposed (reflected on x-axis left shift) (A, FL1 Log). C9+DCA+p38i, p38i, C9+DCA+JNKi, JNKi-exposed MCF-7 

cells showed increased Bcl-2 expression compared to DMSO-exposed (reflected on x-axis right shift) (B, FL1 Log).  

 

FL3 Log (A and B) histograms displayed DCA- and p38i-exposed MCF-7 cells showed similar patterns compared to 

DMSO-exposed cells, where more than 90% of the cell population displayed normal Bcl-2 phosphorylation at S70. C9-

exposed MCF-7 cells displayed increased hyper-p-S70 population compared to DMSO control. C9+DCA- and 

C9+DCA+p38i-exposed MCF-7 cells displayed increased hypo-, as well as hyper-p-S70 population compared to DMSO 

control. C9+DCA+JNKi showed an increased number of cells in the normal population in terms of Bcl-2 S70 

phosphorylation compared to C9+DCA-treated MCF-7 cells. 
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Figure 3.32: Total B cell leukaemia-2 protein expression (FL1 Log) dot-plots of treated MCF-12A 

cells 24 h. Exposure conditions: DCA (7.5 mM), C9 (130 nM), C9+DCA, p38 inhibitor (p38i: SB 

239063) (15 µM), C9+DCA+p38i, JNK inhibitor (JNKi: SP600125) (20 µM) and actinomycin D (2 

µg/ml). DCA- and p38i-exposed MCF-7 cells displayed similar dot-plot pattern compared to DMSO-

exposed cells. C9, C9+DCA, C9+DCA+p38i, C9+DCA+JNKi, actinomycin D and JNKi-treated cells 

displayed a portion of cell population decreased in total Bcl-2 stains compared to DMSO-exposed 

(reflected on x-axis left shift). Further analyses (demonstrating the x-axis) are included in subsequent 

histograms. 
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Figure 3.33: Phosphorylated B cell leukaemia-2 protein quantification (FL3 Log) dot-plots of treated 

MCF-12A cells at 24 h.  Exposure conditions, DCA (7.5 mM), C9 (130 nM), C9+DCA, p38 inhibitor 

(p38i: SB 239063) (15 µM), C9+DCA+p38i, JNK inhibitor (JNKi: SP600125) (20 µM) and actinomycin 

D (2 µg/ml). The purpose of this set of dot-plot was to illustrate that DMSO control MCF-12A cells 

showed mainly a large middle population which correlates to normal phosphorylation status. 

Treatments affected this Bcl-2 phosphorylation status with C9+DCA displaying three cell population 

with a large normal Bcl-2 S70 in the middle and two smaller populations appears to either the left or 

right of the ‗normal‘ population. The left and right smaller populations represent ‗hypo-p-S70‘ and 

‗hyper-p-S70‘. Further analyses (demonstrating the x-axis) are included in subsequent histograms. 
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Figure 3.34: Histograms of total (FL1 Log) and phosphorylated (FL3 Log) Bcl-2 protein quantification of treated MCF-12A 

cells for 24 h.  Exposure conditions: DCA (7.5 mM), C9 (130 nM), C9+DCA, p38 inhibitor (p38i: SB 239063) (15 µM), 

C9+DCA+p38i, JNK inhibitor (JNKi: SP600125) (20 µM) and actinomycin D (2 µg/ml). Effects of treatment DCA, C9 and 
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C9+DCA on MCF-12A Bcl-2 protein expression (FL1 Log) and serine 70 phosphorylation statuses (FL3 Log) are 

displayed in (A). Inhibition studies (JNK and p38) on MCF-12A Bcl-2 protein expression (FL1 Log) and serine 70 

phosphorylation statuses (FL3 Log) are displayed in (B).  

 

C9- or DCA-exposed MCF-12A cells displayed similar histogram patterns compared to DMSO-exposed cells (A, FL1 Log). 

Treatments with C9+DCA, C9+DCA+p38i, p38i and actinomycin D displayed a portion of cell population decreased in total 

Bcl-2 stain compared to DMSO-exposed (reflected on x-axis left shift) (A and B FL1 Log). C9+DCA+JNKi and JNKi 

exposed MCF-12A cells showed increased Bcl-2 expression compared to DMSO-exposed (reflected on x-axis right shift) 

(B, FL1 Log).  

 

FL3 Log (A and B) histograms displayed C9-, DCA-, p38i-, JNKi and C9+DCA+JNKi-exposed MCF-12A cells. Similar 

patterns compared to DMSO-exposed cells, where 90% or more of the cell population displayed normal Bcl-2 

phosphorylation at S70 were observed. Actinomycin D-exposed MCF-12A cells displayed increased hypo-p-S70 

population compared to DMSO control. C9+DCA- and C9+DCA+p38i-exposed MCF-12A cells displayed increased hypo-, 

as well as hyper-p-S70 population compared to DMSO control. 
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Table 3: Total B cell leukaemia-2 protein expression ratio compared to vehicle-exposed 

control. 

 

Exposure conditions MCF-7 MCF-12A 

(24 h) Average StdEV Average StdEV 

DCA 1.100 0.094 1.102 0.013 

C9 1.050 0.128 1.033 0.057 

C9+DCA 0.907 0.043 0.857 0.194 

C9+DCA+p38i 1.659 0.301 1.070 0.062 

p38i 1.455 0.159 1.041 0.040 

C9+DCA+JNKi 1.293 0.025 1.285 0.067 

JNKi 1.646 0.132 1.943 0.243 

C9+DCA+NAC 0.825 0.261 - - 

Actinomycin D 0.844 0.080 0.675 0.065 
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Figure 3.35: Total B cell leukaemia-2 protein expression of treated MCF-7 and MCF-

12A cells.  Exposure conditions: DCA (7.5 mM), C9 (130 nM), C9+DCA, p38 inhibitor 

(p38i: SB 239063) (15 µM), C9+DCA+p38i, JNK inhibitor (JNKi: SP600125) (20 µM) 

and actinomycin D (2 µg/ml). Total Bcl-2 expression was statistically significant lowered 

in C9+DCA- and actinomycin D-treated MCF-7 cells compared to DMSO control. Bcl-2 

level increased in p38i-, C9+DCA+p38i-, JNKi- and C9+DCA+JNKi-exposed MCF-7 

cells. DCA-, JNKi and C9+DCA+JNKi-exposed MCF-12A cells revealed increased 

expression of total Bcl-2 protein. Statistically significant effects on total Bcl-2 expression 

were observed when comparing MCF-7 and MCF-12A for the same treatment of p38i- 

and p38i+C9+DCA (P < 0.05).  †P-value < 0.05 when each treatment was compared to 

DMSO-exposed control within MCF-7 cell line. ‡P-value < 0.05 when each treatment 

was compared to DMSO-exposed control within MCF-12A cell line.  *P-value < 0.05 

when each treatment was compared to C9+DCA-treated cells within MCF-7 cell line. #P-

value < 0.05 when each treatment was compared to C9+DCA-treated cells within MCF-

12A cell line. 

 



179 
 
 

Table 4: Sub-population of cells (percentages) with hypo-, normal and hyper-

phosphorylation statuses of B cell leukaemia-2 protein at serine 70 position. 

 

MCF-7 Hypo-p-S70 StdEV Normal StdEV Hyper-p-S70 StdEV 

DMSO 2.40 1.08 93.82 0.99 4.10 0.71 

DCA 5.71 3.74 91.31 1.83 5.83 1.21 

C9 7.41 2.45 77.56 2.57 15.35 1.52 

C9+DCA 23.06 2.91 53.81 2.05 23.73 1.35 

C9+DCA+JNKi 7.56 0.49 80.64 2.98 12.13 3.03 

JNKi 11.28 1.16 78.82 1.51 10.33 1.96 

C9+DCA+p38i 15.65 5.82 54.66 7.41 30.00 4.63 

p38i 3.62 1.40 92.94 1.56 3.74 0.61 

C9+DCA+NAC 4.05 1.46 89.17 2.04 7.05 0.95 

Actinomycin D 40.87 2.28 57.92 2.97 1.77 1.19 

 

MCF-12A Hypo-p-S70 StdEV Normal StdEV Hyper-p-S70 StdEV 

DMSO 1.49 0.97 95.71 1.92 2.57 0.83 

DCA 2.27 0.79 95.07 1.23 2.94 0.39 

C9 3.37 1.41 93.57 2.09 3.00 1.32 

C9+DCA 12.73 3.69 72.12 9.21 16.66 5.64 

C9+DCA+JNKi 3.62 2.60 93.35 1.41 2.94 2.02 

JNKi 5.32 2.79 89.97 2.13 3.80 1.30 

C9+DCA+p38i 13.46 1.06 65.20 6.10 21.23 5.18 

p38i 1.94 2.36 94.42 3.87 3.15 2.04 

Actinomycin D 40.94 7.77 65.44 11.87 1.07 0.23 
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Figure 3.36: Sub-population of cells (percentages) with (A) hypo-, (B) normal- and (C) 

hyper-phosphorylation status of MCF-7 cells B cell leukaemia-2 protein at serine 70.  

Exposure conditions for 24 h: DCA (7.5 mM), C9 (130 nM), C9+DCA, p38 inhibitor (p38i: 

SB 239063) (15 µM), C9+DCA+p38i, JNK inhibitor (JNKi: SP600125) (20 µM) and 

actinomycin D (2 µg/ml). Six treatments including C9, C9+DCA, C9+DCA+JNKi, JNKi, 

C9+DCA+p38i and actinomycin D decreased normal sub-population (B) of MCF-7 cell 

compared to DMSO-exposed control. All six treatments caused significant increase in 

hypo-phosphorylation sub-population (A) compared to DMSO control. Exposure of the 

MCF-7 cells to C9, C9+DCA, C9+DCA+JNKi, JNKi, C9+DCA+p38i increased amount 

cell that entered hyper-phosphorylation sub-population (C) compared to vehicle-control. 

When comparing Bcl-2 phosphorylation status of different treatments within the same 

cell line, C9+DCA-treated MCF-7 cells displayed a statistically significant increase in 

Hypo-p-S70 and Hyper-p-S70 cell populations compared to DCA-, C9-, C9+DCA+JNKi-, 

JNKi-, C9+DCA+p38i- and p38i-treated cells (P < 0.05). †P-value < 0.05 after 

comparison of exposed cells and DMSO control. ‡P-value < 0.05 when treated cell 

compared to C9+DCA-treated cells. 
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Figure 3.37: Sub-population of cells (percentages) with (A) hypo-, (B) normal- and (C) 

hyper-phosphorylation status of MCF-12A cells B cell leukaemia-2 protein at serine 70.  

Exposure conditions for 24 h: DCA (7.5 mM), C9 (130 nM), C9+DCA, p38 inhibitor (p38i: 

SB 239063) (15 µM), C9+DCA+p38i, JNK inhibitor (JNKi: SP600125) (20 µM) and 

actinomycin D (2 µg/ml). Treatments C9+DCA, C9+DCA+p38i and actinomycin D 

decreased normal phosphorylation sub-population compared to DMSO-exposed control 

(B). These three treatments caused a significant increase in Bcl-2 hypo-p-S70 

compared to DMSO control (A). Treatments C9+DCA and C9+DCA+p38i increased Bcl-

2 hyper-p-S70 compared to vehicle-exposed control (C). In general, C9+DCA-treated 

MCF-12A cells displayed statistically significant increase in both Bcl-2 hypo-p-S70 and 

hyper-p-S70 statuses when compared to C9-, DCA-, C9+DCA+JNKi- and p38i-treated 

cells (P < 0.05).  †P-value < 0.05 after comparison of exposed cells and DMSO control. 
‡P-value < 0.05 when treated cell compared to C9+DCA-treated cells. 
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Figure 3.38: Comparisons between MCF-7 and MCF-12A sub-populations of cells 

(percentages) with (A) hypo-, (B) normal- and (C) hyper-phosphorylation status B cell 

leukaemia-2 protein at serine 70.  Exposure conditions for 24 h: DCA (7.5 mM), C9 (130 

nM), C9+DCA, p38 inhibitor (p38i: SB 239063) (15 µM), C9+DCA+p38i, JNK inhibitor 

(JNKi: SP600125) (20 µM) and actinomycin D (2 µg/ml). When two cell lines MCF-7 and 

MCF-12A were compared, Bcl-2 normal-p-S70 fluorescent unit showed a statistically 

significant difference when treatments C9-, C9+DCA-, C9+DCA+JNKi or JNKi-exposed 

cells were compared (B). Decrease in Bcl-2 normal-p-S70 sub-population means 

increase in either hypo-p-S70 or hyper-p-S70 statuses. C9+DCA, C9+DCA+JNKi or 

JNKi-exposed cells displayed a statistical significance in Bcl-2 hypo-p-S70 statuses 

when MCF-7 and MCF-12A results were compared (A). C9-, C9+DCA+JNKi- and JNKi-

exposed cells displayed a statistical significance in Bcl-2 hyper-p-S70 statuses when 

MCF-7 and MCF-12A results were compared (B). *P-value < 0.05 after comparison of 

exposed MCF-7 and MCF-12A cells. 

 

3.11.2 Caspases 7 expression 

Caspases are divided into initiator caspases (caspase 1, 2, 4, 5, 8, 9, 10, 11, 12) and 

effector caspases (caspase 3, 6, 7) (144). Caspases 3, 6 and 7 are effector caspases 

which play a key role in apoptosis processes by destroying vital components of cellular 

infrastructure and activate factors that damage the cell. Initiator caspases such as 

caspases 1, 4 and 5 appear to be more specific proteases that cleave few substrates 

with the preferred tetrapeptide WEHD (425). Considering effector caspases are 

responsible for most of the substrate proteolysis during apoptosis, it is not easy to 

identify the functionally targets (144). Studies revealed caspase 2, 3 and 7 have the 

ability to recognize tetrapeptide motifs DEXD (425). 

Primary antibodies against active (i.e. cleaved) caspase 7 were used to study protein 

expression changes in the MCF-7 and MCF-12A cells after 24 h treatment of C9-, DCA- 

and C9+DCA. Actinomycin D (0.2 μg/ml) was used as a positive control for apoptosis 

induction. Figure 3.39 A and B showed that caspase 7 protein expression was elevated 

in C9-, and C9+DCA-exposed (24 h) MCF-7 cells. Caspase 7 levels also increased in 

C9+DCA-treated (24 h) MCF-12A cells. Furthermore, the differences between the active 
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caspase 7 expression level in C9+DCA-treated MCF-7 and MCF-12A cells were 

statistically significant (P < 0.05). Data captured from at least three biological 

experiments were used to calculate the relative mean fluorescence. The average of 

these three data sets are presented in Figure 3.39 A. Representative histogram of 

caspase 7 expression in MCF-7 cell is provided in Figure 3.39 B. 
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Figure 3.39: Apoptosis-related quantification of cleaved executioner caspase 7 expression in MCF-7 and MCF-12A cells. 

Caspase 7 expression in treated and untreated MCF-7 and MCF-12A cells (A), as well as one representative MCF-7 data 

of FL1 log against cell count (B). Caspase 7 protein expression was elevated in C9-, and C9+DCA-exposed (24 h) MCF-7 

cells. Caspase 7 levels also increased in C9+DCA-treated (24 h) MCF-12A cells. Differences between the active caspase 

7 expression level in C9+DCA-treted MCF-7 and MCF-12A cells were statistically significant (P < 0.05). †, ‡, P-value < 0.05 

after comparison of exposed cells and controls within the same cell line. *, P-value < 0.05 when MCF-7 and MCF-12A 

cells were compared for the same treatment. Actinomycin D (0.2 µg/ml) was used as a positive control for apoptosis 

induction. 
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3.12 Microarrays 

 

Gene expression analysis 

 

Global gene expression analysis was conducted by employing the Agilent‘s Human 

1A Oligonucleotide Microarray slides. MCF-7 and MCF-12A cells were exposed to 

C9 (130 nM) in combination of DCA (7.5 mM) for 24 h prior to collection of gene 

expression information. After treatment of C9+DCA (24 h), 684 and 830 genes were 

considered statistically significantly differentially expressed in MCF-7 and MCF-12A 

cells. Mapping of differentially expressed genes to biochemical pathways and Gene 

Ontology (GO) categories were performed by utilizing GeneCodis3 (3.0 versions) 

(426). Differentially expressed genes exclusively responsive in C9+DCA-treated (24 

h) MCF-7 and -MCF-12A cells were mapped to cell death, cell cycle, cytoskeleton, 

metabolism, transcription, epigenetic regulation, protein kinases and phosphatases, 

reactive oxygen species metabolism and ribosomal proteins. Data were categorized 

and statistically differentially affected genes are summarized Table 5. Furthermore, 

the statistically differentially (P < 0.05) expressed genes responsive to combination 

treatment in both cell lines were compared using GeneVenn and 74 genes were 

found to be affected in both cell lines after 24 h exposure (Figure 3.40). 

 

As shown in Table 5, C9+DCA induced the expression of a number of genes related 

to the p53 pathway in MCF-7 cells including tumor protein p53 binding protein 1 

(TP53BP1), transformed 3T3 cell double minute 2 (MDM2) and BCL2 binding 

component 3 (BBC3/PUMA). Cell growth and proliferation depend on the general 

mRNA translation processes. The circularization of the mRNA 5‘ cap and 3‘ poly(A) 

tail structure is dependent on the interactions between eukaryotic initiation factor 4G 

(eIF4G) and poly(A) binding protein (PABP) (427). Poly(A) binding protein interaction 

protein 1 (PAIP1) is able to interact with both eIF4G (428) and PABP to stimulate 

translation (427). In this study, the expression of PAIP1 was down-regulated after 

exposed to MCF-7 cells with C9+DCA treatment for 24 h. Moreover, two genes 

involved in DNA repair namely poly (ADP-ribose) polymerases 1 (PARP1) and 

breast cancer 1 (BRCA1) were down-regulated. The combination treatment also 

affected several genes of the PI3K/AKT/mTOR pathway namely eukaryotic 

translation initiation factor 1 (EIF1), eukaryotic translation initiation factor 4E (EIF4E), 

mitogen-activated protein kinase 14 (MAPK14), phosphoinositide-3-kinase regulatory 
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subunit 1 (PIK3R1), protein tyrosine phosphatase non-receptor type 6 (PTPN6), 

tyrosine 3-monooxygenase/tryptophan 5-monooxygenase activation protein 

(YWHAE), proto-oncogene c-Fos (FOS) and jun proto-oncogene (JUN).  

 

The NF-ĸB pathway is important for normal mammary gland development, as well as 

breast cancer formation (429). There are five structurally related proteins within the 

NF-ĸB family namely, RelA (p65), RelB, c-Rel, NF-ĸB1 (p105 and p50), and NF-ĸB2 

(p100 and p52) (429,430). Activities of these five NF-ĸB proteins are inhibited by 

inhibitor of NF-κB (IκB) and activated by IκB kinase (IKK) (429). NF-ĸB is activated 

by two distinct pathways: the classic RelA/p50 pathway and the alternative RelB/p52 

pathway (429). v-rel Reticuloendotheliosis viral oncogene homolog B, nuclear factor 

of kappa light polypeptide gene enhancer in B-cells 3 (RELB) gene expression was 

up-regulated in both cell lines. Up-regulation of RELB protein levels is usually 

associated with an up-regulation of cyclin D mRNA and protein (429). However, the 

present study found no significant changes in cyclin D expression levels. Therefore, 

the increase in RELB mRNA expression levels in both cell lines in response to 

C9+DCA exposure likely does not correlate with an increase in protein levels of 

RELB. The Notch pathway target gene hairy and enhancer of split 1 (HES1) gene 

represses the expression of a cell cycle inhibitor cyclin-dependent kinase inhibitor, 

p27Kip1, independently of a cell differentiation role (431). HES1 expression was 

down-regulated in both cell lines after treatment of C9+DCA, thus indicating the 

possible activation of p27Kip1 and cell cycle inhibition. Cyclin K encoding gene CCNK 

expression was down-regulated in MCF-7 cells treated with C9+DCA. Cyclin K plays 

an important role in transcriptional elongation regulation by its interaction with RNA 

polymerase II C-terminal domain (432). 

 

A number of genes such as thioredoxin-like 4A (TXNL4A), thioredoxin-like 4B 

(TXNL4B) and peroxiredoxin 3 (PRDX3) that are involved in reactive oxygen species 

metabolism were down-regulated in MCF-7 cells. Ferritin, both heavy and light 

polypeptide genes (FTH1 and FTL) were induced. C9 being the antimitotic agent, 

suppressed a large number genes related to cellular structural integrity. Actin 

(ACTG1), microtubule-associated protein 7 (MAP7), tubulin alpha 1, 6 and 8, as well 

as tubulin beta 2A (TUBA1, TUBA6, TUBA8 and TUBB2A) genes were down-

regulated. These structural related genes encode proteins that are important to cell 

motility and maintenance of the cytoskeleton (433-435). 
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For C9+DCA-exposed MCF-12A cells, a number of genes related to p53 pathway 

were differentially expressed. Similarly to the MCF-7 gene expression profile, 

BBC3/PUMA, MDM2 were up-regulated. On the other hand, proto-oncogene c-Myc 

(MYC), cyclin D1 (CCND1) and retinoblastoma 1 (RB1) were down-regulated. DNA-

damage-inducible transcript 3 (DDIT3) and growth arrest and DNA-damage-inducible 

(GADD45A) genes expression were induced. Unlike the MCF-7 gene expression 

profile, PARP2 and PARP8 genes were up-regulated in C9+DCA-exposed MCF-12A. 

ATP-binding cassette, sub-family B (MDR/TAP), member 1 (ABCB1) and ATP-

binding cassette, sub-family C (CFTR/MRP), member 5 (ABCC5) multidrug 

resistance genes were induced in treated MCF-12A cells, perhaps partly accounted 

for the treatment resistance. ABCB1 functions as an energy-dependent drug efflux 

transporter that lowers concentrations of various anticancer drugs, such as 

colchicine, paclitaxel, doxorubicin and vinblastine (436,437). Genes involved in ROS 

metabolism namely, FTH1, glutathione S-transferase A2 (GSTA2), nitric oxide 

synthase 2A (NOS2A), spermine oxidase (SMOX), superoxide dismutase 1 (SOD1) 

and superoxide dismutase 2 mitochondrial (SOD2) were up-regulated. The 

ferredoxin reductase (FDXR) gene was down-regulated. FDXR gene product 

ferredoxin reductase protein transfers electron from NADPH to cytochrome P450 via 

ferredoxin in mitochondria (438). The ferredoxin reductase gene is reported 

regulating by the p53 family and sensitizes cells to oxidative stress-induced 

apoptosis (439).  

 

It was also shown that spermidine/spermine N1-acetyltransferase 1 (SAT1) mRNA 

was up-regulated in response to C9+DCA treatment in non-tumorigenic cell line. 

High levels of spermidine/spermine N1-acetyltransferase protein reduce polyamine 

content, as well as cause a fall in acetyl-CoA level (440). Depletion of spermidine 

and spermine cause an arrest in cell growth (441). The function of apoptosis 

antagonizing transcription factor (AATF) is to complete blockade of the pro-apoptotic 

signalling. This apoptosis antagonizing effect is possibly achieved by protecting cells 

against oxidative and apoptotic damage (442). AATF gene transcription is lowered in 

MCF-12A cells after treatment with C9+DCA, showing the treatment has ability to 

interfere with apoptotic signalling pathway at the transcript level. Another gene E2F 

transcription factor 4, p107/p130-binding (E2F4) related to gene transcription is also 

down-regulated in treated MCF-12A cells. E2F4 protein product binds to pRB, p107 
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and p130. Cyclin D/CDK4/6 phosphorylates p107 and p130, which deactivate the 

repression activity of E2F4 for cyclin E gene transcription and G1 transition (57). 

 

Apoptotic-related genes such as BBC3/PUMA, MDM2, Cbp/p300-interacting 

transactivator (CITED4), B-cell translocation gene 1 (BTG1), IKK interacting protein 

(IKIP), dual-specificity phosphatase 13 (DUSP13) and FTH1 were commonly up-

regulated in both cell lines after 24 h treatment. Several of the above-mentioned 

genes are linked to the p53 pathway which serves as the common pathway that 

introduced apoptosis in both MCF-7 and MCF-12A cells. 

 

 

Figure 3.40: GeneVenn diagram showing 74 commonly affected genes in MCF-7 

and MCF-12A cells after 24 h exposure to C9 (130 nM) in combination with DCA (7.5 

mM). Treatment C9+DCA caused 610 and 756 statistically differentially expressed 

genes in MCF-7 and MCF-12A cell lines respectively. 
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Table 5: Differentially expressed genes mapped to functional cellular pathways in 

MCF-7 and MCF-12A cells exposed to 130 nM of C9 and 7.5 mM of DCA for 24 h. 

M-values represent a log2-fold change between two or more experimental 

conditions. 

GeneBank 
number 

Gene name Description MCF-7 MCF-12A 

   Log M 

Cell proliferation and cell senescence  

 

NM_014417 BBC3 BCL2 binding component 3  1.217 0.904 

NM_006879 MDM2 Mdm2, transformed 3T3 cell double minute 2, 
p53 binding  

1.111 0.624 

NM_001731 BTG1 B-cell translocation gene 1, anti-proliferative  0.740 0.798 

NM_005766 FARP1 FERM, RhoGEF (ARHGEF) and pleckstrin 
domain protein 1  

0.200 0.513 

NM_005657 TP53BP1 Tumor protein p53 binding protein, 1 0.191  

NM_178234 TUSC3 Tumor suppressor candidate 3  0.172  

NM_004083 DDIT3 DNA-damage-inducible transcript 3   1.551 

NM_005118 TNFSF15 Tumor necrosis factor (ligand) superfamily, 
member 15  

 0.775 

NM_015124 DIP Death-inducing-protein (DIP)  0.694 

NM_003932 ST13 Suppression of tumorigenicity 13 (Hsp70 
interacting protein)  

-0.254  

NM_006451 PAIP1 Poly(A) binding protein interaction protein 1 -0.543  

NM_002467 MYC v-myc Myelocytomatosis viral oncogene 
homolog  

 -0.707 

NM_006761 YWHAE Tyrosine 3-monooxygenase/tryptophan 5-
monooxygenase activation protein 

-0.179 -0.585 

NM_006509 RELB v-rel Reticuloendotheliosis viral oncogene 
homolog B, nuclear factor of kappa light 
polypeptide gene enhancer in B-cells 3  

0.266 0.885 

NM_002228 JUN Jun oncogene 0.155  

NM_201612 IKIP IKK interacting protein 0.440 0.521 

Cell cycle, cytoskeleton and DNA repair 

NM_001614 ACTG1 Actin, gamma 1  -0.454 -0.610 

NM_005524 HES1 Hairy and enhancer of split 1 -0.291 -2.020 

NM_005517 HMGN2 High-mobility group nucleosomal binding 
domain 2  

-0.430 -0.545 

NM_006306 SMC1A Structural maintenance of chromosomes 1A  -0.287 -0.604 

NM_032704 TUBA6 Tubulin, alpha 6  -0.366 -0.653 

NM_006000 TUBA1 Tubulin, alpha 1  -0.482  

NM_018943 TUBA8 Tubulin, alpha 8  -0.425  

NM_001069 TUBB2A Tubulin, beta 2A  -0.282  

NM_002374 MAP2 Microtubule-associated protein 2   0.574 

NM_003980 MAP7 Microtubule-associated protein 7  -0.689  

NM_001618 PARP1 Poly (ADP-ribose) polymerase family, 
member 1  

-0.195  

NM_005484 PARP2 Poly (ADP-ribose) polymerase family, 
member 2  

 0.492 

NM_024615 PARP8 Poly (ADP-ribose) polymerase family, 
member 8  

 0.929 

NM_001924 GADD45A Growth arrest and DNA-damage-inducible, 
alpha  

 0.793 
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NM_001237 CCNA2 Cyclin A2   -0.373 

NM_053056 CCND1 Cyclin D1   -0.729 

NM_000321 RB1 Retinoblastoma 1   -0.544 

NM_002577 PAK2 p21 (CDKN1A)-activated kinase 2   -0.900 

NM_003390 WEE1 WEE1 homolog  0.257  

NM_003858 CCNK Cyclin K  -0.479  

NM_007295 BRCA1 Breast cancer 1, early onset  -0.209  

NM_015894 STMN3 Stathmin-like 3 (STMN3) -0.289  

Metabolism 

NM_000927 ABCB1 ATP-binding cassette, sub-family B 
(MDR/TAP), member 1  

 0.679 

NM_005688 ABCC5 ATP-binding cassette, sub-family C 
(CFTR/MRP), member 5  

 0.534 

NM_006066 AKR1A1 Aldo-keto reductase family 1, member A1 
(aldehyde reductase)  

0.439  

NM_005603 ATP8B1 ATPase, Class I, type 8B, member 1  0.460  

NM_201444 DGKA Ddiacylglycerol kinase, alpha 80kDa 0.383  

NM_002633 PGM1 Phosphoglucomutase 1  0.334  

NM_181523 PIK3R1 Phosphoinositide-3-kinase, regulatory 
subunit 1 (p85 alpha)  

-0.181  

Reactive oxygen species metabolism 

NM_002032 FTH1 ferritin, heavy polypeptide 1  0.201 0.604 

NM_000146 FTL Ferritin, light polypeptide  0.272  

NM_006701 TXNL4A Thioredoxin-like 4A  -0.320  

NM_017853 TXNL4B Thioredoxin-like 4B  -0.241  

NM_006793 PRDX3 Peroxiredoxin 3 (PRDX3), nuclear gene 
encoding mitochondrial protein 

-0.176  

NM_004110 FDXR Ferredoxin reductase, nuclear gene encoding 
mitochondrial protein 

 0.741 

NM_031894 FTHL17 Ferritin, heavy polypeptide-like 17   0.567 

NM_000846 GSTA2 Glutathione S-transferase A2   1.133 

NM_000625 NOS2A Nitric oxide synthase 2A (inducible, 
hepatocytes) 

 0.840 

NM_000603 NOS3 Nitric oxide synthase 3 (endothelial cell)   0.419 

NM_002970 SAT1 Spermidine/spermine N1-acetyltransferase 1   1.402 

NM_175839 SMOX Spermine oxidase   1.007 

NM_000454 SOD1 Superoxide dismutase 1  0.614 

NM_0010244
65 

SOD2 Superoxide dismutase 2, mitochondrial   1.159 

NM_002133 HMOX1 heme oxygenase (decycling) 1 (HMOX1), 
mRNA 

 -0.429 

NM_006819 STIP1 Stress-induced-phosphoprotein 1 
(Hsp70/Hsp90-organizing protein)  

 -0.729 

Regulation of transcription 

NM_133467 CITED4 Cbp/p300-interacting transactivator 0.343 0.728 

NM_006079 CITED2 Cbp/p300-interacting transactivator, with 
Glu/Asp-rich carboxy-terminal domain, 2  

 -0.901 

NM_012138 AATF Apoptosis antagonizing transcription factor   -0.666 

NM_001950 E2F4 E2F transcription factor 4, p107/p130-binding  -0.887 

NM_001968 EIF4E Eukaryotic translation initiation factor 4E  -0.501 -1.799 

NM_005194 CEBPB CCAAT/enhancer binding protein, beta  0.284  

NM_001455 FOXO3A Forkhead box O3A (FOXO3A) 0.131  

NM_005801 EIF1 Eukaryotic translation initiation factor 1  -0.389  

NM_001968 EIF4E Eukaryotic translation initiation factor 4E  -0.501  

NM_005252 FOS v-fos FBJ murine osteosarcoma viral 0.557  
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oncogene homolog  

NM_000937 POLR2A Polymerase (RNA) II (DNA directed) 
polypeptide A 

-0.161  

ENST000003
73575 

ENST0000037
3575 

Eukaryotic translation initiation factor 4E type 
2  

-0.193  

Protein kinases and phosphatases 

NM_0010072
71 

DUSP13 Dual specificity phosphatase 13  0.483 0.488 

NM_017572 MKNK2 MAP kinase interacting serine/threonine 
kinase 2  

0.421 0.706 

NM_002831 PTPN6 Protein tyrosine phosphatase, non-receptor 
type 6  

0.156  

NM_000455 STK11 Serine/threonine kinase 11  0.323  

NM_203351 MAP3K3 Mitogen-activated protein kinase kinase 
kinase 3  

0.116 -0.610 

NM_145109 MAP2K3 Mitogen-activated protein kinase kinase 3 
(MAP2K3) 

 -1.453 

NM_138957 MAPK1 Mitogen-activated protein kinase 1   -0.462 

NM_002752 MAPK9 Mitogen-activated protein kinase 9  0.145  

NM_001315 MAPK14 Mitogen-activated protein kinase 14 -0.253  
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4.  Chapter 4: Discussion 

 

The approach of combining the antimitotic C9 with the glycolytic inhibitor DCA as a 

combination therapy for in vitro testing as an anticancer treatment is novel. In the 

present study, the MCF-7 human breast carcinoma cell line and MCF-12A non-

tumorigenic breast cells were used as an experimental model system to examine the 

anticancer effect of C9 and DCA in combination. 

 

C9, along with other 2ME analogs (ESE-15-ol and ESE-16), are a novel class of in 

silico-designed inhibitors of microtubule dynamics (187,366,376,377). Stander et al. 

(2011) utilized bioinformatics software namely Autodock 4.0 to develop an in silico 

protocol in order to design and select therapeutically viable antimitotic compounds 

(366). The development of C9, ESE-15-ol and ESE-16 advanced the pioneer 

research on 2ME analogs conducted by Seegers et al. (443-447), as well as Reed, 

Purohit and their associates (368,369,448-454). (353).  

 

2ME induces G2/M cell cycle arrest (353), exhibits anti-angiogenic property, as well 

as inhibits HIF-1α expression (353,354). This source molecule (2ME) exerts 

antiproliferative activity in MCF-7 and MDA-MB-231 cell lines at 1-4 μM (294). Newly 

designed compounds are active at nanomolar concentration (294). Thus, these new 

analogs are proven five to 20 times more potent than their source molecule, 2ME. 

Clinical studies in humans demonstrated the bioavailability of 2ME is as low as 1 to  

2% (455) owning to oxidation (360,361).   

 

Newman et al. (2007 and 2008) demonstrated modifications at carbon positions 3 

and 17 of 2ME significantly increased the in vitro and in vivo efficacy of 2ME analogs, 

STX140 and STX641 (327,456). 2-Methoxyoestradiol-3,17-O,O-bis-sulphamate 

(STX140) and 2-methoxy-3-O-sulphamoyl-17β-cyanomethyloestra-1,3,5(10)-triene 

(STX641) inhibited cell proliferation in MCF-7 cells with IC50 values of 250 nM and 

150 nM respectively  (327). Their effects on cancer cells were due to the ability to 

induce a G2/M cell cycle arrest and apoptosis (327). The mechanism of action of the 

sulphamate derivative STX140 on cancer cells is possibly through the repression of 

anti-apoptotic Bcl-2 phosphorylation and induction of the pro-apoptotic protein p53 in 

MCF-7 wild type cells, as well as the multidrug-resistant cancer cell lines (MCF-7DOX) 

(327,456).  
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In vivo experiments showed that 20 mg kg-1 STX140 (twice weekly) completely 

inhibited tumor growth over a 28-day treatment period when compared to a clinically 

relevant drug, vinorelbine, at 80 mg kg-1 (twice weekly) (327). Foster et al. (2008) 

showed additional modifications to carbon positions 3 and 17 of 2ME, namely 2-ethyl 

group, significantly increased its efficacy against MDA-MB-231 cancer cells (368). 

The authors demonstrated the IC50 values for 2-ethylestradiol-3,17-O,O-bissulfamate 

(2-EtE2bisMATE or STX243), STX140, as well as 2ME against MDA-MB-231 to be 

273 nM, 618 nM and 4930 nM, respectively (368). They showed that the increased 

antiproliferative and anti-angiogenic activity in vitro, in vivo and ex vivo of STX243 

are associated with carbon modifications at positions 2, 3 and 17 (368-370). The 

same group also showed the efficacy of STX243 against the growth of both estrogen 

receptor positive- and estrogen receptor negative breast cancer tumors in vitro and 

in vivo with promising pharmacokinetic properties (369). These estrogen 

sulphamates are proven to obtain a higher bioavailability since they are able to delay 

the biotransformation encountered by liver metabolism due to the fact that they are 

capable of reversibly conjugating to cytosolic erythrocyte carbonic anhydrase II (CAII) 

(365,366,371,372). Binding of these estrogen sulphamates to intracellular 

erythrocyte CAII prevents contact with various liver enzymes and first-pass 

metabolism is avoided (365,366,371,372). 

 

C9 was modified at carbon positions 2, 3 and 17 from its source molecule, 2ME. At 

carbon position three of C9, a sulphamate group was added as it is known that the 

sulfonamido nitrogen facilitates binding to the zinc ion present in carbonic 

anhydrases (457). This change is argued to improve bioavailability due the potential 

of aryl sulphamoyl-containing compounds to reversibly bind to carbonic anhydrase II 

present in erythrocytes and in turn circumvent first pass liver metabolism (458). The 

2-ethoxy group at carbon position two of C9 is known to improve the antimitotic 

activity of estradiol analogs (459) and dehydration at carbon positions 14 and 15 was 

shown to have increased antiproliferative and antitumor activities (460).  

 

C9 inhibits the activity of the wild-type CAII (Ki = 167 ± 19 nM) and the activity of a 

the CAIX mimic (Ki = 453 ± 43 nM) (294). While C9 is less selective towards CAIX 

when compared to CAII, it is still active in the sub 500 nM range and would thus still 

play a relevant role in inhibiting CAIX in cancer cells that express this protein (461). 

Recent studies from our laboratory demonstrated that MCF-7- and/or MDA-MB-231 
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cancer cell lines exhibited sensitivity towards in silico-designed compounds C9 (366), 

ESE-15-ol (C10) (366,378) and ESE-16 (C12) (366,376). These newly designed and 

synthesized antimitotic compounds induce G2/M arrest and apoptosis by docking into 

the colchicine binding site between α and β tubulin (366).  

 

Antimitotic compounds are capable of targeting hallmarks of cancer that promote a 

hyperproliferative phenotype. Combinations of antimitotic compounds with additional 

compounds that target the deregulated metabolism of many cancers are being 

investigated (462). Liu et al. proposed that chemotherapeutics would target the fast-

dividing tumor cells on edges of tumor tissue, while the glycolysis inhibitor would 

focus on cells at the hypoxic center of the tumor (385). A small molecule, DCA (two 

carbon molecule), which is the by-product of drinking water by chlorination, targets 

PDK signalling and represents a novel means to target PDK (318). DCA is a non-

patentable well-characterized inhibitor of PDK that forces cells into oxidative 

phosphorylation subsequently suppresses cancer growth. DCA binds to PDK and 

attenuates inhibition of PDH (334). 

 

Most cancer cells rely on aerobic glycolysis even under conditions of sufficient 

oxygen supply to support OXPHOS (329). Oxygen is the first substrate that becomes 

limited during neoplastic growth (312). The persistent oxic-anoxic cycle subsequently 

exerts selection pressures which lead to the constitutive activation of glycolysis even 

in the presence of abundant oxygen (310). Following hypoxia in neoplastic cells, the 

expression of HIF1 increases, subsequently induceing a key enzyme PDK1, which in 

turn inactivates PDH that functions to convert pyruvate to acetyl-coenzyme A and 

deliver it to the TAC (336). The anticancer activity of DCA against lung (325), 

prostate (463), endometrial (186) and breast (323) tumorigenic cell lines were 

demonstrated in recent years. The common mechanisms of action of DCA was 

described to target the aerobic glycolysis, also known as the ―Warburg Effect‖ in 

cancerous cell lines by reversing the metabolic changes in cancers cells, without 

affecting normal cells (323,337,338). Bonnet and colleagues (2007) reported that 

DCA has an anticancer effect by reducing mitochondrial membrane potential, leading 

to formation of ROS and the release of the pro-apoptotic effector cytochrome c (325). 

Sutendra et al. (2012) reported that DCA re-activates mitochondrial metabolism in 

cancer (in vitro, xenotransplant model and in vivo) through inhibition of HIF1 

signalling and angiogenesis-mediated by PDK (336). Lower doses of DCA (5-10 mM) 
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have the ability to reactivate PDH complex by aerobic glycolysis inhibition in multiple 

myeloma cells (464). Higher doses of DCA (10-25 mM) successfully suppressed 

myeloma cell proliferation with G0/G1- and G2/M cell cycle arrest and apoptosis 

possibly linked to ROS production (464).  

 

Utilization of glycolytic inhibitors in combination with conventional chemotherapeutic 

treatment was proposed to hypersensitize tumor cells towards treatment as early as 

2001 (385). The approach of combining the antimitotic compound C9, which is 

believed to target fast dividing cancer cells with the glycolysis inhibitor DCA, was 

pursued in our laboratory. Stander et al. (2011) exhibited synergistic effects of 130 

nM C9 in combination with 7.5 mM DCA on tumorigenic MCF-7 and normal breast 

cell MCF-12A cell lines. Selective killing of tumorigenic MCF-7 cells was 

demonstrated through increased apoptotic cell population, as well as G2/M cell cycle 

arrest (377). Similar types of studies conducted by Tagg et al. showed that 2DG in 

combination with a sulphamoylated analog STX140 eradicates tumorigenic cell 

proliferation of MCF-7 and prostate cancer cells (LNCaP) in xenograft models in vivo 

by arresting the cell cycle at G2/M phase, increasing apoptotic cell population, as 

well as targeting glycolytic ATP production in hypoxic environment (386).  

 

Raez and co-workers (2013) reported a phase I dose-escalation trial of the 2DG in 

combination with an antimitotic agent, docetaxel, in patients with advanced solid 

tumors. Authors recommended a dose of 2DG of 63 mg/kg/day in combination with 

weekly docetaxel (2 mg kg-1) with tolerable adverse effect and no evidence of 

pharmacokinetic interactions (462). Shen et al. (2013) explored DCA‘s ability to 

reactivate OXPHOS in hepatocellular carcinoma (HCC) resistant cells with 

decreased lactate and increased ROS production (465). Activation of OXPHOS by 

DCA markedly sensitized HCC sorafenib-resistance cells towards sorafenib-induced 

apoptosis (465). A recent study conducted by Xie and co-workers demonstrated a 

synergistic apoptotic effect of DCA in combination with a chemotherapeutic 

compound cisplatin (DNA chelator) on HeLa cells (466). The latter was mediated by 

a  shift in metabolism from glycolysis to glucose oxidation with increased H2O2 and 

reduced MMP (466). Latest research conducted by Tavares-Valente  et al. (467) 

determined the influence of DCA on conventional mitotic inhibitors, paclitaxel and 

doxorubicin, on breast carcinoma MCF-7 cells. They demonstrated DCA is able to 
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reduce both ATP and lactate production in MCF-7 cells; in turn reducing the 

multidrug resistance phenotype which is energy- and pH-dependent (467).   

 

Based on these pioneer results, it was hypothesized that the novel combination of 

C9 and DCA could selectively exhibit anticancer effects towards cancer cells. Up to 

date, there is limited scientific literature aimed at elucidation of the mechanism of 

combination therapy of glycolytic inhibitors and antimitotic agents on cancer cells.  

 

The present study demonstrated that DCA (7.5 mM) in combination with C9 (130 nM) 

selectively inhibited half of MCF-7 cells‘ population (50.8%) within 24 hours. Under 

the same treatment condition, MCF-12A cells displayed higher numbers of cell 

survival of around 70%. Qualitative morphological studies revealed decreased cell 

density in both cell lines, as well as hallmarks of apoptosis and autophagic 

processes including formation of apoptotic bodies, DNA fragmentation and formation 

of autophagic vacuoles. Cell cycle- and apoptosis quantification analysis revealed 

C9+DCA treatment induced sub-G1 population, G2/M cell cycle arrest and apoptosis 

in both cell lines with higher induction levels displayed in carcinoma cells. Formation 

of autophagosome was observed and LC3-II expression was elevated after exposure. 

Tumorigenic MCF-7 cells mitochondrial membrane potential depolarization was 

demonstrated, but not in MCF-12A cells. Oxidative stress in C9+DCA-treated cell is 

induced in MCF-7 cells but not in MCF-12A cells and this induction may be due to 

altered levels of H2O2 and Fe2+. Kinase inhibition studies revealed transient 

activation of JNK plays an important role in cell proliferation. However, C9+DCA 

stimulated prolonged JNK activation and in turn promoted Bcl-2 phosphorylation, 

thereby facilitating apoptotic cell death. The combination treatment C9+DCA 

abrogates the phosphorylation status of Bcl-2 in MCF- and MCF-12A cells. However, 

JNK inhibition, as well as NAC treatment, but not the p38 inhibitor, prevents the 

C9+DCA-mediated abrogation of Bcl-2 phosphorylation in MCF-7 cells. C9+DCA-

treatment possibly disturbed the distribution and transport of ferritin, thus contributing 

towards higher concentration of ferritin within the lysosome. Prolonged autophagy, 

lysosomal instability, compromised microtubule integrity and activation of apoptosis 

together orchestrated the programmed cell death. Gene expression revealed 

C9+DCA induced expression of a number of genes related to stress in MCF-7 

treated cells including TP53BP1, MDM2 and BBC3/PUMA. Genes related to cell 

motility and maintenance of the cytoskeleton such as ACTG1, MAP7, TUBA1, 
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TUBA6, TUBA8 and TUBB2A genes were down-regulated. In MCF-12A cells, 

treatment of C9+DCA induced expression of multidrug resistance gene ABCB1. 

Moreover, genes involved in reactive oxygen species metabolism FTH1, GSTA2, 

NOS2A, SMOX, SOD1 and SOD2 were also up-regulated. It was proposed that 

selectivity of the combination treatment is associated with restoration of 

mitochondrial OXPHOS in tumorigenic MCF-7 cells, which in turn contributes to 

reactive oxygen species formation, mitochondrial permeabilization and activation of 

ROS-JNK-Bcl-2-mediated apoptotic pathways. 

 

Real-time dynamic monitoring of cell adhesion and proliferation via the xCELLigence 

system revealed that the optimal seeding number of cells for this comparative 

studies in a 96-well plate is between 5000 to 10 000 cells per well (377). Cell 

population growth studies employing crystal violet as a DNA stain revealed that the 

combination treatment of DCA at a concentration of 7.5 mM and C9 at a 

concentration of 130 nM inhibited cell proliferation in the tumorigenic MCF-7 cells to 

50.84% after 24 h of exposure (IC50). The same concentration inhibited cell 

population growth by only 29.29% in the non-tumorigenic MCF-12A cells, indicating 

that the non-tumorigenic MCF-12A cells are less susceptible to growth inhibition 

when compared to the tumorigenic MCF-7 cell line for this specific combination of 

DCA and C9. Previous research has demonstrated similar results for DCA when 

combined with antimitotic compounds whereby normal cells show lower cytotoxicity 

when compared to tumorigenic cells (468-470). Olszewski  et al. (2011) 

demonstrated that HEK293 normal epithelial kidney cells exhibited less cytotoxity at 

10 mM DCA in combination with selected platinum drugs (468). Fiebiger et al. (2011) 

demonstrated that DCA potentiates the cytotoxicity of selected platinum drugs, 

including satraplatin (469). Dhar and Lippard (2009) showed that mitaplatin, a 

platinum-based anticancer compound in combination with DCA, selectively kills 

cancer cells (470). Tavares-Valente  et al. (467) determined IC50 for conventional 

mitotic inhibitors paclitaxel and doxorubicin on breast carcinoma MCF-7 cells when 

cells were pre-treated with 10.44 mM DCA. The results showed DCA pre-treatment 

reduced the MCF-7 IC50 from 1.58 μM paclitaxel and 4.27 μM doxorubicin to 0.01 μM 

and 0.35 μM, respectively (467). Thus, the present study display promising results as 

we were able to achieve IC50 on MCF-7 cells with lower concentrations of drugs: 7.5 

mM DCA and 0.13 μM C9 for a 24 h study. 
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The initial determination of optimal concentration of combination compounds for this 

project was performed via crystal violet assay. The GI50 value of 130 nM for C9 

served as a benchmark and was selected for this project. Initially, wide ranges of 

DCA concentrations were selected according to research conducted by Xiao et al. 

(337) and Sun et al. (323). The lowest DCA concentration used was 2.5 mM and it 

was adjusted with an increment of 2.5 mM until the highest concentration reached 15 

mM. A final decision of 7.5 mM DCA for combination treatment was made based on 

the IC50 value of MCF-7 cells after 24 h exposure. Crystal violet assay data revealed 

the antiproliferative property of a combination of C9+DCA on MCF-7 and MCF-12A 

were time- and dose- dependent.  

 

LDH cell viability experiments demonstrated statistically significant different 

percentages of viable cells when compared to the vehicle-treated controls (100%) of 

83.53% for MCF-7 cells and 92.40% for MCF-12A cells when treated with C9+DCA. 

The difference is not major, however, because the LDH assay measures the content 

of LDH released from cells due to damage to cell membranes as a result of necrosis 

and/or late apoptotic processes (471,472). The lack of propidium iodide staining of 

the nucleus in treated cells indicated that necrotic processes were not up-regulated. 

Apoptosis assays showed only slight increases in the late apoptotic stages after 24 h 

exposure. These results support the small difference observed in LDH cell viability 

assay after 24 h exposure. It would also suggest that the more pronounced 

selectivity that was observed in cell growth assays (crystal violet and xCELLigence) 

and light microscopy micrographs is more likely due to the combination treatment 

having a negative effect on cell proliferation rather than increased induction of late 

stages of apoptosis. A possible reason for this lack of increased induction of late 

stages of apoptosis may in part be explained by the increase in autophagic activity 

that was observed after 24 h treatment. Autophagy is known to have a protective 

effect for cancer cells under various stress situations and in this may be another 

example of this phenomenon (239,240). 

 

xCELLigence impedance technology is able to generate characteristic kinetic 

patterns to predict the mode of action of specific compound exposure. Depending on 

the type, concentration, exposure time and the mechanism of action of particular 

compound, a specific CI curve is generated. For example, a tubulin interfering 

antimitotic agent Epothilone B (473) (0.26 nM) was tested and showed a spoon-
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shaped CI curve when exposed to Hela cells (data obtained from ACEA Biosciences, 

Inc.). In this project, C9- and C9+DCA-exposed cells also exhibit spoon-shaped CI 

curves. This phenomenon may be explained as follows and is summarized in Figure 

4.1: (1) Normal cell proliferation/cell propagation reaches confluency; (2) compound 

exposure time point; (3) G2/M cell cycle arrest, cell morphology appears rounded 

which caused cell lifting from plate surface; (4) initiation of apoptosis, cell 

morphology transit from G2/M block to formation of apoptotic bodies; and (5) late 

stages of apoptosis cause cell to detach from plate surface and decrease in CI. 

 

 

Figure 4.1: An antimitotic compound generates characteristic spoon-shaped kinetic 

CI patterns. (1) Normal cell proliferation/cell propagation reaches confluency; (2) 

compound exposure time point; (3) G2/M cell cycle arrest, cell morphology appears 

rounded which caused cell lifting from plate surface; (4) initiation of apoptosis, cell 

morphology transit from G2/M block to formation of apoptotic bodies; and (5) late 

stages of apoptosis cause cell to detach from plate surface and decrease in CI. 

 

Cytotoxicity tests of the compounds were conducted via the RTCA xCELLigence 

system. Cytotoxicity results revealed C9+DCA exert its maximal effect at 16 h after 

exposure and when cell index value decreased by 85.19% compared to control. 

However, under the same treatment condition (C9+DCA for 16 h), MCF-12A cells CI 

value reduced by 51.3% compared to vehicle-exposed control. Cytotoxicity results 

confirmed our former findings that C9+DCA selectively reduced the tumorigenic 

MCF-7 cells growth by 50.84% after 24 h exposure with the crystal violet study. The 

advantage of the xCELLigence system is that the CI curve is produced in real time,  
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so that the exact time point when the compound exerts its effect on a certain cell line 

is demonstrated. A similar cytotoxicity study conducted by Visagie et al. (2012) in our 

laboratory utilized the xCELLigence system to test the effect of C16 on various 

breast cell lines (402). This study revealed that C16 exerted antiproliferative activity 

against MDA-MB-231 and MCF-7 cells (402).  

 

The IC50 of DCA used in combination therapy was determined by employing the 

RTCA SP xCELLigence system and five different concentrations. Quantification via 

the RTCA Software allowed the plotting of a sigmoidal dose response curve and 

calculation of IC50 of 6.44 mM for 24 h exposure on MCF-7 cells. This value obtained 

via the xCELLigence system was similar to the value of 7.5 mM obtained by means 

of crystal violet DNA staining. Data from both xCELLigence and crystal violet DNA 

staining techniques determined that lower doses of DCA (2.5-15 mM) did not exhibit 

anti-proliferative properties against MCF-7 or MCF-12A cells. However, higher doses 

of DCA (40 mM) suppressed MCF-7 and MCF-12A cell proliferation. In addition, 

DCA increased MCF-7 carcinoma cell line sensitivity towards the mitotic inhibitor C9 

regardless of the DCA concentrations used. Sanchez et al. demonstrated that lower 

concentrations of DCA (5-10 mM) have the ability to inhibit aerobic glycolysis, while 

DCA (10-25 mM) at higher concentrations exhibited anti-proliferative property with 

G0/G1 and G2/M cell cycle arrest and induction of apoptosis in multiple myeloma cell 

(464). Previous studies suggested similar effects of DCA on colorectal cancer cells 

(463). A recent study demonstrated that 10.44 mM DCA pre-treatment markedly 

sensitized MCF-7 cells towards mitotic inhibitor paclitaxel and doxorubicin as the IC50 

reduced from 1.58 μM and 4.27 μM to 0.01 μM and 0.35 μM, respectively (467). 

 

The RTCA Software of the xCELLigence system was employed to predict 

combination drug efficacy. As described in the results section, the slope of the CI 

curve was used to describe the rate of CI change. If addition of compounds caused a 

CI decrease within short a period of time, the slope appears negative indicating that 

the compounds exerted toxic effect on the cells. The goal for this project was to 

identify a suitable DCA concentration via the slope for subsequent C9+DCA 

combination usage while minimizing the dosage. The lowest dosage that produced 

cytotoxic effects was 7.5 mM DCA combined with C9 (130 nM). 
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The xCELLigence system has been utilized in this project with regards to 

establishment of MCF-7 and MCF-12A cell proliferation profiles, cell quality control, 

cytotoxicity testing, signature CI kinetic curve generation, RTCA Software IC50 

calculation, as well as drug efficacy prediction. Compared to conventional end-point 

cell-based assays, dynamic monitoring of cell response is one of the biggest 

advantages of the xCELLigence system, which is almost impossible to achieve by 

the currently established end-point assays as in crystal violet DNA stain or LDH cell 

viability assays. Thus, the xCELLigence RTCA system is an excellent tool for real-

time evaluation of cytotoxic agents involving in vitro cell culture techniques. 

 

Crystal violet DNA staining assay, LDH cell viability assay, as well as the 

xCELLigence RTCA system demonstrated that vehicle DMSO used to dissolve C9 

was biologically and molecularly inert with no toxic effect observed on the cells when 

(v/v) not exceeding 0.01%. Addition of DMSO to proliferating cells had 100% growth 

rate compared to cell propagate in medium only, thus indicating DMSO is well suited 

as a solvent for in vitro testing. 

 

Morphological investigation via PlasDIC light microscopy indicated that DCA-treated 

MCF-12A and MCF-7 cells showed no significant qualitative morphological 

differences when compared to the vehicle-treated controls. Compromised cell 

density was, however, observed in both cell lines treated with C9 when compared to 

vehicle-treated controls. Formation of apoptotic bodies and compromised cell density 

in MCF-7 and MCF-12A cells treated with C9+DCA were observed. Increase in 

acridine orange suggested an increase in lysosomal leakage. Treatment with C9 and 

C9+DCA respectively, on MCF-7 cells, caused increased mitotic indices of 

metaphase, as well as an increased count for cells exhibiting hypercondensed 

chromatin. This result suggested that C9 exhibits characteristics of a typical 

antimitotic compound where it induced an increase in the number of cells in 

metaphase after treatment. Previous studies suggested similar effects of 

sulphamoylated mitotic inhibitor with regards to mitotic indices on MCF-7, as well as 

MDA-MB-231 cells (402). Addition of DCA with C9 showed synergistic effect against 

MCF-7 cells, with the number of cells in metaphase and cells exhibiting 

hypercondensed chromatin almost doubling when compared to C9-exposed cells. 

However, the MCF-12A cells were less affected when compared to the MCF-7 cells 

for the same treatment.  
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Qualitative morphological examination via light microscopy indicated that DCA-

treated MCF-7 and MCF-12A cells showed no significant differences compared to 

DMSO-treated vehicle controls. C9-exposed MCF-7 cells exhibited characteristics of 

compromised cell density and signs of G2/M cell cycle arrest. These characteristics 

were not observed in C9-treated MCF-12A cells. Compromised cell density, G2/M 

cell cycle arrest, membrane blebbing and formation of apoptotic bodies were 

observed in both cell lines after C9+DCA treatment for 24 h compared to controls. 

Confocal micrographs demonstrated that the mitotic spindle integrity was 

compromised after treatment with C9+DCA. Cells that divided in the presence of the 

C9+DCA treatment proceeded from being arrested at the mitotic phase to forming 

multiple micronuclei and apoptotic bodies. Studies conducted by Stander et al., 

Visagie et al. and Wolmarans et al. also showed similar results where a 

sulphamoylated antimitotic compound-treated MCF-7, and/or MDA-MB-231 or 

esophageal carcinoma cells (SNO) cells showed a decrease in cell density along 

with morphological indicators of apoptosis (366,402,474). 

 

Distorted cell shape, high density of digit-like apical microvilli, formations of vacuoles, 

lysosomes and apoptotic bodies, heterochromatin, as well as fragmented DNA were 

detected in both cell lines by means of transmission electron microscopy. The non-

tumorigenic MCF-12A cells were less affected by the combination compounds 

compared to MCF-7 cells. This observation is supported by a recent study where 

17β estradiol analog-treated MDA-MB-231, MCF-7 and MCF-12A cells demonstrated 

the presence of apoptotic bodies and vacuoles (475). Fragmented nucleus and 

apoptotic bodies were detected within tumorigenic cells that were exposed to 

combination compounds thus indicating late stages of apoptosis, which also 

supported previous cell cycle and apoptotic quantification (Annexin V-FITC) studies, 

as well as other studies demonstrating similar results for antimitotic compounds 

(402,474). 

 

Cell cycle analyses revealed an increase in G2/M phase in C9-exposed and 

C9+DCA-exposed MCF-7 cells. A decrease in cells present in the S-phase, as well 

as an increase in the amount of cells present in the sub-G1 phase in MCF-7-treated 

C9+DCA cells were observed. This observation of MCF-7 agrees with previous 

studies which showed similar findings on MCF-7 cells by Tagg et al. (2008) (386). 

There was also an increase in the sub-G1 phase in C9+DCA-treated MCF-12A cells 
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and the difference between the two cell lines were statistically significant. Apoptosis 

analyses revealed treatment with C9 alone is not able to induce significant sub-G1 

cell cycle arrest in both MCF-7 and MCF-12A cells, which suggest that C9 at a 

concentration of 130 nM and 24 h exposure time is not able to induce late apoptosis. 

DCA-treated cells showed no statistically significant difference in early and late 

apoptotic cells when compared to the vehicle-treated control. However, treatment 

with C9+DCA demonstrated a synergistic effect when treated MCF-7 cells had about 

three-fold increase in early apoptosis populations compared to C9-treated cells. This 

effect was not as pronounced in the MCF-12A cells (two-fold increase), suggesting 

that the combination treatment is selective towards the tumorigenic cells.  

 

Our previous study has demonstrated that C9+DCA is an agent that caused 

apoptosis in both MCF-7 and MCF-12A cells, with increased cell cycle sub-G1 phase 

as well as Annexin V-FITC staining (377). These results indicated that the ability of 

C9+DCA to induce apoptosis is more pronounced in tumorigenic MCF-7 cells (377). 

The apoptosis study demonstrated that approximately 16% of the cells are apoptotic 

after 24 h exposure to C9+DCA. Thus, from the data it can be concluded that 

apoptosis is one mechanism of growth inhibition. The morphological studies 

qualitatively confirm that apoptotic processes are present. Fukui et al. (2008) 

demonstrated that 1.5-2.0 µM of 2ME inhibited cell growth in MDA-MB-435 cells after 

48 h to 50% when compared to the vehicle-treated control and 1.5 µM only induced 

apoptosis in 18.1% of the cells (476). Also, our group has demonstrated that 2ME 

inhibits growth cell growth in MCF-7 cells after 48 h to 50% at 1 µM and that it 

induces apoptosis in 15% of the cells at the same concentration (324).  

 

Autophagy, particularly macroautophagy, is conserved over a broad spectrum of 

organisms and is mediated by a special organelle named the autophagosome. The 

outcome for this ―self-eating‖ process is digestion of organelles in lysosomes to 

sustain cellular metabolism (477). Cancer cells take advantage of this process and 

may utilize the autophagic process to survive in hostile environments (240). LC3-II 

autophagic protein expression increased in both cell lines when treated with 

C9+DCA for 24 h. A possible explanation for this observation is that both MCF-7 and 

MCF-12A use autophagy as protective pathway for survival. Several autophagic 

related structures were identified which include the autophagosome, multi-vesicular 

endosome, amphisome, lysosome and autolysosomes within the cells that have 
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been treated with the combination treatment.  In addition, the gene expression profile 

demonstrated that the SMOX gene, which encodes protein spermine oxidase, was 

induced in MCF-12A cells. Spermine oxidase catalyzes the conversion of spermine 

to spermidine (478). The latter has been proven to prolong the life span of several 

model organisms via the induction of autophagic processes while retarding necrotic 

cell death (478). Madeo et al. (2010) revealed the induction of macroautophagy in 

yeast cells, C. elegans, Drosophila and human tumor cells (478). As previously 

mentioned in Introduction, the autophagic process often occurs upstream of 

apoptosis (238) or inhibits apoptosis (239) to provide cells with a protective function. 

During stress situations, autophagy functions as a pro-survival mechanism to 

support the cell with essential nutrients (239). Our cell viability tests, apoptosis assay 

(no major increase in late stage apoptosis), fluorescent morphology studies (lack of 

propidium iodide staining), as well as equal levels of LC3-II autophagic protein 

expression in MCF-7 and MCF-12A cells all support the conclusion that autophagy 

plays a protective role after C9+DCA treatment. 

 

One of the most important downstream key players for the activation of the apoptotic 

intrinsic pathway is the depolarization of the mitochondrial membrane potential (125). 

The current study has demonstrated that C9- and C9+DCA treatment reduced the 

mitochondrial potential of MCF-7 cell. The reduced ΔΨm was completely inhibited by 

the addition of a broad spectrum of ROS inhibitor, NAC, in MCF-7. This result 

revealed that C9+DCA induced apoptosis via the intrinsic pathway through the 

production of ROS. However, C9+DCA did not have any effect on ΔΨm of MCF-12A 

cells. Other antimitotic compounds were also tested for their ability of reduce 

mitochondrial membrane potential in our laboratory. Data showed that C19 (200 nM) 

and C10 (50 nM) caused the mitochondrial membrane potential depolarization in 

MCF-7 and MDA-MB-231 cancer cell lines (187,376). Sun et al. (2011) (on arsenic 

trioxide and DCA) and Shen et al. (2013) (on sorafenib and DCA) demonstrated that 

combination of dichloroacetate with another chemotherapeutic agents induced 

apoptosis by reduced mitochondrial ΔΨm and production of ROS in breast cancer 

cells and hepatocellular carcinoma respectively (479,480).  

 

Oxidative stress test via 2‘, 7‘-dichlorofluorescein fluorescence was used to examine 

the oxidative stress status of MCF-7 and MCF-12A cells. For many years, DCF 

fluorescence within cells was considered as direct indication of increased level of 
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reactive oxygen species such as superoxide or hydrogen peroxide (481,482). 

H2DCF-DA is a non-fluorescent lipophilic compound and is able to cross the 

biomembrane to form hydrophilic H2DCF (411). A recent study revealed that the 

DCF-dependent fluorescence reflects the relocation of lysosomal iron and/or 

mitochondrial cytochrome c to the cytosol (411). The relocation of these membrane 

enclosed materials (iron and cytochrome c) is largely caused by the organelle 

membrane integrity being compromised (411). The current study demonstrated that 

the antimitotic compound C9- and C9+DCA-treatments were able to induce DCF 

fluorescence in MCF-7 cells. This data suggest that treatments with C9 and C9+DCA 

are able to induce lysosomal rupture and/or mitochondrial damage in tumorigenic 

MCF-7 cells. As a consequence, large quantities of H2O2, Fe2+ and cytochrome c 

were released into the cytosol. When a broad spectrum ROS inhibitor NAC and ferric 

iron chelator deferoxamine (DFO, 100 μM) were added in conjunction with C9+DCA 

treatment, both NAC and DFO attenuated the drug effect on MCF-7 cells in terms of 

mitochondrial membrane depolarization. This result confirmed that ROS as well as 

Fe2+ play an important role in apoptosis induction via mitochondrial membrane 

depolarization (Figure 4.2).  

 

Transmission electron microscopy techniques revealed an increase in the production 

of autophagosomes after C9+DCA treatment on MCF-7 cells. The acidic organelle 

lysosomes function as degradative machinery for the ingestion and digestion of 

autophagic and heterophagic materials (142). Furthermore, when compared to other 

organelles, lysosomes contain much higher quantities of iron in a low-mass redox-

active form (142,483). In normal cells, lysosomes utilize the iron-binding proteins, 

such as apoferritin, ferritin, metallothioneins and heat shock protein of 70 kDa 

(HSP70) to reduce tension exerted by free Fe (II) before protein degradation process 

occurs (142,483). Hasan and co-workers (484) demonstrated that the cytoskeletal 

component microtubule structures are responsible for the transportation of ferritin in 

vitro and in vivo, and that the ferritin is transported as oligomers. Inhibitors of 

microtubule polymerization are known to lead to changes in iron metabolism leading 

to increases in ferrous iron and this in turn contributes towards increased ROS 

formation (484). The combination treatment, especially with C9 being an antimitotic 

agent, likely disturbed the distribution and transport of ferritin and thus contributed 

towards a higher concentration of ferritin within the cytosol. The results suggested 

that the mechanism of action of compound C9 and C9+DCA on tumorigenic cells 
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and the treatment‘s ability to increase ROS are likely linked to its antimitotic property 

of targeting the microtubules (Figure 4.2).  

 

Subsequently, specific primary antibodies to caspases 7 which were conjugated with 

DaylightTM 488 were used to confirm apoptotic cell death. The flow cytometric results 

from caspase quantification showed increased levels of active caspases 7 in both 

cells lines after C9+DCA treatment for 24 h. It is well known that the activation of 

executioner caspases 7 during apoptosis can cause the cleavage and activation of 

PARP, a major contributing enzyme of apoptosis (485). In MCF-12A cells, the 

expression of mRNA for GSTA2, SOD1, SOD2 and SMOX, which are involved in 

ROS metabolism, were up-regulated in response to C9+DCA exposure. Perhaps, a 

possible reason for no mitochondrial membrane potential (ΔΨm) reduction observed 

may be attributed to the oxidative stress neutralizing effect of enzymes encoded by 

GSTA2, SOD1 and SOD2 genes.  
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Figure 4.2: Cross-talk between intracellular structural (spindle) stability, autophagy, 

mitochondrial depolarization, lysosomal iron and apoptosis. Ferritin is known to be 

associated with microtubules which are the main constituents of the mitotic spindle. 

Combination compounds C9+DCA inhibited microtubules polymerization and caused 

cellular distress. Autophagy (endocytosis and macroautophagy) was initiated as 

survival mechanism to compensate for stress. The reduced mitochondrial membrane 

potential indicates the possibility of membrane pore formation and leakage of 

cytochrome c, as well as H2O2 into the cytosol. Consequently, redox-active iron and 

H2O2 accumulates within the lysosome, which facilitates Fenton-type reaction and 

the production of high reactive hydroxyl radicals that contribute to lysosomal rupture. 

Mitotic spindle arrest, mitochondrial depolarization and lysosomal rupture send out 

signals to activate caspases activation and eventually triggered apoptosis. 
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Reactive oxygen species play a significant role in cell senescence signalling 

pathways (352). Mitochondrial membrane potential depolarization and increased 

cytosolic fluorescent DCF-test confirmed that treatment of C9+DCA caused a 

significant increase in ROS formation and oxidative stress. It is well recognized that 

excessive ROS act as signals for the activation of stress related JNK and/or p38 

pathways through the ASK1-Trx signalsome (169,254). ASK1 is one type of mitogen-

activated protein kinase (MAPK) kinase kinase (MAPKKK) where it functions as part 

of the MAPK cascade toolkit for the activation of JNK/p38 pathway (2,254). Under 

normal conditions, ASK1 is inhibited by direct binding of its N-terminal region with 

reduced form of thioredoxin Trx-(SH)2. When ROS formation is increased, it oxidizes 

Trx-(SH)2 to Trx-S2 and facilitates the release of ASK1 into the cytosol. Tobiume et al. 

(169) showed ASK1 is required for sustained activations of JNK/p38 MAP kinases 

and apoptosis. Several other types of MAPKKK such as, MEKK group (MEKK1-4), 

MLK1-3, TAK1 and TPL2 have been reported to activate the JNK signalling pathway 

(254). Yujiri et al. (1998 and 2000) demonstrated MEKK1 (type of MAPKKK) was 

required for JNK activation in response to microtubule disruption and cold shock 

(255,256).  

 

Upstream activation of the JNK pathway can also be achieved by TNFα and Fas 

cytokine signalling. Activation of the TNFα-JNK pathway requires the recruitment of 

TNF receptor associated factor 2 (TRAF2) adaptor protein (257). Binding of TRAF2 

adaptor protein to MEKK1 (258) and ASK1 (259) illustrated the importance of TRAF2 

to mediate MAPKKK activation. The TNFα cytokine-mediated JNK activation require 

assistance from TRAF2 (257) to activate MAPKKK ASK1 (169). This cascade 

activation process cannot be completed without TNF-stimulated production of ROS 

(250,260). The JNK pathway may also act as apoptosis antagonist by NF-ĸB and Akt 

signalling pathways induced by AP-1 activity. This interpretation suggests that cell 

fate is orchestrated by the interaction between NF-ĸB, TNF-stimulated ROS 

production and type of JNK activation (sustained or transient) (261,262). 

 

Morphologically, addition of p38 inhibitor promoted cell growth slightly, regardless of 

whether or not cells were treated with any compound(s). The RTCA xCELLigence 

inhibition study supported the morphological observation with p38i-exposed cells 

(treated or untreated) exhibited a higher CI curve than the cells without p38i 
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treatment. Results demonstrated that the combination treatment targeted p38 

pathway moderately, but the exact mechanisms remain to be elucidated.  

 

Inhibition studies results indicated that the JNK pathway plays an important role in 

MCF-7 and MCF-12A cell development, as well as mediating activation of apoptosis 

pathways after cells encounter stress. JNK inhibition results demonstrated that cell 

proliferation was negatively affected (decreased) in untreated cells and positively 

affected (increased) in C9+DCA-treated compared to DMSO-exposed controls. 

Results obtained from morphology, RTCA xCELLigence and ΔΨm with regards to 

JNK inhibition studies supported and confirmed that the JNK pathway was 

differentially activated in untreated (cells propagated in medium) and treated cells 

(C9+DCA). One explanation for this phenomenon is that transient JNK activation 

stimulated cell survival and growth, while sustained activation of JNK pathway by 

combination treatment motivated apoptotic signalling (Figure 4.3). This proposed 

mechanistic theory was previously tested by Ventura et al. (2006) where the authors 

tested the signal transduction of JNK and demonstrated that JNK activation can have 

a biphasic effect (250).  Weston and Davis (2007) also mention the possibility of this 

theory in their review paper on the JNK signal transduction pathway (251). It is 

therefore suggested that the combination treatment of resulted in a sustained 

activation of the JNK pathway due to ROS signalling and subsequent induction of 

cell death. Furthermore, Lee et al. (486) demonstrated that JNK basal activity is 

indispensable for normal cell cycle progression and loss of JNK activity induces 

permanent cell cycle arrest following inhibition of Bcl-2 phosphorylation and 

generation of ROS. This result is in agreement with the JNK inhibition study results, 

where inhibition of JNK pathway in untreated cells elevated ROS production and 

slowed cell growth.  
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Figure 4.3: Biphasic time-dependent activation of c-Jun N-terminal kinase   pathway.  

Untreated cells use transient activation of JNK pathway to promote cell growth. The 

combination treatment C9+DCA caused sustained activation of JNK pathway by 

subsequently switching on the apoptotic pathway. 

 

Stress signals such as ROS and cytokines such as TNFα may stimulate and 

accelerate the production of ceramide. The generation of ceramide, which is the 

main bioactive messenger lipid, begins with the hydrolysis of sphingomyelin via 

enzymatic reaction catalyzed by sphingomyelinase. When receptor sensitive stimuli 

such as TNFα and Fas couples with their plasma membrane anchored receptors, the 

hydrolysis of sphingomyelin is activated and formation of ceramide is initiated. This 

ceramide that is released is believed to promote lipid rafts and subsequent clustering 

of death receptors on a large scale (487,488).  

 

A study conducted by Wu et al. (2005) provided evidence that the generation of 

ceramide by a G-protein coupled receptor, the Ca2+-sensing receptor, sequentially 

stimulates stress-activated protein kinase/extracellular signal regulated kinase 

kinase 1 (SEK1) and JNK activities, c-Jun phosphorylation, caspase activation, and 

DNA fragmentation (489). Ceramide is not only formed at the plasma membrane, but 

also in the lysosome by the enzyme acidic sphingomyelinase from sphingomyelin. 

This bioactive messenger has the ability to activate a couple of downstream effectors, 

such as ceramide-activated protein kinases (CAPK), ceramide-activated protein 

phosphatases (CAPP) and cathepsin D, to promote cell cycle arrest and apoptosis 

(490). The downstream effect of cathepsin D, for example, converts Bid into tBid to 

bind and promote oligomerization of Bax, a pro-apoptotic protein situated on the 
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outer mitochondrial membrane. It has been reported that permeabilization of the 

mitochondrial membrane was directly linked to oligomerization of Bax (174).   

 

As previously mentioned, Bid and Bax protein belong to the Bcl-2 protein superfamily. 

More than 30 proteins are classified within the Bcl-2 superfamily and they can be 

categorized into three subgroups: Bcl-2-like survival factors, Bax-like death factors 

and BH3-only death factors (174). The Bcl-2 family of proteins are essential for 

regulation of apoptosis and autophagy (174). The intrinsic apoptotic pathway is 

primarily regulated by Bcl-2 superfamily proteins (2). Bcl-2-like survival factors Bcl-2, 

Bcl-XL, Bcl-w and Mcl-1 promote cell survival, whereas Bax and Bak provoke the 

mitochondria-mediate intrinsic cell death. The activation of apoptosis depends on 

balances and interactions between BH3-only, Bax-like proteins and Bcl-2-like 

survival factors (175). The pro- and anti-apoptotic subgroups of the superfamily 

dynamically interact with each other through their conserved Bcl-2 homology (BH) 

domains. The BH-3 only subgroup (with only BH3 domain) is able to collect 

information and pass it on to multi-domain (BH) members (Bax-like and Bcl-2 like) of 

the family, which will carry out downstream effects (2).  

 

Not only the transcription factors c-Jun, p53 and c-Myc can be phosphorylated by 

JNK (254,271), but also the non-transcription factors such as members of the Bcl-2 

superfamily (Bcl-2, Bcl-XL, Bim and BAD) (491). B cell leukaemia-2 (Bcl-2) is a 

product of proto-oncogene bcl-2 and functions as a prominent anti-apoptotic 

suppressor (176). In response to a variety of extracellular stimuli, Bcl-2 releases pro-

apoptotic factors such as Bax, thereby diminishing its inhibitory action and enabling 

Bax oligomerization on the mitochondrial membrane (2). Bcl-2/Bax 

heterodimerization is not sufficient for full Bcl-2 anti-apoptotic function. 

Phosphorylation of Bcl-2 serine 70 (Ser70) is a crucial requirement, which completes 

its death suppressor signalling activity (176). However, JNK-mediated Bcl-2 multi-

site phosphorylation of the non-structured loop at residues Thr69, Ser70 and Ser87 

was shown to interfere with its binding to pro-apoptotic, as well as pro-autophagic 

BH3 domain-containing proteins (248,252). Thus, it was important to test overall 

protein expression and phosphorylation status of Bcl-2 in this study.  

 

Flow cytometric analyses results demonstrated that combination treatment is able to 

alter the total Bcl-2 content, as well as Bcl-2 Ser70 phosphorylation dynamics in 
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MCF-7 and MCF-12A cell lines. The total Bcl-2 expression increased in 

C9+DCA+p38i-, JNKi- and C9+DCA+JNKi-exposed MCF-7 cells. The decreased 

expression of total Bcl-2 in C9+DCA-treated cells suggests that the anti-apoptotic 

effects of Bcl-2 may be inhibited by C9+DCA treatment. Also, the increased 

expression of Bcl-2 in p38i- and JNKi-treated cells suggests that inhibition of these 

proteins is anti-apoptotic. Total Bcl-2 expression was unaffected in MCF-12A cells 

exposed to C9+DCA. As mentioned previously, the total expression level of Bcl-2 

cannot be the only measurement against its level of activity. Post-translational 

modifications such as phosphorylation should be taken into consideration.  

 

When measuring the phosphorylation status of MCF-7 and MCF-12A cells it was 

observed that > 90% of vehicle-exposed cells had fluorescence intensity (FI) of 7.5-

75. Treatments stressed cells with regards to the Bcl-2 phosphorylation status and it 

reflected with an increase in the amount of cells with both hypo- and hyper-

phosphorylated Bcl-2 (ser70) (Figure 4.4). Hypo-phosphorylation/dephosphorylation 

at Ser70 is associated with apoptosis induction through the mitochondrial pathway 

(416). Hyper-phosphorylation at Ser70 position of the Bcl-2 protein is required for Bcl-

2‘s full and potent anti-apoptotic function (492). However, studies have demonstrated 

that an increase in the Bcl-2 hyper-phosphorylation at multisite, which includes Ser70 

is linked to G2/M block in MCF-7 cells and lead to apoptosis induction (416) (Figure 

4.4).  

 

Compound 9 and combination therapy C9+DCA treated MCF-7 cells exhibited 

decreased normal level of Ser70 phosphorylated Bcl-2, and increased levels of hypo- 

and hyper-phosphorylated Ser70 Bcl-2 proteins per cell. A similar result was observed 

for C9+DCA-exposed MCF-12A cells, but not for treatment C9 on this cell line. This 

result suggests treatment C9 and C9+DCA have the ability to activate anti-apoptotic 

Bcl-2 protein in MCF-7 cells at the post-translational level of phosphorylation. The 

same statement is true for MCF-12A cells. However, it is only applicable for 

combination C9+DCA-treated MCF-12A cells. Hypo-phosphorylation at Ser70 of Bcl-2 

protein is related to the intrinsic mitochondrial pathway of apoptosis induction; thus 

treatment of C9 or C9+DCA possibly induced apoptosis of MCF-7 cells through the 

intrinsic pathway. Treatments of C9- or C9+DCA against MCF-7 cells induced Bcl-2 

Ser70 hyper-phosphorylation 15.35% and 23.73%, respectively. An increase in Ser70, 

Trp69 and Ser87 multi-site phosphorylation is associated with apoptosis induction and 
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related to drugs causing G2/M arrest in MCF-7 cells (416). Previous MitoCapture™ 

and DCF-test results demonstrated that treatments with C9- or C9+DCA against 

MCF-7 cells caused MMP depolarization as well as possible ROS formation. 

Together with these Bcl-2 results, it is therefore argued that Bcl-2 multi-site 

phosphorylation (Ser70, Trp69 and Ser87) might be induced by treatment with C9 and 

C9+DCA in MCF-7 cells.  

 

 

Figure 4.4: Implication of phosphorylation status of the cell concerning the serine 70 

position. Three sub-populations of cells were identified signifying different protein 

expression levels of Ser70 phosphorylated Bcl-2, namely, ‗hypo-phosphorylation‘ 

(Hypo-p-S70), ‗normal‘ and ‗hyper-phosphorylation‘ (Hyper-p-S70). Bcl-2 multi-site 

hyper-phosphorylation (serine 70, tryptophan 69 and serine 87) and Bcl-2 serine 70 

hypo-phosphorylation are associated with its pro-apoptotic properties (416).   

 

Sub-populations of cells (percentages) with hypo-, normal- and hyper-

phosphorylation status of MCF-7 cells Bcl-2 protein at Ser70 (Figure 3.39) clearly 
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displayed that treatment with C9 and C9+DCA increased hypo- and hyper-

phosphorylation at Ser70 of Bcl-2 at a statistically significant level. Previous cell cycle 

studies showed the antimitotic tubulin poison C9 caused MCF-7 proliferation to 

arrest at G2/M phase of the cell cycle. Our Bcl-2 results demonstrated C9 induced 

Bcl-2 phosphorylation, together with the apoptosis study, suggesting that microtubule 

damage may lead to cancer cell apoptosis through a mechanism involving Bcl-2 

phosphorylation. This study result is in accordance with research conducted by 

Haldar et al. (252,493), who showed that the spindle poison/antimitotic compounds 

induced cancer cell death through phosphorylation of Bcl-2. Furthermore, our result 

showed the addition of DCA together with C9 exhibited a synergistic effect and 

increased Bcl-2 phosphorylation. This observation can be attributed to DCA causing 

substantial amount of ROS formation, which served as signal to stimulate MAPK 

pathway and  subsequently activate Bcl-2 phosphorylation (494).  

 

In order to evaluate the role of mitogen-activated protein kinases (MAPKs) in Bcl-2 

phosphorylation, the activation of JNK and p38 was examined. In untreated MCF-7 

cells, if JNK activation was blocked by addition of JNK inhibitor SP600125, Bcl-2 

phosphorylation was induced which served as a pro-apoptotic signal.  

 

As previously explained, transient JNK activation stimulates cell survival and growth 

(Figure 4.3). JNK basal activity is indispensable for normal cell cycle progression. 

Loss of JNK activity may induce permanent cell cycle arrest and apoptosis (250,486).  

In MCF-7 cells treated with C9+DCA, addition of JNK inhibitor SP600125 lowered 

the level of hypo-, as well as hyper-phosphorylation Bcl-2 to one-third and half, 

respectively. The DCF-test results suggested that treatment with C9+DCA increased 

formation of ROS. Many reports showed that ROS activates the JNK pathway in a 

sustained manner. As a result, Bcl-2 phosphorylation status changes because it is 

the downstream target of JNK. This cascade of events contribute towards the 

release of pro-apoptotic Bcl-2 family protein Bax, which is located on the outer 

mitochondrial membrane. ROS appears to play a critical role in the regulation of 

sustained activation of the JNK pathway and JNK mediated Bcl-2 phosphorylation. 

Our results demonstrated that the generation of ROS was achieved by combination 

treatment.  
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The tumor suppressor p53 pathway is situated at the crossroads of a network of 

signalling pathways serving as a gate keeping molecule (495). Gene expression 

analysis has revealed several differentially expressed genes related to p53 pathway. 

TP53BP1 is up-regulated in MCF-7 cells and this gene encode p53-binding protein 1 

(53BP1), which detect early DNA damage and response by rapid recruitment to the 

site of nicked double-strand DNA. Histone proteins H2AX then become 

phosphorylated and available for 53BP1 to bind to DNA double-strand breakages 

(496). The signal transduction to the p53 protein is through mediator kinases such as 

ataxia telangiectasia mutated (ATM) and checkpoint kinase-2 (Chk2) 

phosphorylation (497). Thus, the induction of the TP53BP1 gene serves as an 

indicator for cellular stress after combination treatment and possible activation of the 

p53 pathway. The expression of several p53-related pro-apoptotic genes were 

increased in both MCF-7 and MCF-12A cell lines including BBC3/PUMA, B-cell 

translocation gene 1 (BTG1), IKK interacting protein (IKIP), dual-specificity 

phosphatase 13 (DUSP13) and FTH1. The BBC3/PUMA and NOXA are p53-

inducible genes which produce BH3-only proteins and are now known to be essential 

for DNA damage-induced apoptosis (498).  

 

The combination compounds might exert their cytotoxic effect by inducting the BTG1 

gene to achieve inhibition of anti-apoptotic protein Bcl-2. Nahta et al. (2006) showed 

knockdown of BTG1 gene reduced antisense Bcl-2-mediated cytotoxicity in breast 

cancer MCF-7 and MDA-MB-231 cells (499). Cytochrome c release plays a 

prominent role in formation of the apoptosome and its activation is completed by 

apoptotic protease activating factor 1 (APAF1). The IKIP gene and the APAF1 gene 

share common bidirection promoters and they are p53 target genes with pro-

apoptotic function. In particular, IKIP protein products may be involved in the ER-

mediated apoptosis pathway by integrating with cascade NF-ĸB pathway signalling 

(500).  

 

Emerging evidence suggests the DUSP13 gene encodes two proteins DUSP13A 

and DUSP13B, however, the functions of the two proteins are distinct (501,502). 

DUSP13A activates ASK1 and in turn initiate a MAPKKK that activates JNK and p38 

kinases (501,503). Quite the opposite, DUSP13B has significant inhibitory effects on 

stress-activated MAPKs (502). The expression of FTH1 was up-regulated in both 

MCF-7 and MCF-12A cells in response to C9+DCA exposure. FTH1 gene products 
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contribute towards the synthesis of an iron-sequestering protein, ferritin. 

Microtubules serve as a scaffold for the intracellular distribution and transport of 

ferritin (484). Interfering with microtubule dynamics by antimitotic agents like C9 may 

therefore contribute towards iron metabolism imbalance and facilitate iron-mediated 

cell death (484). The increased FTH1 gene expression is induced by enlarged 

cytoplasmic liable iron pool (484), thus it means the cells are producing more iron 

under compound-induced stress. The increase in cytosolic iron may be sourced from 

lysosome permeabilization as a result of compromised lysosomal membrane 

integrity triggered by autophagy (142).  

 

The present study is the first to demonstrate the in vitro effects of an antimitotic 

compound in combination with DCA on tumorigenic and non-tumorigenic cells. The 

novel in silico-designed 17β-estradiol derivative C9 in combination with DCA is a 

potent antiproliferative treatment with properties of selectivity towards tumorigenic 

MCF-7 cells. C9 may serve as a chemotherapeutic agent which targets rapidly 

growing tumor cells, while DCA may preferentially target the hypoxic tumorigenic 

cells. This study provides new insight to the field of combination therapy. It 

elucidated the mechanisms of combination treatment at the molecular and cellular 

level. Results obtained contribute to elucidate the functional roles of the pathways 

involved in selectively killing of cancer cells by a glycolytic inhibitor and an antimitotic 

compound. This project warrants further research to develop viable and functional 

combination treatments as clinically useable anticancer agents.  
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5. Chapter 5: Conclusion 

 

The present study demonstrates that the combination of a new antimitotic compound 

in conjunction with the PDK inhibitor, DCA, has the potential to selectively target 

tumorigenic MCF-7 cells over non-tumorigenic MCF-12A cells by inducing apoptosis. 

MCF-7 cells have a high glycolytic capacity and they also have a significantly higher 

hyperpolarized mitochondrial membrane potential compared to normal cells 

(325,504). Inhibitors of PDKs such as DCA attenuate inhibition of PDH activity (334). 

Increased PDH activity shifts metabolism from glycolysis to oxidative 

phosphorylation, decreasing mitochondrial membrane potential hyperpolarization 

which in turn opens mitochondrial transition pores (325). This allows for the 

translocation of ROS from the mitochondrial matrix to the cytoplasm and increases 

ROS-signalling, as well as restoring normal metabolism (325). Restoring normal 

mitochondrial membrane potential in turn results in sensitizing cells to apoptotic 

signalling (325).  

 

C9 is a more potent antimitotic analogue of 2ME (366,377). However, it is suggested 

that its mechanism of action with regards to induction of apoptosis is similar to that of 

2ME (324,366,377). In 2ME-treated cells, cell cycle arrest leads to apoptosis via 

reactive oxygen species generation and the intrinsic apoptosis induction pathway as 

a result of an increase in mitochondrial permeabilization and cytochrome c leakage 

(324). Autophagic activity is also regulated by reactive oxygen species (505). It is 

proposed that the selectivity of the combination treatment is associated with the 

restoration of oxidative phosphorylation in MCF-7 cells, which in turn contributes to 

reactive oxygen species formation, mitochondrial permeabilization and ultimately 

culminating in apoptosis and/or autophagy induction.  

 

Our present study has demonstrated that the antimitotic agent C9 and glycolytic 

inhibitor DCA synergistically inhibited the proliferation of MCF-7 and MCF-12A cells. 

Additionally, the combination treatment selectively induced apoptosis in MCF-7 cells 

in vitro. Morphological changes such as compromised cell density, membrane 

blebbing, and formation of apoptotic bodies were observed. Intracellular alterations 

especially with regards to the formation of various types of autophagic vacuoles were 

detected. Mitochondrial membrane potential reduction as well as cytosolic active 

caspase 7 activation were remarkably increased. Gene expression revealed there 
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are large numbers of apoptotic genes related to p53 pathway that were up-regulated. 

Genes that are related to structural integrity were affected negatively. The combined 

treatment with C9 and DCA significantly inhibited the growth of MCF-7 cells without 

severe adverse effects on MCF-12A, suggesting that this combination of compounds 

has promising value in treating breast cancer. 

 

It was proposed that selectivity of our combination treatment is associated with 

restoration of mitochondrial OXPHOS in tumorigenic MCF-7 cells, which in turn 

contributes to reactive oxygen species formation and mitochondrial permeabilization. 

Here, the C9+DCA synergistic effect was tested on tumorigenic MCF-7 and non-

tumorigenic MCF-12A cell lines. Cell growth and proliferation was investigated via 

real-time cell proliferation and crystal violet assays. Cell viability and cytotoxicity 

were tested by employed lactate dehydrogenase assay kit, as well as Roche 

xCELLigence real-time cell analyser system. Various morphological techniques such 

as, light-, fluorescent-, confocal- and transmission electron microscopy were utilized 

to exam the inter- and intra-cellular morphology changes. Cell cycle analysis, 

apoptosis quantification, autophagic activity, mitochondrial membrane potential 

depolarization study, oxidative stress test, Bcl-2 expression and phosphorylation 

status at S70, executioner caspase 7 quantification and global gene expression 

analysis via microarray technology were employed to elucidate the mechanism of 

action of C9+DCA combination treatment (Figure 5.1). 
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Figure 5.1: Proposed mechanism of action of compound 9 in combination with 

dichloroacetic acid on breast adenocarcinoma cells.  C9+DCA combination treatment 

increases the formation of ROS which in turn activates JNK, phosphorylating Bcl-2 

and results in mitochondrial-mediated induction of caspase 7 activity.  Both inhibition 

of ROS formation (via NAC treatment) and inhibition of JNK result in abrogating the 

pro-apoptotic effects of C9+DCA. Formation of ROS and JNK activity by C9+DCA 

treatment can also induce an initial protective effect via autophagy that inhibits late 

apoptotic events. 
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In conclusion, the synergistic effect of a novel antimitotic compound in conjunction 

with DCA on tumorigenic and non-tumorigenic cells was demonstrated for the first 

time. The novel in silico-designed 17β-estradiol derivative C9 in combination with 

DCA is a potent antiproliferative treatment with properties of selectivity towards 

tumorigenic cells. This study suggests that the specific combination of DCA and C9 

is more harmful for tumorigenic cells than treatment with DCA or C9 alone. Results 

elucidated the mechanisms of combination treatment at the molecular and cellular 

level. Future research may now be focused on the development of a viable and 

functional combination treatment as anticancer agents for clinical trials. 
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