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ABSTRACT of quasi-steady pressure-driven flow, which can be achieved

We compare both new and commonly-used boundz?r{(l _application of bounc_iz_iry cond_itions_ to the_ﬂow domai_n.
conditions for generating pressure-driven flows througihaa Various boundary _cond|t|on configurations e_X|st, each with
nanotubes (CNTSs) in molecular dynamics (MD) simulatioRdvantages and disadvantages, and selection often depends
Three systems are considered: a finite CNT membrane wifh the desired balance between computational efficiency and
streamwise periodicity and gravity forcing; a non-perofitiite  2Ccurate representation of physical experiment. _ _
CNT membrane with reservoir pressure control; and an iefinit 1Here are wo common approaches to CNT simulation
CNT with periodicity and gravity forcing. The first system i€? MD. The first is to model the CNT as part of a finite
simple to implement in common MD codes, while the secofEmMbrane in wh|ch the CNT is placed between two reservoirs
system is more complex to implement, and the selection 1Bt are set at different hydrostatic pressures. When ubisg
control parameters is less straightforward. The requizeellof @PProach, either periodic or non-periodic boundaries can b

user-input for such a system was found to be largely dependB}plemented in the streamwise direction. An existing teghe,
on selection of state controllers used in the reservoirsargd Which uses streamwise periodicity and numerical permigatul

pressure difference is required across the realistic meneprdenerate a streamwise pressure difference across the €H4g, i

system reservoirs to compensate for large pressure losties a "eflective particle membrane” (RPM) [3]. This RPM, located

entrance and exit of the nanotube. Despite a dramatic isere the inlet of the system, controls the number of molecules
in computational efficiency, an infinite length CNT does n&{0SSing the inlet boundary in the negative streamwisetine
account for these significant inlet and outlet effects, ssggg ProPabilistically, hence adjusting the upstream resedensity.

that a much lower pressure gradient is required to achievd 4 however very difficult to control the pressures in both
specified mass flow rate. Use of an infinite channel also ogstrf €S€rvoirs and so extensive trial and error is required biege
natural flow development through the CNT due to explicit coint e desired pressure difference. A more common technique

of the fluid. Observation of radial density profiles suggast t Which uses streamwise periodicity, is to apply an external
this results in over-constraint of the water molecules ia tHniform streamwise force to molecules in a specific regidhén
channel. upstream reservoir [4].

Despite increased computational efficiency and simplicity
periodic boundary conditions carry limitations and so non-
INTRODUCTION periodic streamwise boundaries are often applied. One pbeam
Efficient desalination of salt water is an increasingig the method of self-adjusting plates [5] in which external
important issue, as the World Health Organization estimafercing is applied to plates located at the outside boumdari
that four billion people in 48 countries will not have accessf the system to achieve the desired pressure in each raservo
to sufficient fresh water by the year 2050. Aligned carba#owever, as the number of molecules in the simulation is fixed
nanotubes (CNTs) as part of a membrane have been foundltomolecules will eventually be forced out of the upstream
possess properties that are potentially of use in filtraiod reservoir, effectively ending the simulation. Anotherfanew
desalination applications. Key characteristics obsearedvery technique [6] which implements non-periodic boundariesnie
fast mass flow rates (much faster than is predicted from thewhich the upstream system boundary is a specular-reféecti
Hagen-Poiseuille equation), along with excellent saleepn wall, while the downstream boundary deletes molecules upon
capabilities [1]. Although advances are being made in nam@ntact. Upstream pressure control is performed by use of
fluid experimental work, there is still significant difficulin a proportional-integral-derivative (PID) control feedkaoop
experimental measurements for devices at this scale [2]. algorithm, along with adaptive mass-flux control at the tinée
Although computationally intensive, non-equilibriuneplenish the system, while downstream pressure is céedrol
molecular dynamics (MD) simulation has recently been aglbpusing a pressure flux controller.
as the numerical procedure of choice for nanoscale fluid The second approach to CNT simulation in MD involves
dynamics due to its high level of detail and accuracy. Sitimda modelling only a section of the nanotube and applying
of fluid transport through a CNT in MD requires generation
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streamwise periodicity to create a CNT of infinite length. When using a membrane configuration, fluid is controlled
Although this significantly reduces computational expetisere inside the fluid reservoirs in such a way that the flow dynamics
are concerns that significant inlet and outlet effects are mside the CNT are not disturbed. A Berendsen thermostat [16
accounted for [7—9]. The most popular method for produciigyapplied to both reservoirs to maintain a constant tentpeza
fluid flow for this configuration is to apply an external unifor of 298 K, removing any effects of temperature gradients en th
force to all molecules in the CNT, known as the gravitatidigddl fluid flow. To ensure fair comparison, a pressure differerfce o
method [10]. 200 MPa is imposed across all of the CNT membranes with
The aim of this paper is to compare several of thelge downstream reservoir maintained at atmospheric dondit
techniques in terms of flow behaviour, computational efficie Such a significant pressure difference is essential tovegbke
and required level of user input. Three systems will be sited: flow dynamics over the small time scales accessible in MD. In
a finite CNT membrane with streamwise periodicity and gsaviteality, industrial filtration processes use pressureethifices of
forcing; a non-periodic finite CNT membrane with reservol-7 MPa however resulting flow rates are too low for resolving
pressure control; and an infinite CNT with periodicity and signal in MD due to high molecular noise. In both membrane
gravity forcing. simulations the reservoirs are initialised with water ncales,
after which the CNT is opened and allowed to fill naturally. On
reaching steady state conditions with a constant fluid vigloc

NOMENCLATURE through the CNT, averaging of properties is then performezt o
Aes [m?] Cross-sectional area of CNT a period of 4 ns.
dp/dx [MPa/nm] Pressure gradientalong CNT o _ _
s [N] Force applied to each molecule System 1: Finite CNT membrane with streamwise
fx) [N] Streamwise forcing function periodicity and gravity forcing
L [nm] Length of CNT Fully periodic boundaries are often employed in MD [17, 18]
n [m—3] Number density as they allow for representation of a large system with it
Nent [-] Number of molecules inside CNT of only a small volume. This can significantly reduce the
AP [MPa] Pressure difference across system  computational expense of MD and hence increase achievable
ty [m] Length over which forcing is applied problem time scales with the same computational resources.
N [s] Execution time for one MD time-step The combination of a fixed membrane, streamwise
U [m/s] Streaming velocity through CNT periodicity, and streamwise external forcing generatagasure
At [s] Time-step difference across the CNT. Regardless of the chosen form

of forcing, use of this technique alone can produce the
correct streamwise pressure difference across the CNTevesw
SIMULA_‘TION_METHODOLOGY ) negative pressures can be observed in the downstreamagserv

All simulations are performed using OpenFOAM [11]. Thifj 9] Sych conditions are not an accurate representation of
incorporates a parallelised non-equilibrium MD solverfodm e4jity, and so density control is implemented in the butkioas
[;2—14]_, written in the regeaych group of the authors. In M&} poth reservoirs to achieve atmospheric conditions in the
simulation, molecular motion is determined by Newton'sB®&t joynstream reservoir while maintaining the desired prmessu
law. Integration of the equations of motion is implementgfference.

using the Verlet leapfrog scheme with a time step efl0™"° Figure 1 shows a schematic of the simulation domain where
seconds. The water model chosen is the 4-site rigid TIPABrwaha ssian forcing” is distributed across both reservoiiEhe

model. This consists of a neutral oxygen atom site (O); p@sityriation of this gaussian forcing as a function of the stregse
electrostatic point charges of +0.4238e at the two hydreges cqordinate is given by,

(H); and a negative electrostatic point charge of -0.8476e a

a site M, just above O along the bisector of the HOH angle. Flz) = AP e;xj (1)

Potential interaction between water molecules is reptesdny nov2on

Lennard Jones (LJ) interaction between oxygen atoms omgus,here AP is the desired pressure difference across the
the E"O"Ym_g parametersyoo = 3.1544 andeoo = 0.6502 kJ eseryoirs,n is the number density in the upstream reservoir,
mol~-*. Similarly, the carbon-\_/vater_mteractlon is based only op_ t;/4, andt; is the streamwise length over which the force

the carbon-oxygen LJ potential using the following par&Tet s gnplied. This forcing curve, shown in Fig. 2, produces @mu

- 9 — 1 :
oco =3.194 andeco =0.392kI mot ™ [15]. Both electrostatic gmogther force variation in comparison with that of uniform
and LJ interactions are smoothly truncated at 1.0 nm. forcing [4].

The type of CNT used in this work is a (7,7) single-wall
CNT with a diameter of 0.96 nm, which has been identified as
possessing optimum attributes for desalination; it rem®@&%
of salt while transporting water at a suitably high flow ratg [ :jz

To construct a model CNT membrane in MD, the CNT is placed% | CNT ZONE !

between two perpendicular graphene sheets. To speed up t@e 3 3
simulations, both the CNT and graphene sheets are modelled & L 1 P

rigid structures as previous studies have indicated thatishe -2 0 2 4

fair assumption [9]. The CNT has a length of 2.5 nm while the Axial Direction (nm)
fluid reservoirs have dimensions of 4:44.4 x 4.4 nn¥. In o ) )
all simulations, periodic boundary conditions are impleted Figure 2: Gaussian distribution of streamwise forcing across the

perpendicular to the streamwise direction. domain.
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Figure 1: System 1 simulation domain, with streamwise periodicitgt gaussian forcing.

This increases continuity of properties across the regstvoimplemented in the form of a specular-reflective wall upstne
which can be observed by considering the resulting presswigle the downstream boundary deletes molecules uponcipnta
profile across the system, shown in Fig. 3. Variation of press creating an open system [22]. This in turn regulates thespres
at the periodic boundaries of the system is gradual and smo#itix forcing automatically. While the pressure flux techraqgs
levelling out to the bulk pressure value closer to the memdra suitable for control at low pressures, the PID control mdtho
is more effective at high pressures. This boundary conditio
configuration, summarised in Fig. 4, is a fair representatioa

g 228 L physical experimental setup. The corresponding pressofiep

2 150f across the system is displayed in Fig. 5. A drop in pressure
£ 100p occurs towards the downstream boundary due to deletion of
g 58 I J\/M__,/ molecules, however this is not important as it occurs famfro

= 50 ‘ ‘ ‘ ‘ ‘ the membrane.
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Figure 3: Axial pressure distribution across System 1. g igg |

e 100}

. . . 2 50f

System 2: Finite CNT membrane with streamwise non- £ ol

periodicity and reservoir pressure control -50
Although more computationally intensive than periodic
boundaries, non-periodic boundary conditions are necgssa
simulate many engineering applications, for example itesys Figure 5: Axial pressure distribution across System 2.
which require different inlet and outlet conditions/gedries.
Hybrid MD-continuum simulations also require applicatioh
non-periodic boundaries to achieve continuum-like bompda®ystem 3: Infinite CNT with streamwise periodicity and
conditions prescribed from the continuum solution at thggavity forcing
coupling interface. Modelling a finite length of nanotube and applying
Implicit pressure control can be achieved through contfol streamwise periodicity is equivalent to simulation of flow
density and temperature at fixed values in both reservoidl [through an infinitely long CNT. While it reduces computatibn
and use of specular-reflective walls at both boundariefiodigh effort, this technique does not account for the entranceeaitd
this method is effective, it is sometimes more practicaldotml effects that are present in realistic flow through a finitegtan
pressure directly. This can be achieved using a new bound@NT. A previous study [5] considered the flow of liquid argon
condition configuration [6]. Upstream pressure is congbllthrough a nanotube and indicated that the influence of these
explicitly by use of a PID feedback loop algorithm which exerentrance and exit effects on the mass flow rate through thee tub
an external force over all molecules in a user defined contcah be significant.
region. Three separate components of force are summedaiecre In order to imitate a pressure gradient along the CNT, an
this external force: a proportional term, derivative teemd an external force is applied directly to each molecule. To emsu
integral term. Adaptive control of the mass-flux is implengeh that the behaviour of such a system is comparable to that of
at the inlet to compensate for the molecules leaving theegysta finite membrane system, the number of molecules inside the
Downstream pressure control is performed using a pressutee N.,; remains the same. The magnitude of the external
flux technique [21] such that flow can develop through tlierce applied to each moleculg,, is chosen to produce an
nanotube without over-constraint. Non-periodic bourgtadre average streaming velocity and mass flow rate approximately

Axial Direction (nm)
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Figure 4: System 2 simulation domain, with non-periodic boundariesaressure control.

equal to that produced in Systems 1 and 2. From this valuefaf Systems 1 and 2. As the flow through the CNT is non-
fq, the equivalent pressure gradient along the tggbecan then continuum, this mass flow rate is measured by averaging the
be calculated using the following equation and comparet witumber of molecules which cross a plane located at the mdpoi
the pressure difference across the membrane systems tofguanf the tube over a specified period of time. The flow behaviour i
entrance and exit pressure losses, Systems 1 and 2 is shown to be very similar, as is expected give
that both systems are essentially simulating the same tonsli
dp — AP — JoNent (2) of flow through a membrane.
dx L AL’

whereAP is the streamwise pressure difference across the CNT, System U (m/s) (kg/s)15 Nent
and L and A,, are the length and cross-sectional area of the 1 1451 3.36< 10 1943
nanotube, respectively. It is important to note that for kena 2 15.07 3.02< 107" 17.98

CNT diameters, such as the 0.96nm diameter nanotube used in
this work, there is difficulty in the definition ofi.; due to the
structure of the water molecules flowing along the CNT, wi
no consistency in the literature [23]. The equivalent press
gradientis dependent on the assumed area, in this case ¢ tak N order to set up the third system, the number of molecules
equal to the full cross-sectional area of the tube, and httreze  Nen: inside the CNT must be defined explicitly as it is not
is uncertainty regarding its actual value. possible to fill the CNT naturally. To produce a realistidreste,

The simulation domain is constructed of only a 2.5 nm leng#inulation of a naturally filled CNT of the same length is
of nanotube, filled with water molecules as shown in Fig. Bquired. The average number of molecules inside the channe
Periodic boundaries are applied in the streamwise dinecsind in Systems 1 and 2, both of which allow the CNT to be filled

a Berendsen thermostat is used directly on the water maecmaturally, are given in Table 1. From these values, the nuimibe
inside the tube to control the temperature to 298 K. molecules inside the channel in System 3 was set equal to 19.

By trial and error it was determined that, to obtain
approximately the same steady-state streaming veloaityreass
flow rate as Systems 1 and 2, the force applied to each molecule
in System 3f,, must be 2.3910~1* N. The equivalent pressure
gradient along the channel is then calculated using equé?ip
giving a value of 0.63 MPa over a length of 2.5 nm, or 0.252
MPa/nm. This is significantly smaller than the pressureigrad
across the membrane systems which, from Fig. 3 and Fig. 5,
are around 200 MPa over a length of approximately 4 nm, or
Figure 6: System 3 simulation domain, an infinite CNT witt60 MPa/nm. Thus, to obtain a specified flow rate along a CNT
streamwise periodicity. in a realistic finite membrane system, a much larger pressure
difference is required across the reservoirs than is stiggdsy
the required pressure gradient in simulation of an infinittem.
This higher pressure difference is neccesary to compefizate
significant inlet and outlet effects, which result in largegsure
RESULTS AND DISCUSSION losses at the entrance and exit of the CNT, as observed ii8Fig.
Inlet and outlet effects and Fig. 5. This produces a considerably lower actual pressu
The average streaming velociti&sand mass flow rates: difference across the nanotube for both membrane systems.
through the channel over a period of 4 ns are displayed ireTebEntrance and exit effects also manifest themselves as eksang

t‘ﬁable 1: Average values of flow parameters in Systems 1 and 2.

Periodic Boundary
Axepunog JIpoLI g
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in fluid properties at the inlet/outlet. Figure 7 displaysaax of density in each system, as displayed in Fig. 8. Measuremen
pressure distributions along the nanotube for both menabrar radial density is performed along an axial distance of limm
systems, measured using the same number of axial bins ovtreacentre of the CNT, dividing the cross-section of the maip®
period of 4 ns. into 100 cylindrical bins of equal volume. The mass dengity i
each bin can then be obtained by averaging the mass of water

40 molecules in the bin over time and dividing by its volume.

B0 System 1 The single-peak structure shown in Fig. 8 indicates that the

25 average density profile is annular; the water molecules fumm

%(5) circular layer inside the CNT. This is consistent with poeig
£ ](5) results [6, 23]. Each of these profiles is normalised usirg th
% 0 density of the downstream reservoir in the membrane systems
‘Z‘ ‘3‘2 [ System 2 There is difficulty in expre_ssin_g the_t(_)'_[al mass densit)_/ _ie th
g 30+t channel due to the uncertainty in definition of the occupieiifl
= %8 I volume. It is clear from Fig. 8 that the peak density occutbat

15 same radius for all systems and hence the variation in baynda

10 " . . e

5 conditions does not alter the effective radius of the fluitri

L 05 : - 5 L5 The peak density of System 3 is however significantly greater

than in Systems 1 and 2. It is possible that this is caused by
the external forcing placed directly onto the moleculeshia t
Figure 7: Axial pressure distribution along the nanotube fdHP€, resulting in over-constraint of their radial movemerhe
Systems 1 and 2. application of temperature control inside the nanotubéctalso
contribute to this behaviour. Another cause could be thdéi@xp

cification of the number of molcules inside the CNT. Use of

. spe

Viscous _Iosses are pr?sent at th? mle_t and outlet _Of th%%%tem 3 therefore may not allow for natural development of
systems, with a centr_al developed_ region where fmﬂonfhe flow structure. Radial profiles of pressure and veloadity a
Iosslesl are low. If we ignore thgse inlet aqd outlet effe@s, ifbt considered as they would not provide useful insight theo
the infinite CNT does, and cons!der only this central regn’)n flow properties because of the single ring structure of theewa
“developed” flow, we can approximate the pressure grad'ent%olecules.
these regions. It should be noted however that, due to noise,
these pressure gradients are subject to considerable Ealibe 2
displays the pressure gradients along these central ‘cleed! System 1——
regions, from an axial position of 0.5 nm along to 2 nm, for System 2

System 3

both membrane systems. Also shown is the equivalent preessur
gradient across System 3, in which flow along the entire kenft
the nanotube can be considered “developed”. Very low &l
losses in this system result in the mass flow rate along the tu

being very sensitive to changes in the magnitudg,of

Axial Direction (nm)

Normalisedgensity

System dp/dxz (MPa/nm)
1 0.962
2 0.485 1t
3 0.252

0 ‘ { . \ ! !
0O 005 01 015 02 025 03 035 04 045

Table 2: Pressure gradients in the regions of “developed” flow Radial Position (nm)
for all nanotube systems.

Figure 8: Radial density distributions normalised with
downstream reservoir density.

As expected, the pressure gradients in the central regions
of Systems 1 and 2 are in much better agreement with the . -
equivalent pressure gradient along the infinite CNT. Thaos, omputational efficiency and ease of set-up L
produce specified flow rates through a CNT in a realistic fini{e Tabli/l"é S.hOW_S' for each .SySte”?’ th_e aver?gef exgcgnon time
system, a considerably larger pressure difference is rrtetmuior one “”.“e Stefil’a;, using a time-step o - 1S, during an
across the reservoirs than that suggested by simulatiom offyeraging period of 4 ns. Each system was simulated using 8
infinite system, in order to compensate for significant ialet processors (Intel X5570 2.93 GHz CPU).
outlet losses. It is possible that inlet and outlet lossagdco
be less significant in longer CNTs as these central regions of

System Ta; (S)

“developed” flow have been found to extend proportionallthwi 1 0.358
the length of the CNT in a membrane system [6]. g ggg

Radial profiles inside the CNT
The structure of the water molecules flowing along the _ o )
nanotube can be examined by considering the radial disioibu ~ 12Pl€ 3: Average execution time for one MD time-step.
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Set-up of CNT simulations using molecular dynamics caf PID pressure control allows explicit definition of pressu
require various levels of user-input depending on the cexityy and hence a low level of user input. Despite a significant
of the system. Use of membrane configurations, such as ihgtrovement in computational efficiency, modelling of an
in Systems 1 and 2, involves obtaining the desired condition infinite length CNT by use of streamwise periodicity does not
both the upstream and downstream reservoirs. For bothdieri@ccount for the important entrance and exit effects that are
and non-periodic boundaries, this can be a time-consumaugounted for in a more realistic membrane system. To peduc
process depending on the state controllers being used. d$pcified flow rates through a CNT in a realistic finite systam,
example, use of density control to produce a pressure diftax considerably larger pressure difference is required bextwbe
across the system can require considerable iteration tievachsystem reservoirs than that suggested by simulation offanite
the desired pressure values. system. This is to compensate for relatively large heacckbas

Use of forcing with streamwise periodic boundaries as the inlet and outlet of the nanotube, significantly lowerthg
System 1 requires relatively little input to achieve theides pressure difference across the channel. Observation ddlrad
pressure difference; perhaps some iteration of the fonaahges density profiles suggest that explicit control of the fluidide
is needed. Additional density control is however required the infinite hanotube may over-constrain the water molecule
overcome the negative pressures which appear in the d@anstrUse of a finite membrane system, however, allows for control
reservoir, hence increasing set-up time and user-inpue dfs to be performed in the reservoirs only, resulting in natficat/
gaussian forcing requires no additional user input abogedh development throughout the CNT.
uniform forcing. As indicated in Table 3, implementation of Although this work has focused on boundary conditions for
periodic boundaries across a finite membrane system resultwater transport along CNTs, these boundary conditionsdcoul
lower simulation times than non-periodic boundaries. be applicable to a variety of scenarios which involve tramsp

Use of feedback PID pressure control as in Systemof matter through a length of nanotube, for example protein
drastically reduces user-input, in comparison with densitanslocation through nanochannels. Future work mighdlires
control, as this allows pressure to be defined explicitly.isTicombination of the techniques described in this paper tdyce
method is, however, only suitable for high pressures. Dubdo a “multiscale hybrid” algorithm for simulating longer réstlc
high level of control in this system, it is possible that iutbbe CNT membrane systems.
less stable than other configurations. Although this apprda
th_e most comput_atlonally demanding pf the three systenis, 'hEFERENCES
fairly representative of an actual experimental set-up.
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