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1 Introduction 

This study takes a fresh look at the relationship between financial development and 
economic growth with the aim of identifying salient issues and making suggestions about 
how these may be addressed in future. In the empirical literature on this topic, two main 
econometric methodologies are used (see, for instance, Arestis and Demetriades, 1997), 
namely cross-country regressions and time series regressions. The cross-country 
regression method involves averaging out variables over long periods and using them in 
cross-section regressions to explain cross-country variations in growth rates. Hence, in 
principle, researchers are able to estimate the average influence of the determinants of 
economic growth (see, for instance, King and Levine, 1993; Levine and Zervos, 1996; 
Beck et al., 2000; Beck and Levine, 2004; Cole et al., 2008). By contrast, the time series 
regression method identifies the limitations associated with cross-country regressions and 
is able to detect the feedback relationships between variables (see, for instance, 
Demetriades and Hussein, 1996; Greenwood and Smith, 1997; Luintel and Khan, 1999; 
Levine et al., 2000; Levine, 2003; Goodhart, 2004; Ang, 2008; Mukhopadhyay et al., 
2011). In this study, we employed the time series regression method to find new evidence 
on the causal relationship between financial development and economic growth. 

The innovations in this paper, compared to the existing literature on the finance-
growth nexus, are two-fold. The first is the use of a trivariate framework in which, in 
addition to growth and finance development, we incorporate social development. This 
marries the Granger causality literature on the finance development-growth nexus, the 
social development-growth nexus and the finance-social development nexus. The 
inclusion of social development in the finance development-growth nexus is very 
relevant, because social development is the ultimate aim of a country’s development 
process. In fact, earlier economic growth theory argued that economic development is a 
process of innovations whereby the interactions of innovations in both the financial and 
real sectors provide a driving force for dynamic economic growth (see, for instance, 
Hassan et al., 2011; Mukhopadhyay, 2013). The second innovation was that we used the 
composite index concept, employing principal component analysis, to study the 
interrelationships between financial development, social development and economic 
growth. 

The rest of the paper is organised as follows: Section 2 presents a literature review 
and the justification for the analysis; Section 3 sets out the methods used in the study; 
Section 4 discusses the empirical results; and finally, we summarise our findings and 
provide a conclusion in Section 5. 
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2 Literature review and justification for the analysis 

The proposition that financial development is one of the basic indicators of economic 
growth (Levine, 1997; Calderon and Liu, 2003; Graff, 2003; Beck and Levine, 2004) has 
led economists to investigate whether there is in fact such a relationship. Hence, some of 
the related literature focuses on a possible link between social development and economic 
growth (for instance, Majumdar, 1996; Haddad et al., 2003; Ranis, 2004; Cutler et al., 
2005; Schultz, 2005; Muthu, 2006). Finally, there is a body of literature on the possible 
nexus between financial development and social development (for instance, Outreville, 
1999). In this paper, we explore the possibility that there is a link between all three these 
variables: financial development, social development, and economic growth. In this 
section, we highlight three main points. First, we present a review of the three separate 
sets of literature. This is followed by a rationale for and a discussion of the relevance of 
the link between these three variables, and a summary of the proposed hypotheses of this 
study. 

2.1 Review of three sets of literature 

The literature linking financial development with economic growth began with a study by 
Schumpeter (1911). Calderon and Liu (2003), Boulila and Trabelsi (2004), Christopoulos 
and Tsionas (2004), Ketteni et al. (2007), Jalil et al. (2010), Kar et al. (2011), Chaiechi 
(2012), Hsueh et al. (2013) and Pradhan (2013) have found evidence in support of the 
hypothesis of financial development-led growth (in other words, the supply leading 
hypothesis). By contrast, Levine (1997), Liang and Teng (2006), Ang and McKibbin 
(2007), Panopoulou (2009), Odhiambo (2010), Kar et al. (2011) and Pradhan and 
Gunashekar (2013) have found evidence in favour of the hypothesis of growth-led 
financial development (in other words, the demand-following hypothesis). Yet other 
studies such as those by Ahmed and Ansari (1998), Craigwell et al. (2001), Calderon and 
Liu (2003), Dritsakis and Adamopoulos (2004), Darrat et al. (2006), Wold-Rufael (2009) 
and Yucel (2009) support the validity of bidirectional causality between the two, where 
causality proceeds in both the directions (in other words, the feedback hypothesis). It 
should be noted that Robinson (1952) and Lucas (1988) maintain that there is no causal 
relationship between the two variables (in other words, they adopt the neutrality 
hypothesis). Finally, some studies supply mixed evidence (Pradhan, 2013). 

A second strand of the literature attempted to examine the link between social 
development and economic growth, for example, Hicks (1979), Streeten (1981),  
Hopkins and Van der Hoeven (1982), Duflo (2001) and Schultz (2005) have 
demonstrated the validity of the social development-led growth hypothesis. By contrast, 
Goldstein (1985), Ram (1985), Strauss and Thomas (1995), Haddad et al. (2003) and 
Cutler et al. (2005) have all found support for the growth-led social development 
hypothesis or demand-following hypothesis. Support for the feedback hypothesis has 
been found by Srinivasan (1977), Morand (2005) and Baldacci (2008). Thus there is 
some support for the validity of both the demand-following hypothesis and the  
growth-led social development hypothesis simultaneously. 
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A third set of studies offers an equally mixed set of results which need to be  
clarified. These studies focus on a possible link between financial development and  
social development. However, the amount of literature available on this nexus is  
very limited. In this regard, we expect the existence of bidirectional causality  
between financial development and social development. For instance, social  
development can occur in an economy if a high level of financial development is  
present. Similarly, reverse causality could be present, in other words, social  
development can cause financial development (see, for instance, Sen, 2010; 
Mukhopadhyay, 2013). 

2.2 Rationale for and relevance of the study 

The possible link between financial development and economic growth is obvious  
from the first rigorous growth model attributed to Schumpeter (1911), which  
is mentioned in almost every macroeconomics textbook. There is thus no need to discuss 
it here. Intuitively, social development should also be linked to the nexus between 
financial development and economic growth, due to an income effect (thus, higher  
social development leads to higher financial development and economic growth  
in future). Hence, the remainder of this subsection focuses on the argument for the 
existence of links between financial development, social development and economic 
growth. 

In recent decades, many economies have adopted development strategies that 
prioritise a modernisation of their financial systems. Asian countries are no exception. 
Since the end of the 1980s, these countries have been interested in fostering financial 
development, for example, by reducing government intervention in the national financial 
sectors, or by privatising banks. Such policies are expected to promote growth, inter alia, 
through a higher mobilisation of savings or a rise in domestic and foreign investments 
(Gries et al., 2008). However, for such policies to be effective, there has to be a causal 
relationship between development in the financial sector and development in the real 
sector (see, for instance, Mukhopadhyay, 2013). 

Therefore, in this study, an attempt is made to assess whether financial sector 
development has actually swayed economic growth in a sample of 15 Asian countries, 
and whether a policy focus on financial sector development is appropriate in order to 
foster economic growth and social development. Since economic growth does not 
necessarily ensure social development, this study also examines the impact of financial 
development on social development in the same sample. 

2.3 Proposed hypotheses 

In this study, we used the panel Granger causality test to gather new evidence on the 
relationship between financial development, social development, and economic growth, 
using a sample of 15 Asian countries over the period from 1960 to 2012. We also used 
cointegration tests to ascertain whether these variables are cointegrated, that is, whether 
there is a long-run equilibrium relationship between them. 
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The novel features of this paper are that, first, it integrates three separate strands of 
the empirical literature; second, it uses a large sample of countries, including both 
developed and developing countries, over a fairly large and recent span of time; and third, 
it uses fairly sophisticated econometrics, and empirical approaches not adopted in the 
prior literature, to answer questions concerning the nature of the causal relationship 
between the variables in both the short and the long run. Figure 1 depicts the possible 
patterns of causal relations between financial development, social development and 
economic growth. The study tested the following hypotheses: 

H1 Financial development (financial sector development index – FSDI) in any year 
Granger-causes economic growth. This is termed the FSDI-led growth hypothesis. 

H2 Social development (social sector development index – SSDI) in any year Granger-
causes economic growth. This is termed the SSDI-led growth hypothesis. 

H3 Financial development in any year Granger-causes social development.  
This is termed the FSDI-led SSDI hypothesis. 

The procedures for testing these three hypotheses (H1 – H3) are explained in Section 3. 

Figure 1 The conceptual framework of the possible patterns of causality between the variables 
from a theoretical point of view 
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3 Methods of study 

We deployed two techniques to study the finance-social-growth nexus, namely principal 
component analysis and the panel vector auto-regressive (VAR) model. The principal 
component analysis was used to construct the composite indices of finance-social 
development, which can signal the overall position of financial development and social 
development respectively. On the other hand, the panel VAR model was used to identify 
a causal nexus between financial development and social development, and economic 
growth. The advantage of this method is that it exploits individual time series and cross-
sectional variations in data and avoids biases associated with cross-sectional regressions 
by taking into account the country-specific fixed effect (see, for example, Levine, 2005). 

OECD (2008) describes the methodology of composite indices as containing the 
following ten steps: selecting a theoretical framework, data selection, imputation of 
missing data, choosing multivariate data analysis, normalisation, weighting and 
aggregation, uncertainty and sensitivity analysis, going back to the data, finding links to 
other indices and visualisation of results. Following these steps, variables were selected 
to construct the two composite indices, namely the FSDI and the SSDI. The indices were 
prepared using the following steps: first, data were arranged in the same order to create 
an input matrix for the principal component analysis; then, the data matrix was 
normalised, based on the min-max method. Using principal component analysis, eigen 
values, factor loadings and principal components were derived. Finally, the principal 
components were used to construct these two indices separately for each country for each 
year (as described in more detail by Manly, 1994; Sharma, 1996; Joliffe, 2002; Hosseini 
and Kaneko, 2011, 2012). The variables included for these two indices (FSDI and SSDI) 
are set out in Tables 1 and 2 respectively. 
Table 1 Definition of variables for financial sector development 

Variables Definition

MAC Market capitalisation: Percentage change in the market capitalisation of the listed 
companies. 

TRA Traded stocks: Percentage change in the total value of traded stocks. 
TUR Turnover ratio: Percentage change in the turnover ratio in the stock market. 
BRM Broad money: The ratio of broad money (currency plus demand deposits and 

quasi-money) to GDP. 
CLM Claims on private sectors: Credit including gross credit from the financial system 

to private sector. 
DCB Domestic credit to private sector: The ratio of domestic credit to GDP. It refers to 

financial resources provided to the private sector. 
PSC Private sector credit: The ratio of private credit by deposit money banks relative to 

GDP. 
RES Total reserves: Holdings of monetary gold, special drawing rights, reserves of IMF 

members held by the IMF, and holdings of foreign exchange under the control of 
monetary authorities. 

LIQ Liquid liabilities: The ratio of liquid liabilities of the financial system to the GDP. 

Notes: All monetary measures are in US dollars. 
All these indicators are used here as a proxy for levels of financial sector 
development. 
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Table 2 Definition of variables for social sector development 

Variables Definition

LAB Labour force participation: The percentage of the working-age population  
(aged 15+ years) who are in the labour force. 

LIF Life expectancy: The average number of additional years a person can expect to 
live from a given age onwards. 

URB Urbanisation: The percentage of total population residing in urban areas. 

IMR Infant mortality rate: The number of infant deaths per 1,000 births. 

CDR Crude death rate: The total number of deaths per year per 1,000 members of the 
population. 

GER Gross enrolment ratio: The number of students enrolled in education as a 
percentage of the total population. 

TEL Telecommunication: The main telephone lines per 100 inhabitants. 

Note: All these indicators are used here as a proxy for levels of social sector 
development. 

The panel VAR model involves three steps: first, a panel unit root test is done to identify 
the stationarity (order of integration) of time series variables; second, a panel 
cointegration test is conducted to determine the existence of a long-run relationship 
between the time series variables; and third, a final VAR model is constructed to 
ascertain the direction of causality between the time series variables. These three tests are 
discussed in more detail below. 

3.1 Panel data unit root test 

We used the Levin-Lin-Chu (LLC) method (Levin et al., 2002) and the Im-Pesaran-Shin 
(IPS) method (Im et al., 2003) to check the order of integration to see where the time 
series variable attains stationary. Both the LLC and IPS methods were deployed on the 
principles of the conventional augmented Dickey Fuller (ADF) test. The LLC method 
explores the heterogeneity of intercepts across members of the panel, while the IPS 
method explores the heterogeneity in the intercepts, as well as in the slope coefficients. 
Both tests were applied by averaging individual ADF t-statistics across cross-section 
units. The test follows the estimation using the following equation: 

1
1

ip

t i i it ij it j i it
j

Y Y Y tμ γ β λ ε− −
=

Δ = + + Δ + +∑ (1)

where i = 1, 2….N; t = 1, 2…. T; Yit is the series for country i in the panel over period t;  
pi is the number of lags selected for the ADF regression; ∆ is the first difference filter 
(I – L); and εit refers to independently and normally distributed random variables for all i 
and t with zero means and finite heterogeneous variances 2( ).iσ  

LLC considers the coefficients of the autoregressive term as homogenous across all 
individuals, in other words, γi = γ for ∀i. The LLC tests the null hypothesis that each 
individual in the panel has an integrated time series, in other words, H0: γi = γ = 0 for ∀i 

7



   

 

   

   
 

   

   

 

   

       
 

    
 
 

   

   
 

   

   

 

   

       
 

against an alternative HA: γi = γ < 0 for ∀i. LLC considers pooling the cross-section time 
series data, and the test is based on the following t-statistics: 

( )
*

. .yt s e
γ
γ

=  (2) 

Here, in the LLC test, γ is restricted by being kept identical across regions under both the 
null and alternative hypotheses. 

It is clear that the null hypothesis of the LLC test is very restrictive, but the test of IPS 
(Im et al., 2003) relaxes this assumption by allowing γ to vary across i under the 
alternative hypothesis. Hence, the null hypothesis of the IPS test is H0: γi = 0 for ∀i, 
while the alternative hypothesis is that at least one of the individual series in the panel is 
stationary, in other words, the alternative HA is γi < 0 for ∀i. The alternative hypothesis 
simply implies that γi differs across countries. 

Due to the heterogeneity examined, each equation was estimated separately by means 
of the Ordinary Least Squares technique, and the test statistics were obtained as 
(studentised) averages of the test statistics for each equation. 

The IPS t-bar statistic is simply defined as the average of the individual Dickey-Fuller 
τ statistics, as follows: 

( )1

1   and   
. .

N
i

i i
ii

t
N s e

γ
τ τ

γ=

= =∑  (3) 

Assuming that the cross-sections are independent, the IPS test uses the mean-group 
approach and obtains τi, and then proposes the use of the standardised t-bar statistic as 
follows: 

( ) ( )( ) varZ N t E t t= −  (4) 

where ( )E t  represents the mean and var( )t  represents the variance of each τ statistic. 
They are generated by simulations, and are tabulated in IPS (Im et al. 1997). The statistic 
Z  converges to a standard normal distribution as N and T stands to infinitely large and 
we can compute the significance level simply (see, for instance, Im et al., 2003; Greasley 
and Oxley, 2010). Based on Monte Carlo simulation results, the IPS test displayed more 
favourable finite sample properties than the LLC test. 

3.2 Panel data cointegration test 

The concept of cointegration, introduced by Granger (1988), is relevant to the problem of 
the determination of long-run relationships between variables. The basic idea that 
underpins cointegration is simple. If the difference between two non-stationary series is 
itself stationary, then the two series are cointegrated. If two or more series are 
cointegrated, it is possible to interpret the variables in these series as being in a long-run 
equilibrium relationship. By contrast, a lack of cointegration suggests that the variables 
have no long-run relationship – thus, in principle, they can arbitrarily move far away 
from each other. 

When a collection of time-series observations becomes stationary only after first 
being different, the individual time series might have linear combinations that are 
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stationary without diverging. Such collections of series are usually called cointegrated 
(Granger, 1988). If ‘order one’ integration is implied, the next step is to employ 
cointegration analysis in order to establish whether there is a long-run relationship among 
the set of such possibly integrated variables. Pedroni’s (2000) panel cointegration method 
can be used to determine the existence of cointegration among these three series. The 
technique starts with the following regression equation: 

0 1 2 3

1and  
it i i i it i it it

it i it it

SSDI t GDP FSDIβ β β β ε
ε γ ε ξ−

= + + + +

= +
 (5) 

where i = 1, 2, ….., N; t = 1, 2…. T. The SSDI, FSDI and gross domestic product (GDP) 
reflects per capita economic growth. The β0i is a member-specific intercept or  
fixed-effects parameter which is allowed to vary across individual cross-sectional units. 
The β1it is a deterministic time trend specific to the individual countries in the panel. The 
slope coefficients (β2i and β3i) can vary from one individual to another, allowing the 
cointegrating vectors to be heterogeneous across countries. 

Pedroni (2000) proposed seven different statistics for the cointegration test in the 
panel data setting. Of the seven proposed statistics, the first four are known as panel 
cointegration statistics and are within-dimension statistics, while the last three are known 
as group mean panel cointegration statistics and are between-dimension statistics. Their 
levels are based on the way the autoregressive coefficients are manipulated to arrive at 
the final statistic. There are basically five steps to obtain these cointegration statistics, as 
set out below. 

Step 1 Compute the residuals ˆ( )itε  from the panel regression [equation (4)]. The 
estimation involves the inclusion of all appropriate fixed effects, time trends or 
common time dummies. 

Step 2 Compute the residuals ˆ( )itζ  from the following regression: 

1 1 2 2 ...it i it i it mi mit itY X X Xβ β β εΔ = Δ + Δ + + Δ +  (6) 

for t = 1, 2, ..., T; i = 1, 2, ..., N; m = 1, 2, ..., M 

where Yi is the dependent variable and Xmi are regression variables. In this 
equation, T refers to the number of observations over time, N refers to the 
number of individual members in the panel, and M refers to the number of 
regression variables. β1i, β2i,... βmi are the slope coefficients and εit shows the 
deviations from the modelled long-run relationship. If the series involved in the 
equation are cointegrated, εit should be stationary. 

Step 3 Compute 2
11

ˆ( ),iL  the long-run variance of ˆ :itζ  

2 2
11

1 1 1

1 2ˆ ˆ ˆ ˆ1
1

iKT T

i it it it s
it S t s

SL u u u
T T K −

= = = +

⎛ ⎞
= + −⎜ ⎟+⎝ ⎠
∑ ∑ ∑  (7) 

where uit is residual, and is obtained from the error of the cointegration  
equation (6), S and K are lag lengths, and T is the number of observations over 
time (as discussed in more detail, by Newey and West, 1987; Pedroni, 1999). 
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Step 4 Compute the residuals of the ADF test for ˆ ˆ( )it ituε  and compute the following 
variances of these residuals: 

2 2 2 2

1 1

1 1ˆ ˆˆ   and  
T T

i it NT i
t t

S u S S
T T= =

= =∑ ∑  (8) 

where 2ˆ
iS  is the individual contemporaneous variance and 2ˆitu  is the long-run 

variance of the residual ˆ ;itu  and 2
NTS  is the contemporaneous panel variance 

estimator. 

Step 5 Compute the panel-t and group-t statistics (Pedroni, 2000). These statistics are 
asymptotically normally distributed. 

Based on the cointegration residuals, Pedroni (2000) developed seven panel cointegration 
statistics (four panel-t and three group-t statistics). The mathematical exposition  
and the asymptotic distributions of these panel cointegration statistics are explained by 
Pedroni (1999). Under an appropriate standardisation, based on the moments of the 
vector of the Brownian motion functionality, these statistics have a standard normal 
distribution. Accordingly, the null hypothesis of no cointegration was then tested, based 
on the above description of a standard normal distribution. The null hypothesis of no 
cointegration of the pooled (within-dimension) estimation follows H0: γi = 1  
for ∀i against an alternative hypothesis HA: γi = γ < 1 for ∀i, in the residuals from  
the panel cointegration. The within-dimensional estimation assumes a common value  
for γi = γ. 

By contrast, the group means panel cointegration statistics (pooled between-
dimension) tested the null hypothesis of no cointegration H0: γi = 1 for ∀i against an 
alternative hypothesis HA: γi < 1 for ∀i. Hence, under the alternative hypothesis, the 
between-dimensional estimation did not assume a common value for γi = γ. Therefore, 
this allowed an additional source of possible heterogeneity across the individual country 
members of the panel. These statistics diverged to negative infinity under the alternative 
hypothesis. The left tail of the normal distribution is usually employed here to reject the 
null hypothesis. 

3.3 Panel data Granger causality test 

The panel causality test proposed by Holtz-Eakin et al. (1988) was employed to ascertain 
the direction of causality between finance-social development and economic growth in 
the 15 Asian countries selected. The following three models were used: 

1 2

3

1 1 1
1 1

1 1 1 1 1
1

                 

p p

it j ik it k ik it k
k k

p

ik it k i it it
k

PGDP GDP FSDI

SSDI ECT

η α β

δ ω ε

− −
= =

− −
=

Δ = + Δ + Δ

+ Δ + +

∑ ∑

∑
 (9) 
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1 2

3

2 2 2
1 1

2 2 2 1 2
1

                

p p

it j ik it k ik it k
k k

p

ik it k i it it
k

FSDI FSDI PGDP

SSDI ECT

η α β

δ ω ε

− −
= =

− −
=

Δ = + Δ + Δ

+ Δ + +

∑ ∑

∑
 (10) 

1 2

3

3 3 3
1 1

3 3 3 1 3
1

                

p p

it j ik it k ik it k
k k

p

ik it k i it it
k

SSDI SSDI FSDI

PGDP ECT

η α β

δ ω ε

− −
= =

− −
=

Δ = + Δ + Δ

+ Δ + +

∑ ∑

∑
 (11) 

where FSDI is the composite index of financial sector development; SSDI is the 
composite index of social sector development; PGDP is the per capita GDP growth; and 
p1, p2 and p3 are the lag lengths for the differenced variables in the respective equations. 

The ECTs are error-correction terms derived from the cointegrating equations. The 
ECTs represent long-run dynamics, while differenced variables represent short-run 
dynamics between variables. The above model is meaningful if the time series variables 
are I(1) and are cointegrated. If the time series variables are I(1) but not cointegrated, the 
ECT component was removed in the estimation process. We looked for both short-run 
and long-run causal relationships. Short-run causal relationships were measured using  
F-statistics and the significance of the lagged changes in independent variables, whereas 
long-run causal relationships were measured using the significance of the t-test of the 
lagged ECTs. Based on equations (9) to (11), Table 5 lists various possible hypotheses on 
causal relationships among the financial sector development and the social sector 
development indices, and economic growth. 

The empirical analysis in this paper is based on a panel of 15 Asian countries, namely 
Bangladesh, Bhutan, China, Hong Kong, India, Indonesia, Japan, Malaysia, Pakistan, the 
Philippines, Singapore, South Korea, Sri Lanka, Thailand and Vietnam, over the period 
from 1960 to 2012. The annual data used for the analysis were obtained from World 
Development Indicators, the World Bank, Washington, DC. The variables incorporated in 
the panel VAR model were used in natural logarithms so that their first differences 
approached the growth rates. Table 4 summarises the statistics on the variables, while 
Table 5 shows the correlation matrix. 

4 Empirical results and discussion 

The investigation started with the integration and cointegration properties of time series 
variables. The estimated results confirmed that the variables were integrated of order one 
[1(1)] and were cointegrated (see Tables 3 and 4 respectively), indicating the presence of 
a long-run equilibrium relationship between financial development, social development 
and economic growth. 
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Table 3 Hypotheses tested in this study 

Causal flow Restrictions 

FSDI => PGDP β1ik ≠ 0; ω1i ≠ 0 
PGDP => FSDI β2ik ≠ 0; ω2i ≠ 0 
SSDI => PGDP δ1ik ≠ 0; ω1i ≠ 0 
PGDP => SSDI δ3ik ≠ 0; ω3i ≠ 0 
SSDI => FSDI δ2ik ≠ 0; ω2i ≠ 0 
FSDI => SSDI β3ik ≠ 0; ω3i ≠ 0 

Notes: FSDI: Financial sector development index; PGDP: per capita economic growth 
rate; and SSDI: social sector development index. 
FSDI is defined in terms of MAC, TRA, TUR, BRM, CLM, DCB, PSC, RES and 
LIQ; and SSDI is defined in terms of LAB, LIF, URB, IMR, CDR, GER and 
TEL. 
The definitions of all these variables are presented in Tables 1 and 2 respectively. 

Table 4 Summary statistics on the variables 

Variables Mean Med Max Min Std Skew Kur JB Pr 

Case 1: East Asia (EA) 
 FSDI 0.42 0.47 0.92 –0.04 0.24 –0.23 1.98 6.90 0.03 
 SSDI 1.46 1.49 1.63 1.21 0.14 –0.52 1.91 12.7 0.00 
 PGDP 3.73 3.96 4.63 2.29 0.73 –0.54 1.95 12.7 0.00 
Case 2: South Asia (SA) 
 FSDI 0.49 0.47 0.92 0.01 0.25 0.12 1.93 7.93 0.00 
 SSDI 1.39 1.29 3.32 0.91 0.52 2.59 9.08 41.9 0.00 
 PGDP 2.62 2.58 3.38 1.08 0.31 –0.40 6.05 65.3 0.00 
Case 3: South East Asia (SEA) 
 FSDI 0.29 0.36 0.63 –0.31 0.21 –0.81 2.94 22.5 0.00 
 SSDI 1.51 1.54 1.75 1.14 0.17 –0.31 1.86 14.6 0.00 
 PGDP 3.23 3.10 4.64 2.28 0.54 0.74 2.96 19.2 0.00 
Case 4: Total Asia (TA) 
 FSDI 0.39 0.39 0.92 –0.31 0.25 –0.09 2.78 1.76 0.41 
 SSDI 1.46 1.48 3.32 0.91 0.32 2.85 16.2 43.9 0.00 
 PGDP 3.17 2.99 4.64 1.07 0.69 0.59 2.41 36.2 0.00 

Notes: Med: median; Max: maximum; Min: minimum; Std: standard deviation;  
Skew: skewness; Kur: kurtosis; JB: Jarque Bera statistics; Pr: probability. 
FSDI: Financial sector development index; PGDP: per capita economic growth 
rate; and SSDI: social sector development index. 
Values reported here are the natural logs of the variables. We use natural log 
forms in our estimation. 
East Asia refers to four countries: China, Hong Kong, Japan and South Korea;  
South Asia refers to five countries: Bangladesh, Bhutan, India, Pakistan and  
Sri Lanka; South East Asia refers to six countries: Indonesia, Malaysia,  
the Philippines, Singapore, Thailand and Vietnam; and  
total Asia refers to all 15 Asian countries. 
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Table 5 The correlation matrix 

Variables FSDI SSDI PGDP 

Case 1: East Asia (EA) 
 FSDI 1.00   
 SSDI 0.06 1.00  
 PGDP 0.75* 0.63* 1.00 
Case 2: South Asia (SA) 
 FSDI 1.00   
 SSDI –0.10 1.00  
 PGDP 0.16 0.36** 1.00 
Case 3: South East Asia (SEA) 
 FSDI 1.00   
 SSDI 0.37** 1.00  
 PGDP 0.59* 0.30 1.00 
Case 4: Total Asia (TA) 
 FSDI 1.00   
 SSDI –0.03 1.00  
 PGDP 0.30** 0.27** 1.00 

Notes: FSDI: Financial sector development index; PGDP: per capita economic growth 
rate; SSDI: social sector development index. 
*Indicates statistical level of significance at a 5% level; and ** indicates statistical 
level of significance at a 10% level. 

Once the status of cointegration was known, the next step was to check the direction of 
causality between them. The panel Granger causality test, based on the panel VAR 
model, was used for this purpose. Figure 1 illustrates the symmetric representation of the 
Granger causal relationships among financial development, social development and 
economic growth. 

The estimated results reveal the presence of bidirectional causality between financial 
development and economic growth, supporting both the demand-following and  
supply-leading hypotheses on the finance-growth nexus. This result is consistent with the 
earlier findings of Demetriades and Hussein (1996), Demetriades and Luintel (1996), 
Blackburn and Hung (1998), Levine (1999), Luintel and Khan (1999), Shan et al. (2001), 
Calderon and Liu (2003), Ang (2008), Wolde-Rufael (2009), Pradhan (2011), Bangake 
and Eggoh (2011) and Hassan et al. (2011). However, it differs from the results of 
Christopoulos and Tsionas (2004), who found unidirectional causality from financial 
development to growth, and Jung (1986), who found unidirectional causality from growth 
to financial development. The latter finding is, in fact, more appropriate in developing 
countries because of the increasing demand for financial services. 

 
 
 
 
 
 

13



   

 

   

   
 

   

   

 

   

       
 

    
 
 

   

   
 

   

   

 

   

       
 

Table 6 Results from panel unit root test 

FSDI SSDI PGDP  

LD FD 

 

LD FD 

 

LD FD 

Case 1: East Asia (A)E 
 Model 1: With intercept only 
  LLC 0.10 –2.57*  –1.43 –3.31*  –1.41 –5.32* 
  IPS 1.91 –6.03*  –0.08 –3.73*  –0.42 –4.15* 
  
  LLC 1.85 –0.53  0.06 –1.37  –0.59 –0.53 
  IPS –0.20 –5.13*  0.86 –3.10*  0.68 –4.04* 
Case 2: South Asia (SA) 
 Model 1: With intercept only 
  LLC 1.43 –2.85*  –2.82 –3.78*  2.77 –2.95* 
  IPS 1.77 –5.75*  1.16 –5.17*  3.60 –3.01 
 Model 2: With intercept and trend 
  LLC 0.46 –0.54  –2.03 –1.04  2.97 –0.99 
  IPS 0.28 –3.53*  –0.99 –3.45*  0.67 –3.99* 
Case 3: South East Asia (SEA) 
 Model 1: With intercept only 
  LLC –1.99 –4.31*  –0.51 –3.96*  –1.37 –5.74* 
  IPS 0.03 –6.07*  –0.23 –6.13*  1.19 –5.37* 
 Model 2: With intercept and trend 
  LLC –0.86 –3.78*  0.44 –4.03*  –1.44 –4.65* 
  IPS –0.20 –5.36*  2.03 –6.49*  –1.56 –3.99* 
Case 4: Total Asia (TA) 
 Model 1: With intercept only 
  LLC –0.82 –4.76*  –1.65 –5.24*  –1.49 –7.73 
  IPS 2.03 –10.3*  0.50 –8.83*  3.09 –7.24 
 Model 2: With intercept and trend 
  LLC 0.50 –3.86*  –0.67 –3.92*  –1.17 –6.76* 
  IPS –0.43 –7.81*  1.09 –7.48*  –0.23 –5.06* 

Notes: FSDI: Financial sector development index; PGDP: per capita economic growth 
rate; SSDI: social sector development index. 
LLC: Levine-Lin-Chu statistics; IPS: Im-Pesaran-Shin statistics; LD: level data; 
FD: first difference data. **Indicates significance at a 1% level; and * indicates 
significance at a 5% level. 
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Table 7 Results of Pedroni panel cointegration test 

 Test 
statistics 

Deterministic 
intercept 

Deterministic 
intercept and trend 

Test 
statistics 

Case 1: East Asia (EA) 
 Panel v-statistics 1.12 [0.13] 8.13 [0.00] 
 Panel ρ-statistics –0.66 [0.25] –4.51 [0.00] 
 Panel PP-statistics –1.09 [0.14] –6.19 [0.00] 
 Panel ADF-statistics 0.35 [0.64] –2.64 [0.00] 
 Group ρ-statistics –1.53 [0.06] –0.33 [0.37] 
 Group PP-statistics –1.84 [0.03] –1.29 [0.09] 
 Group ADF-statistics –1.76 [0.04] –3.12 [0.00] 
Case 2: South Asia (SA) 
 Panel v-statistics 2.09 [0.99] 2.09 [0.38] 
 Panel ρ-statistics –1.17 [0.00] –0.45 [0.91] 
 Panel PP-statistics –1.40 [0.00] –1.12 [0.82] 
 Panel ADF-statistics –0.89 [0.05] –0.25 [0.92] 
 Group ρ-statistics 0.26 [0.00] 0.71 [0.99] 
 Group PP-statistics –0.78 [0.00] –0.49 [0.81] 
 Group ADF-statistics –1.41 [0.00] –0.64 [0.93] 
Case 3: South-East Asia (SEA) 
 Panel v-statistics –0.14 [0.55] –1.61 [0.95] 
 Panel ρ-statistics 0.26 [0.60] 1.02 [0.85] 
 Panel PP-statistics –0.58 [0.27] –0.32 [0.37] 
 Panel ADF-statistics –0.11 [0.46] 0.69 [0.76] 
 Group ρ-statistics 0.79 [0.78] 1.63 [0.95] 
 Group PP-statistics –3.99 [0.00] –3.37 [0.00] 
 Group ADF-statistics –1.31 [0.00] –0.21 [0.42] 
Case 4: Total Asia (TA) 
 Panel v-statistics 1.01 [0.15] –0.23 [0.59] 
 Panel ρ-statistics –0.53 [0.29] 0.16 [0.56] 
 Panel PP-statistics –1.55 [0.06] –2.01 [0.02] 
 Panel ADF-statistics –0.23 [0.41] –0.38 [0.64] 
 Group ρ-statistics –0.16 [0.44] 1.27 [0.89] 
 Group PP-statistics –4.02 [0.00] –3.16 [0.00] 
 Group ADF-statistics –2.48 [0.00] –2.15 [0.00] 

Notes: Variables and regions shown above are defined in the text. Natural log forms are 
used in our estimation. 
Figures in square brackets are probability levels indicating significance. 
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Table 8 Granger causality test results 

Dependent variables Independent variables Inferences 

Case 1: East Asia (EA) 

 ∆FSDI ∆SSDI ∆PGDP ECT  

 ∆FSDI 0.83 2.88* –2.54* PGDP = > FSDI 

 ∆SSDI 1.08 0.03 –0.89  

 ∆PGDP 0.29 0.50 3.17  

Case 2: South Asia (SA) 

 ∆FSDI 0.06 4.74* –2.05* PGDP = > FSDI 

 ∆SSDI 0.88 0.61 –0.89  

 ∆ PGDP 0.19 0.05 –0.07  

Case 3: South-East Asia (SEA) 

 ∆FSDI 7.24* 7.58* –4.31* PGDP = > FSDI 

 ∆SSDI 1.03 2.88* –2.43* SSDI < = > PGDP 

 ∆ PGDP 1.06 0.59 –2.28  

Case 4: Total Asia (TA) 

 ∆FSDI 0.29 14.8* –2.48* PGDP = > FSDI 

 ∆SSDI 0.08 2.96* –6.21 SSDI = > FSDI 

 ∆ PGDP 0.37 1.47 3.17  

Notes: FSDI: Financial sector development index; PGDP: per capita economic growth 
rate; SSDI: social sector development index; ECT: error correction term. 
*Indicates significance at a 1% level; ** indicates significance at a 5% level. 

The study further found unidirectional causality from economic growth to social 
development. This implies that social sector development depends on the level of 
economic growth in a country. These results are consistent with the findings of Goldstein 
(1985), Ram (1985), Strauss and Thomas (1995), Majumdar (1996), Haddad et al. (2003), 
Cutler et al. (2005), Iqbal and Nadeem (2006) and Hosseini and Kaneko (2012). The 
study also found unidirectional causality from financial development to social 
development and therefore supports the findings of Outreville (1999). The estimated 
results of these three findings are supported by the generalised impulse response 
functions (GIRFs), which are very responsive to panel VAR results. 

In brief, the empirical results suggest that financial development and economic 
growth cause each other and that they are very helpful indicators to determine the level of 
social development in a given country. These results are consistent with the assumption 
that well-developed financial sectors may have helped to increase both economic growth 
and social development in the 15 selected Asian countries. 
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Figure 2 Granger causal relations between the variables in East Asia (see online version  
for colours) 
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Notes: FSD: Financial sector development index; SSD: social sector development index; 
GDP: per capita economic growth rate. 
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Figure 3 Granger causal relations between the variables in South Asia (see online version  
for colours) 
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Notes: FSD: Financial sector development index; SSD: social sector development index; 
GDP: per capita economic growth rate. 
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Figure 4 Granger causal relations between the variables in South-East Asia (see online version 
for colours) 
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Notes: FSD: Financial sector development index; SSD: social sector development index; 
GDP: per capita economic growth rate. 
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Figure 5 Granger causal relations between the variables in total Asia (see online version  
for colours) 
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Notes: FSD: Financial sector development index; SSD: social sector development index; 
GDP: per capita economic growth rate. 
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5 Conclusions and policy implications 

Understanding the policy implications of the nexus between financial development, 
social development and economic growth is critical in development economics. Much 
still needs to be understood about the various integrations among these three factors in 
order for policy-makers to make the right decisions about development policy. 

We assume that financial development and economic growth are keys to long-run 
social development – there is, however, some debate about whether they cause each 
other, or they predict the level of social development in the economy. The existing 
literature provides very inconclusive findings, particularly on the causal nexus between 
financial development and economic growth (see, for instance, De Gregorio and Guidotti, 
1995; Hassan et al., 2011). The current study casts some light on this debate by 
investigating 15 Asian countries over the period from 1960 to 2012. 

The findings demonstrate the presence of a long-run relationship between financial 
development, social development and economic growth. A causality analysis confirmed 
the presence of bidirectional causality between financial development and economic 
growth and predicted the level of social development in the panel of 15 Asian countries. 
The policy implications of these empirical findings are clear: if policymakers want to 
promote social development, they should focus on the long-run relationships between 
financial development and economic growth. This requires financial systems that 
function well, particularly in respect of sound financial intermediation and liberalised 
financial indicators such as market capitalisation, the turnover ratio and liquid liabilities, 
all of which are important for the efficient allocation of financial resources, which in turn 
helps to maintain sustainable economic growth and social development in these countries. 

References 
Ahmed, S.M. and Ansari, M.I. (1998) ‘Financial sector development and economic growth: the 

South-Asian experience’, Journal of Asian Economics, Vol. 9, No. 3, pp.503–517. 
Ang, J.B. (2008) ‘What are the mechanisms linking financial development and economic growth in 

Malaysia?’, Economic Modelling, Vol. 25, No. 1, pp.38–53. 
Ang, J.B. and McKibbin, W.J. (2007) ‘Financial liberalization, financial sector development and 

growth: evidence from Malaysia?’, Journal of Development Economics, Vol. 84, No. 1, 
pp.215–233. 

Arestis, P. and Demetriades, P. (1997) ‘Financial development and economic growth: assessing the 
evidence’, Economic Journal, Vol. 107, No. 5, pp.783–799. 

Baldacci, E., Clements, B., Gupta, S. and Cui, Q. (2008) ‘Social spending, human capital, and 
growth in developing countries’, World Development, Vol. 36, No. 8, pp.1317–1341. 

Bangake, C. and Eggoh, J.C. (2011) ‘Further evidence on finance-growth causality: a panel data 
analysis’, Economic Systems, Vol. 35, No. 2, pp.176–188. 

Beck, T. and Levine, R. (2004) ‘Stock markets, banks, and growth: panel evidence’, Journal of 
Banking and Finance, Vol. 28, No. 3, pp.423–442. 

Beck, T., Levine, R. and Loayza, N. (2000) ‘Finance and source of growth’, Journal of Financial 
Economics, Vol. 58, Nos. 1–2, pp.261–300. 

Blackburn, K. and Hung, V.T.Y. (1998) ‘A theory of growth, financial development and trade’, 
Economica, Vol. 65, No. 257, pp.107–124. 

Boulila, G. and Trabelsi, M. (2004) ‘Financial development and long run growth: evidence from 
Tunisia: 1962–1997’, Savings and Development, Vol. 28, No. 3, pp.289–314. 

21



   

 

   

   
 

   

   

 

   

       
 

    
 
 

   

   
 

   

   

 

   

       
 

Calderon, C. and Liu, L. (2003) ‘The direction of causality between financial development and 
economic growth’, Journal of Development Economics, Vol. 72, No. 1, pp.321–334. 

Chaiechi, T. (2012) ‘Financial development shocks and contemporaneous feedback effect on key 
macroeconomic indicators: a post Keynesian time series analysis’, Economic Modelling,  
Vol. 29, No. 2, pp.487–501. 

Christopoulos, D.K. and Tsionas, E.G. (2004) ‘Financial development and economic growth: 
evidence from panel unit root and cointegration tests’, Journal of Development Economics, 
Vol. 73, No. 1, pp.55–74. 

Cole, R.A., Moshirian, F. and Wu, Q. (2008) ‘Bank stock returns and economic growth’, Journal of 
Banking and Finance, Vol. 32, No. 6, pp.995–1007. 

Craigwell, R., Downes, D. and Howard, M. (2001) ‘The finance-growth nexus: a multivariate VAR 
analysis of a small open economy’, Savings and Development, Vol. 25, No. 2, pp.209–223. 

Cutler, D., Deaton, A. and Lleras-Muney, A. (2005) The Determinants of Mortality, Working 
Paper, No. 11963. National Bureau of Economic Research, Cambridge. 

Darrat, A.F., Elkhal, K. and McCallum, B. (2006) ‘Finance and macroeconomic performance: some 
evidence from emerging markets’, Emerging Markets Finance and Trade, Vol. 42, No. 3, 
pp.5–28. 

De Gregorio, J. and Guidotti, P. (1995) ‘Financial development and economic growth’,  
World Development, Vol. 23, No. 3, pp.433–448. 

Demetriades, P. and Hussein, K. (1996) ‘Financial development and economic growth: 
cointegration and causality tests for 16 countries’, Journal of Development Economics,  
Vol. 51, No. 2, pp.387–411. 

Demetriades, P. and Luintel, K.B. (1996) ‘Financial development, economic growth and banking 
sector controls: evidence from India’, Economic Journal, Vol. 106, No. 435, pp.359–374. 

Dritsakis, N. and Adamopoulos, A. (2004) ‘Financial development and economic growth in 
Greece: an empirical investigation with Granger causality analysis’, International Economic 
Journal, Vol. 18, No. 4, pp.547–559. 

Duflo, E. (2001) ‘Schooling and labor market consequences of school construction in Indonesia: 
evidence from an unusual policy experiment’, American Economic Review, Vol. 91, No. 4, 
pp.795–813. 

Goldstein, J.S. (1985) ‘Basic human needs: the plateau curve’, World Development, Vol. 13, No. 5, 
pp.595–609. 

Goodhart, C.A.E. (2004) Financial Development and Growth: Explaining the Link, Palgrave 
Macmillan, New York, NY. 

Graff, M. (2003) ‘Finance development and economic growth in corporatist and liberal market 
economies’, Emerging Market Finance and Trade, Vol. 39, No. 2, pp.47–69. 

Granger, C.W.J. (1988) ‘Some recent developments in a concept of causality’, Journal of 
Econometrics, Vol. 39, Nos. 1–2, pp.199–211. 

Greasley, D. and Oxley, L. (2010) Cliometrics and Time Series Econometrics: Some Theory and 
Applications, Working paper, No. 56, University of Canterbury, New Zealand. 

Greenwood, J. and Smith, B. (1997) ‘Financial markets in development, and the development of 
financial markets’, Journal of Economic Dynamics and Control, Vol. 21, No. 1, pp.145–181. 

Gries, T., Kraft, M. and Meierrieks, D. (2008) Linkages between Financial Deepening, Trade 
Openness and Economic Development: Causality Evidence from Sub-Saharan Africa, 
Working Paper No. 2008-08, Center for International Economics, University of Paderborn, 
Germany. 

Haddad, L., Alderman, H., Appleton, S., Song, L. and Yohannes, Y. (2003) ‘Reducing child 
malnutrition: how far does income growth take us?’, World Bank Economic Review, Vol. 17, 
No. 1, pp.107–131. 

22



   

 

   

   
 

   

   

 

   

      
 

    
 
 

   

   
 

   

   

 

   

       
 

Hassan, K.M., Sanchez, B. and Yu, J. (2011) ‘Financial development and economic growth: new 
evidence from panel data’, Quarterly Review of Economics and Finance, Vol. 51, No. 1, 
pp.88–104. 

Hicks, N.L. (1979) ‘Is there a tradeoff between growth and basic needs?’, Finance and 
Development, Vol. 17, No. 2, pp.17–20. 

Holtz-Eakin, D., Newey, W. and Rosen, H.S. (1988) ‘Estimating vector auto regressions with panel 
data’, Econometrica, Vol. 56, No. 6, pp.1371–1395. 

Hopkins, M. and Van der Hoeven, R. (1982) ‘Policy analysis in a socioeconomic model of basic 
needs applied to four countries’, Journal of Policy Modeling, Vol. 4, No. 3, pp.425–455. 

Hosseini, H.M. and Kaneko, S. (2011) ‘Dynamics sustainability assessment of countries at  
the macro level: a principal component analysis’, Ecological Indicators, Vol. 11, No. 3, 
pp.811–823. 

Hosseini, H.M. and Kaneko, S. (2012) ‘Causality between pillars of sustainable development: 
global stylized facts or regional phenomena’, Ecological Indicators, Vol. 14, No. 1,  
pp.197–201. 

Hsueh, S., Hu, Y. and Tu, C. (2013) ‘Economic growth and financial development in Asian 
countries: a bootstrap panel Granger causality analysis’, Economic Modelling, Vol. 32, No. 3, 
pp.294–301. 

Im K.S., Pesaran M.H. and Shin Y. (1997) ‘Testing for unit roots in heterogeneous panels’,  
Journal of Economics, Vol. 115, No. 1, pp.53–74. 

Im, K.S., Pesaran, M.H. and Shin, Y. (2003) ‘Testing for unit roots in heterogeneous panels’, 
Journal of Econometrics, Vol. 115, No. 1, pp.53–74. 

Iqbal, J. and Nadeem K. (2006) ‘Exploring the causal relationship among social, real, monetary and 
infrastructure development in Pakistan’, Pakistan Economic and Social Review, Vol. 44,  
No. 1, pp.39–56. 

Jalil, A., Feridun, M. and Ma, Y. (2010) ‘Finance-growth nexus in China revisited: new evidence 
from principal components and ARDL bounds tests’, International Review of Economics and 
Finance, Vol. 19, pp.189–195. 

Joliffe, I.T. (2002) Principal Component Analysis, 2nd ed., Springer, New York, NY. 
Jung, W.S. (1986) ‘Financial development and economic growth: international evidence’, 

Economic Development and Cultural Change, Vol. 34, No. 2, pp.336–346. 
Kar, M., Nazlioglu, S. and Agir, H. (2011) ‘Financial development and economic growth nexus in 

the MENA countries: bootstrap panel Granger causality analysis’, Economic Modelling,  
Vol. 28, Nos. 1–2, pp.685–693. 

Ketteni, E. (2007) ‘Is the financial development and economic growth relationship nonlinear?’, 
Economics Bulletin, Vol. 15, No. 14, pp.1–12. 

King, R. and Levine, R. (1993) ‘Finance and growth: Schumpeter might be right’, Quarterly 
Journal of Economics, Vol. 108, No. 3, pp.717–737. 

Levine, A., Lin, C.F. and Chu, C.S. (2002) ‘Unit root tests in panel data: asymptotic and finite 
sample properties’, Journal of Econometrics, Vol. 108, No. 1, pp.1–24. 

Levine, R. (1997) ‘Financial development and economic growth: views and agenda’, Journal of 
Economic Literature, Vol. 35, No. 20, pp.688–726. 

Levine, R. (1999) ‘Law, finance and economic growth’, Journal of Financial Intermediation,  
Vol. 8, Nos. 1–2, pp.8–35. 

Levine, R. (2003) ‘More on finance and growth: more finance, more growth?’, Federal Reserve 
Bank of St. Louis Review, Vol. 85, No. 6, pp.31–46. 

Levine, R. (2005) ‘Finance and growth: theory and evidence’, in P. Aghion and S. Durlauf (Eds.): 
Handbook of Economic Growth, Elsevier Science, pp.1–12, Amsterdam, The Netherlands. 

Levine, R. and Zervos, S. (1996) ‘Stock market development and long-run growth’, World Bank 
Economic Review, Vol. 10, No. 2, pp.323–339. 

23



   

 

   

   
 

   

   

 

   

       
 

    
 
 

   

   
 

   

   

 

   

       
 

Levine, R., Loayza, N. and Beck, T. (2000) ‘Financial intermediation and growth: causality 
analysis and causes’, Journal of Monetary Economics, Vol. 46, No. 1, pp.31– 77. 

Liang, Q. and Teng, J. (2006) ‘Financial development and economic growth: evidence from China’, 
China Economic Review, Vol. 17, No. 4, pp.395–411. 

Lucas, R. (1988) ‘On the mechanics of economic development’, Journal of Monetary Economics, 
Vol. 2, No. 2, pp.3–42. 

Luintel, K. and Khan, M. (1999) ‘A quantitative reassessment of the finance-growth nexus: 
evidence from a multivariate VAR’, Journal of Development Economics, Vol. 60, No. 2, 
pp.381–405. 

Majumdar, K. (1996) ‘An analysis of casual flow between social development and economic 
growth’, American Journal of Economics and Sociology, Vol. 55, No. 3, pp.361–383. 

Manly, B. (1994) Multivariate Statistical Methods: A Primer, Chapman & Hall, London. 
Morand, O. (2005) ‘Economic growth, health and longevity in the very long term: facts and 

mechanisms’, in G. Lopez-Casasnovas, B. Rivera and L. Currais (Eds.): Health and Economic 
Growth: Findings and Policy Implications, pp.239–254, MIT Press, Cambridge, MA. 

Mukhopadhyay, B. (2013) Financial Development, Social Development and Economic Growth: 
Causal Nexus in Selected Asian Countries, PhD thesis, Indian Institute of Technology 
Kharagpur, India. 

Mukhopadhyay, B., Pradhan, R.P. and Feridun, M. (2011) ‘Finance-growth nexus revisited for 
some Asian countries’, Applied Economics Letters, Vol. 18, No. 16, pp.1527–1530. 

Muthu, R. (2006) ‘Social development in Japan: a focus on social welfare issues’, Journal of 
Societal and Social Policy, Vol. 5, No. 1, pp.1–20. 

Newey, W. and West, K. (1987) ‘A simple positive semi-definite, heteroskedasticity and 
autocorrelation consistent covariance matrix’, Econometrica, Vol. 50, No. 3, pp.703–708. 

Odhiambo, N.M. (2010) ‘Finance-investment-growth nexus in South Africa: an ARDL bounds 
testing procedure’, Economic Change Restructuring, Vol. 43, No. 3, pp.205–219. 

OECD (2008) Handbook on Constructing Composite Indicators: Methodology and User Guide, 
OECD Publishing, Organization for Economic Co-operation and Development, Paris. 

Outreville, J.F. (1999) The Relationship between Insurance, Financial Development and Market 
Structure in Developing Countries, pp.53–69, UNCTAD Discussion Paper No. 142, United 
Nations Conference on Trade and Development, Geneva. 

Panopoulou, E. (2009) ‘Financial variables and euro area growth: a non-parametric causality 
analysis’, Economic Modelling, Vol. 26, No. 6, pp.1414–1419. 

Pedroni, P. (1999) ‘Critical values for cointegration tests in heterogeneous panels with multiple 
regressors’, Oxford Bulletin of Economics and Statistics, Vol. 61, No. 1, pp.653–670. 

Pedroni, P. (2000) ‘Fully modified OLS for heterogeneous cointegrated panels’, Advanced in 
Econometrics, Vol. 15, No. 1, pp.93–130. 

Pradhan, R.P. (2011) ‘Financial development, growth and stock market development: the trilateral 
analysis in India’, Journal of Quantitative Economics, Vol. 9, No. 1, pp.134–145. 

Pradhan, R.P. (2013) ‘The determinants of long run finance development: the ARDL bound testing 
approach’, Journal of Social and Management Sciences (forthcoming). 

Pradhan, R.P. and Gunashekar, A. (2013) ‘Finance-growth nexus in selected Asian countries’,  
IUP Journal of Applied Finance, Vol. 19, No. 3, pp.1–17. 

Pradhan, R.P., Dasgupta, P. and Samadhan, B. (2013) ‘Finance development and economic growth 
in BRICS: a panel data’, Journal of Quantitative Economics (forthcoming). 

Ram, R. (1985) ‘The role of real income level and income distribution in fulfillment of basic 
needs’, World Development, Vol. 3, No. 5, pp.589–594. 

Ranis, G. (2004) Human Development and Economic Growth, Yale University Economic Growth 
Center Discussion Paper 887. 

24



Robinson, J. (1952) The Generalization of the General Theory, pp.69–142, in The Rate of Interest 
and Other Essays, Macmillan, London. 

Schultz, T.P. (2005) ‘Productive benefits of health: evidence from low income countries’, 
in G. Lopez-Casasnovas, B. Rivera and L. Currais (Eds.): Health and Economic Growth: 
Findings and Policy Implications, pp.257–285, MIT Press, Cambridge, MA. 

Schumpeter, J.A. (1911) The Theory of Economic Development, Harvard University Press, 
Cambridge, MA. 

Sen, K. (2010) Towards Inclusive Financial Development for Achieving the MDGs in Asia and the 
Pacific, MPDD Working Papers, No. WP/10/07, Economic and Social Commission for Asia 
and the Pacific, Bangkok. 

Shan, J., Morris, A. and Sun, F. (2001) ‘Financial development and economic growth: an egg-
chicken problem?’, Review of International Economics, Vol. 9, No. 3, pp.443–454. 

Sharma, S. (1996) Applied Multivariate Techniques, Wiley, New York, NY. 
Srinivasan, T.N. (1977) ‘Development poverty and basic human needs: some issues’, Food 

Research Institute Studies, Vol. 16, No. 2, pp.11–28. 
Strauss, J. and Thomas, D. (1995) ‘Human resources: empirical modeling of household and family 

decisions’, in J. Behrman and T.N. Srinivasan (Eds.): Handbook of Development Economics, 
Vol. 3A, pp.1883–2023, Elsevier, Amsterdam. 

Streeten, P. (1981) First Things First, Oxford University Press, London. 
Wolde-Rufael, Y. (2009) ‘Re-examining the financial development and economic growth nexus in 

Kenya’, Economic Modelling, Vol. 26, No. 6, pp.1140–1146. 
Yucel, F. (2009) ‘Causal relationships between financial development, trade openness, and 

economic growth: the case of Turkey’, Journal of Social Sciences, Vol. 5, No. 1, pp.33–42. 

25




