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The effective application of mobile robotics requires that robots be able to perform tasks with an

extended degree of autonomy. Simultaneous localisation and mapping (SLAM) aids automation by

providing a robot with the means of exploring an unknown environment while being able to position

itself within this environment. Vision-based SLAM benefits from the large amounts of data produced

by cameras but requires intensive processing of these data to obtain useful information. In this disser-

tation it is proposed that, as the saliency content of an image distils a large amount of the information

present, it can be used to benefit vision-based SLAM implementations.

The proposal is investigated by developing a new landmark for use in SLAM. Image keypoints are

grouped together according to the saliency content of an image to form the new landmark. A SLAM

system utilising this new landmark is implemented in order to demonstrate the viability of using the

landmark. The landmark extraction, data filtering and data association routines necessary to make

use of the landmark are discussed in detail. A Microsoft Kinect is used to obtain video images as

well as 3D information of a viewed scene. The system is evaluated using computer simulations and

real-world datasets from indoor structured environments. The datasets used are both newly generated

and freely available benchmarking ones.
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Die effektiewe toepassing van mobiele robotika vereis dat robotte take moet kan uitvoer met ’n uitge-

breide mate van outonomie. Gelyktydige kartering en lokalisering (GKL) ondersteun automatisering

deur aan robotte die vermoë te verskaf om ’n onbekende omgewing te kan verken terwyl die robot

daartoe in staat is om te lokaliseer binne hierdie omgewing. Visie-gebaseerde GKL trek voordeel uit

die groot hoeveelhede data wat deur kameras gegenereer word, maar vereis intensiewe verwerking

van hierdie data om bruikbare inligting te verkry. In hierdie verhandeling word voorgestel dat, omdat

die opvallende inhoud van ’n beeld baie van die beskikbare inligting saamvat, dit gebruik kan word

om GKL-stelsels wat visuele data gebruik, te bevoordeel.

Die voorstel word ondersoek deur ’n nuwe baken te ontwikkel vir gebruik in GKL. Kernpunte in ’n

beeld word saamgegroepeer volgens die opvallende inhoud van ’n beeld om die bakens te vorm. ’n

GKL-stelsel wat gebruik maak van hierdie nuwe baken word geïmplementeer ten einde die lewens-

vatbaarheid van die gebruik van die baken te demonstreer. Die bakenontginning, datafilter en data-

assosiasieroetines wat nodig is om gebruik te maak van die baken word in detail bespreek. ’n Mi-

crosoft Kinect word gebruik as sensor om videobeelde sowel as 3D-inligting van ’n besigtigde toneel

te verkry. Die stelsel is geëvalueer met behulp van rekenaarsimulasies en werklike-wêrelddatastelle

van binnenshuise gestruktureerde omgewings. Die datastelle wat gebruik word, bestaan uit beide nuut

gegenereerde en vrylik beskikbaar toetsdatastelle.
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CHAPTER 1

INTRODUCTION

In the first quarter of 2012 it was announced that Amazon.com would purchase Kiva Systems Incor-

porated for $775 million. Kiva Systems is a company that specialises in improving the efficiency of

distribution centres through the use of multitudes of mobile, autonomous robots [1]. The transaction

was by far one of the largest investments by a commercial entity into the recently emerged research

field of service robotics. The investment signified a change in how robots were perceived. Before,

robotics had been seen as an isolated science, restricted to research laboratories or assembly lines.

The research field was now viewed as dynamic and maturing, with real-world applications for the

present. Furthermore, the transaction highlighted the potential value of the innovative implementa-

tion of extensively automated robots.

Providing mobile robots with the capacity to operate autonomously is a difficult and extensive prob-

lem. The research described in this dissertation investigates how visual data and specifically the

concept of saliency could be used advantageously in the automation of mobile robots. The context

of this problem is presented in this chapter, as well as the specific focus for which a solution was

formulated. The approach used to develop a solution is also presented. Finally, the condensed layout

of the rest of the dissertation is given.

1.1 PROBLEM STATEMENT

1.1.1 Context of the problem

Robotic tasks are often defined as dull, dangerous or dirty. Robots can operate in environments which

would be hazardous or even lethal to humans, such as the depths of the ocean or on the surface of
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Chapter 1 Introduction

Mars. Robots are capable of tirelessly performing the same, repetitive task with a far lower rate of

failure than humans. Industrial robotics have played a significant role in improving manufacturing

and have turned factories into efficient, adaptable and safe production facilities. However, these

facilities still require that the operational space of the robots be highly restricted and controlled,

with most of the robots statically mounted. For robots to develop and become even more useful,

it is necessary to endow them with the capacity to operate alongside humans in the dynamic and

uncontrolled environments humans inhabit. In short, robots need to become more autonomous and

capable of self-navigation.

One of the requirements for the realisation of complete autonomy in mobile robotics is the capabil-

ity of robots to determine their position within an environment. Global positioning satellite (GPS)

systems have been used for such localisation, however a GPS signal can be lost or be completely

unavailable [2], such as in an underground or indoor environment. Dead reckoning systems, based

on inertial measurement units (IMUs), encoders, visual odometry or registration techniques, have

been used to overcome this problem, but suffer from drift due to error accumulation [3]. A way in

which to overcome this problem is to record a history of what a robot has sensed within its envi-

ronment and to localise the robot in terms of this record. A known map of an environment would

simplify the application of this method. Unfortunately, creating such a map for use by a robot is time-

consuming or impractical in cases where the robot must explore an unknown environment. Therefore

autonomous robotics requires that the problem of simultaneous localisation and mapping (SLAM) be

solved.

The identification of unique points of interest in an environment, or landmarks, from sensory data

enables a robot to create a concise, short-hand map of the environment. The first tractable solution to

the problem of SLAM is presented in [4], where the positions of the robot and landmarks are described

using a probabilistic framework. The correlation between the estimates of the positions are quantified

through the use of a covariance matrix. Estimates of the landmark and robot positions can thus be

refined as the robot continues to move and gain more information about its environment.

To implement SLAM, a robot must have access to a sensor that produces data which relates to the

environment. Visual sensors are well suited to robotic applications in view of their relative low cost,

low weight and the high rate of data that cameras can generate. The disadvantage of these sensors is

the large amount of processing that is required to convert the data into useful information.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria
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Chapter 1 Introduction

1.1.2 Research opportunity

As will be seen in Chapter 2, much research has been conducted with regard to the development

of vision-based SLAM systems. However, most of these approaches are limited to using landmarks

based on point features and choose to filter out vast amounts of data that are present in images.

Information sources such as colour, edge composition, texture variance and the relationship between

pixels all influence how humans identify what regions of an image are important. If the ability of

humans to effortlessly identify such salient regions within an image, which can be seen as a distillation

of all these information sources, could be synthesised by robots, it could lead to an improvement in

the application of SLAM and thus in the automation of robots.

1.2 RESEARCH OBJECTIVE AND APPROACH

The research objective was to investigate how saliency, a concept which arises naturally from an

image for human beings, could be used to realise a vision-based SLAM system for use in different

types of robots. Several questions were raised by this objective:

• How should the saliency of an image be determined in an efficient manner?

• How can the definition of a landmark make use of the salient content of an image?

• How should the landmark-handling routines of a SLAM system be implemented?

• Identifying regions allows for the use of groups of features as landmarks. Would this be more

beneficial than using single features?

• How should the implemented SLAM systems be evaluated to determine whether an improve-

ment was realised?

The approach that was used to answer these questions was to implement a general-purpose SLAM

system, using a Microsoft Kinect, and then to define a landmark and the landmark-handling modules

based on this system. The Kinect was used, not as a point cloud generating device, but as a means to

relate visual data directly to 3D spatial information. The use of the Kinect allowed the focus of the

landmark development to be the use of saliency as opposed to the inference of 3D information.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

3
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1.3 RESEARCH CONTRIBUTION

The most important contribution was the new methodology developed for the extraction of reliable,

differentiable landmarks from visual data, thereby improving robot localisation from a map within

a local window. The core idea of this new method was that by grouping individually sensed image

features into larger landmarks the system would be less affected by the observational noise of each

feature. Features were grouped according to a saliency map of the video image, which indicated

regions in an environment that were rich in visual features. If a static environment could be assumed,

these salient regions would also remain consistent.

Another contribution was the new dataset that was generated for evaluation purposes. The new dataset

can in future be used as a comparative test bench for new SLAM implementations. The dataset

contains data from several sequences where the Kinect was moved along a specific path a number of

times. The data comprises camera images from the Kinect together with the ground truth positions

of specific positions along the path. A short study on SLAM evaluation methods is presented, which

can guide future researchers in defining test protocols.

1.4 OVERVIEW

A literature study was conducted to investigate the current state of research of the SLAM problem,

with special attention given to vision-based solutions. A summation of this study is given in Chapter 2.

The pre-existing theory used to implement the SLAM system and particularly the saliency detection

methods is presented in Chapter 3. The development of the landmark and the components required

to implement the SLAM system that used this landmark is shown in Chapter 4, which also contains

details on how the Kinect sensor was used and the software environment used. The complete SLAM

system was tested to determine the accuracy and success of the implementation. The experimental

methodology, results and interpretation of these results are detailed in Chapter 5. Chapter 6 contains

a summary discussion of the system, system limitations and ideas on how the work can be improved

upon and extended.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria
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CHAPTER 2

LITERATURE STUDY

2.1 CHAPTER OVERVIEW

In this chapter the development of SLAM to become an almost ubiquitous solution to the problem of

robot localisation in an unknown environment is shown. First the fundamental difficulty of solving

SLAM is discussed, after which different approaches to solving SLAM are investigated, highlighting

the use of visual data where appropriate. Thereafter the way in which the intended operational envi-

ronment and available robot vehicle and sensors influence how SLAM is implemented is discussed.

Finally, the use of features in visual SLAM is investigated, as well as how saliency detection can be

incorporated into a vision-based SLAM system.

2.2 APPROACHES TO SOLVING THE SLAM PROBLEM

As has been argued in the introduction, the localisation of a mobile robot and mapping of the sur-

rounding environment are two problems that must be solved to realise independent robot operation.

Each of these problems on its own can be solved given the solution to the other. In a known en-

vironment a robot can be localised by determining the relative position of the robot with regards to

the known positions of landmarks within the environment. Conversely, if the position of the robot is

known, a map can be created of the surroundings by determining landmark positions relative to the

robot. Each of these scenarios limits the scope in which robots can be used to environments that have

been mapped beforehand or where exact localisation information is continuously available. Therefore

the two problems must be solved simultaneously. Two common approaches to solve SLAM is to use

either landmarks or scan-matching.
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Chapter 2 Literature study

2.2.1 Landmark-based SLAM

The classical approach to implementing SLAM [4] is to use an estimation algorithm to keep track of

the pose of the robot together with the sensed positions of environmental features, or landmarks, in a

state vector. With landmark-based SLAM the accurate detection of correspondences between newly

extracted landmarks and previously mapped landmarks is vital to the success of the implementation.

Landmark-based SLAM requires the reliable identification of landmarks within a large set of data

and the accurate matching of newly detected landmarks to previously mapped landmarks. The benefit

of this method is that the memory and computational requirements of the core SLAM estimator are

decreased as the state vector does not have to encompass all of the sensed environmental data. On

the other hand, preprocessing of the data is required to extract the landmarks, which adds to the

overall computational expense of the system. Another disadvantage of landmark-based SLAM is that

it is more difficult to implement in an outdoor environment as it is more difficult to find suitable

landmarks. The extended Kalman filter (EKF) framework is commonly used as estimation algorithm

in landmark-based SLAM [5].

The assumption that the error of the pose and landmark estimates will diverge over time reduced the

expected applicability of landmark-based SLAM. In [6] it is proven that the positional estimates will

converge to a lower bound error dependent on the error of the first observation as landmarks are re-

observed and new landmarks are detected. The formulated proof, albeit for the restricted case of a

two-dimensional vehicle, has guaranteed a continued interest from the research community in SLAM

as a vital component in the overall automation of robots.

2.2.2 Scan-matching SLAM

An alternative approach to landmark-based SLAM is trajectory tracking or scan-matching SLAM

[7], where the state vector consists of the current and past poses of the robot. Each recorded pose

has an associated set of sensory data. These data scans are typically 2D laser scans or 3D point

clouds. The scans are then matched and merged to form the required map of the environment. The

matching process, or registration, provides an approximation of the robot pose. The best estimate of

the positions that generated the sensor inputs then forms a non-linear optimisation problem [8].

An important part of registration is first to determine the corresponding points in the data scans that

are to be matched. The most commonly used registration algorithm is iterative closest point (ICP)
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[9] where correspondences are found using nearest neighbour matching. If an initial estimate of the

pose approximation to be determined can be provided, the computation time and pose error can be

decreased. In [10] the 3D coordinates of visual features, matched using a normalised cross-correlation

algorithm, were used to produce such an initial estimate. In [11] a stereo camera system was used

instead of a laser scanner to produce a 3D point cloud. Each 3D point was easily identifiable not only

by its spatial position but also by a visual descriptor. A descriptor can be viewed as the condensing

of the local image information surrounding a pixel. As can be seen, the use of visual information can

be beneficial to finding a solution to a 3D spatial problem.

The grouping of singular data points into larger, more complex forms, is investigated in [12]. Here

singular points were grouped into planar patches and used in a planar-adapted ICP. The advantage of

this approach is that the size of the data is reduced (from 100 000 points to 150 planes, on average)

and that more information, namely the orientation of the plane, is available to identify each data

entry.

2.2.3 Combination of approaches

The use of particle filters to track multiple hypotheses of possible robot trajectories together with as-

sociated mapped landmarks can be interpreted as a combination of the scan-matching and landmark-

based SLAM approaches. Much success has been achieved by using a Rao-Blackwellized particle

filter, as seen in the FastSLAM implementation [13]. Even though this method is more robust against

incorrect matching of landmarks, such errors should still be avoided. The method can still benefit

from improved landmark formulation.

A recent implementation [14] can also, in a simplified manner, be seen as a combination of scan-

matching and landmark-based SLAM approaches. In this implementation the overall motion was

separated into smaller local windows, where landmarks were detected and matched to form the best

estimate within each window. The motion between windows then formed a separate estimation prob-

lem to solve.

For the SLAM implementation that was developed as part of this research, landmark-based SLAM

was used, as the impact of the developed landmark was more apparent than with scan-matching

SLAM. However, many of the methods and routines that have been developed, be it the grouping of

features into more complex landmarks or the use of visual feature descriptors, can be applied to aid
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in finding correspondences for the registration process on which scan-matching SLAM is reliant, or

any combination of approaches.

2.3 SLAM IMPLEMENTATION CONSIDERATIONS

The development of a new landmark is dependent on the SLAM algorithm to be used. For the design

of the algorithm a number of factors need to be considered, such as the type of robot to be used, the

sensors available to the robot and the environment in which the robot will operate. The choice of

estimation algorithm that is used is also influenced by these factors.

2.3.1 Environment

SLAM was first developed for application in a highly controlled indoor environment. As the ca-

pabilities of SLAM were expanded, it was implemented in vehicles intended for outdoor environ-

ments [2, 3, 15]. Outdoor environments usually require a greater area to be mapped, which entails

an increase in the number of landmarks to be processed. More landmarks leads to an increase in

computation expense and memory usage. Outdoor landmarks are also harder to detect because the

environment is less structured and distinct. A landmark for such an environment must be less depen-

dent on geometric features and more adaptable to changing scenery. Although the developed system

was not designed for an outdoor environment, it was deemed useful to include such considerations in

the design of the landmark to promote future applications of it.

2.3.2 Vehicle type

SLAM has been implemented in the navigation and automation of various types of robotic vehicles.

These vehicles include ground-based wheeled vehicles [15], small fixed-wing unmanned aerial vehi-

cles (UAVs) [2, 16], rotor-wing UAVs [3], autonomous underwater vehicles [17] and blimps [18]. In

[19] a vision-based SLAM implementation was tested on a humanoid robot, though it was not specif-

ically designed for it. The implementation in [19] is interesting because the system utilised a constant

velocity movement model, which is not reliant on any additional sensors other than the camera used.

The system can therefore easily be adapted for use by any type of robot.
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2.3.3 Sensors

Irrespective of the approach used, SLAM relies on the establishment of correspondences between sets

of data produced by exteroceptive sensor. The manner in which these correspondences are obtained is

dependent on the type of environmental sensory information a robot receives. Some sensors that have

been used in SLAM implementations are laser scanners [5], sonar sensors [20], infrared (IR) cameras

[21] and time-of-flight (ToF) cameras [22].

Standard cameras are also used to implement SLAM. Vision-based SLAM systems requires the large

amount of data produced by cameras to be processed into usable information. The extraction of

the landmark depth information from images is an especially challenging problem that requires an

accurate and efficient solution. Two methods are typically used to obtain depth data from visual data,

monocular vision [19] and stereo vision [23].

A single image from a camera only provides bearing data and cannot be used to provide depth in-

formation of landmarks [16]. Monocular depth perception uses a sequence of images from a single

camera and the concurrent vehicle movement to determine the distance to a landmark. A very ef-

fective implementation of monocular vision is shown in [19] where an active vision approach was

used with a mobile camera head. Stereo vision overcomes the inability of a single camera to provide

immediate depth information. The method uses two or more cameras with an offset in position and

angle to provide depth information of detected features. Stereo vision is a simpler process, as the off-

set is fixed and robot positional information need not be included to determine the offset in images. A

system that used an active vision approach while using a stereo vision camera configuration is shown

in [24].

The most direct way in which to obtain 3D data is to use a 3D laser scanner [25]. Such scanners that

are capable of capturing 3D data in a single scan are usually heavy and expensive. An alternative is

to mount a 2D laser scanner onto an actuator and then to combine a number of 2D scans into a point

cloud [5, 12, 26]. Stereo vision usually produces a cloud that is not as dense as that of a laser scanner

because only points of interest within an image are incorporated into a point cloud.

With the release of the Microsoft Kinect [27] an inexpensive, fast 3D sensor is available for use in

robotics. The Kinect, shown in Figure 2.1, can be viewed as a combination of a 3D sensor and a

standard camera. The Kinect consists of a normal colour camera, an IR laser and IR receiver. The
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Kinect extracts depth data from a scene by projecting a set pattern into the scene using the IR laser.

The receiver then records the reflected pattern and from the deformation in the pattern the Kinect is

then able to determine the spatial distribution of the points within the environment [28]. The Kinect

is able to produce data at a rate of 30 frames per second with a spatial resolution of 3 mm and a depth

resolution of 10 mm. One of the limitations that the Kinect suffers from is that depth measurements

are only accurate within a small range band, between 0.8 m and 3.5 m. The Kinect has already

been used by a number of visual odometry systems [29] and in the RGB-D SLAM implementation

[30].

Figure 2.1: Microsoft Kinect. The first circular recess on the left houses the IR laser, the second

recess the standard video camera and the third the IR receiver.

Robot systems are often equipped with proprioceptive sensors that provide information on the condi-

tion of the robot itself. These sensors can be used by a SLAM algorithm to improve the estimation

accuracy further. Proprioceptive sensors that have been used include GPS receivers [31], IMUs,

barometers [3] and wheel encoders. The disadvantage of SLAM systems using these sensors is that

the systems are restricted to robots equipped with these sensors and to environments in which these

sensors can function; GPS is not available underground and tracked (tank-tread) robots do not provide

useful odometry data.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

10

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 2 Literature study

2.3.4 Estimation algorithm

A robot will typically have access to several sources of positional information: the various sensors,

the map being generated and various mathematical models of the robot. The combination of all of

these sources using a probabilistic filter is advantageous and often required because the filter can then

be used to determine the best positional estimates of the robot and landmarks. There are various types

of probabilistic filters that can be used.

The EKF has been used in many implementations and in many variations [15, 16, 18, 32]. The

filter has become a standard in the SLAM research community. Using it in the development of the

SLAM system has allowed more attention to be paid to the design of the landmark. The greatest

drawback of the EKF is the inherent inaccuracy due to the use of linearised dynamic and observation

models. Another disadvantage is the quadratic increase in computational expense as more landmarks

are included in the map. The latter problem can be overcome by using efficient map management

methods, reducing the number of landmarks processed for each cycle.

As more accurate positional estimates were desired, researchers began to investigate the use of par-

ticle filters in SLAM. Particle filters are able to process more complicated observation and dynamic

models. As has been mentioned, a popular particle filter based algorithm is the factored solution to

SLAM, or FastSLAM [13]. One of the advantages of this algorithm is that the computational expense

does not increase as much as EKF SLAM as the number of landmarks increased. The disadvantage

of FastSLAM is that the positional uncertainty is underestimated as time elapses. In [33] it is shown

that FastSLAM is not consistent in the long term owing to the necessary deletion of particles and the

resultant loss of historical pose information. However, the implementation is regarded as useful in the

short term as part of a larger navigational system.

There are also many other estimation algorithms that have are used to solve SLAM. One of these is the

extended information filter (EIF) [17]. The use of the filter produces a naturally sparse information

matrix, which eases the computational and memory problems associated with SLAM implementa-

tions. The covariance matrix is not explicitly used but is incorporated in the information matrix. A

problem of the EIF is that recovery of the covariance matrix, often used for data association and other

purposes, is cumbersome and computationally expensive. Another interesting approach is the use

of an artificial neural network, based on the computational model of a rodent hippocampus, as an

estimation algorithm in [34]. The algorithm was shown to map an entire suburb effectively.
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2.4 LANDMARK DEFINITION AND EXTRACTION

In most of the literature pertaining to SLAM the terms feature and landmark are used interchangeably

because a landmark is usually defined as a singular detected feature. As interest points within an

image are also referred to as features in computer vision terminology, it was decided not to equate

these terms in this dissertation, as this can lead to ambiguity. The term feature is used to refer to

visual points of interest and the term landmark is used to refer to the already processed spatial point

or region mapped by the SLAM system.

Landmark extraction refers to the process in which features are detected in large batches of sensory

data and processed for use in SLAM. Examples of features often used include interesting and unique

points, or keypoints, in images or corners in laser scans. Data association of landmarks refers to

the process through which the correspondence between previously mapped landmarks and newly

detected landmarks is found. The process can involve using information on the underlying features

and the distance between computed landmark spatial positions. Accurate data association enables

a SLAM system to correct any drift that has accumulated as a result of previous estimation errors.

Sometimes the drift is too large (because of a very large distance travelled) and data association fails.

The described scenario is referred to as the loop closure problem. In such cases additional methods

are used to find correspondences. Although vision has been used to accomplish this goal [35], it was

decided to restrict the implemented system to only methods based on the developed landmark.

The landmark definition determines how both landmark extraction and data association can be con-

ducted. As a Kinect is a source of both visual and 3D data, the rest of this section pertains to landmarks

extracted from these types of data.

2.4.1 Landmarks from 3D data

There are a number of geometric shapes that have been used as landmarks in 3D SLAM. Of these

shapes, planes have been used the most often [5, 36]. The symmetries and perturbations model

(SPmodel) is a structure that enables the use of multiple types of landmarks in the same state vector

[37]. The SPmodel was used in [38] to manage lines, in [5] to track planes and in [39] to keep

track of planes, spheres and cylinders. A very similar structure to SPmodels was used in [40] where

landmarks, initially sensed as points, were grouped into more complex geometric structures. The

system extracted line and plane structures from the detected landmark points. The points that formed
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part of each structure were replaced with a reduced coordinate that described their position within

that structure: a 1D coordinate if the point was part of a line or a 2D vector if it was part of a plane.

The advantage of grouping landmarks in this way is that the cross-correlation of the landmarks is

increased while the size of the state vector is reduced.

When fitting data to predefined geometric models a fitting bias is introduced into the system [41].

Furthermore, points are ignored that do not fit the model but that can provide useful information on

the environment. A landmark-based approach that avoided using geometric models is presented in

[41]. Locally interesting or salient regions were identified based on the entropy, change in statistics

and the size of all regions. Clumps of data that surrounded these regions were used as landmarks.

In this manner the problems of a geometric model were avoided while a repeatable and uniquely

identifiable feature was still defined.

2.4.2 Feature detection for 3D data

The Kinect presents the opportunity to combine visual feature detection techniques and 3D point

cloud data in innovative ways. The combination of different fields of research is desirable, as the

experiences obtained in computer vision can be transferred to the relatively new field of 3D point

cloud processing. In [42] 2D corners were detected in an intensity image generated by a ToF camera

for SLAM. Corners at the edge of occlusion boundaries that would have led to inconsistent landmarks

were then detected and discounted. Various other possibilities have also been investigated. In [43] a

point cloud was compressed into a range image, which allowd for the detection of normally aligned

radial features. Regional point descriptors have also been used, which are feature descriptors that are

calculated directly from the 3D data [44]. In [36] the extracted planar patches were large enough to

allow 2D computer vision techniques to be carried out on these patches.

2.4.3 Landmarks from visual data

Generally speaking, vision-based SLAM uses computer vision techniques to find distinguishable fea-

tures in an image that are then tracked in landmark-based SLAM or are used as correspondence points

in scan-matching SLAM [11]. The benefit of identifying interest points (or shapes) within large sets

of data is that the memory and computational requirements of subsequent processes, such as the es-

timation algorithm, are decreased owing to the reduced amount of data that needs to be processed.

However, to extract the features requires additional processing of the data, which adds to the overall
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computational expense of the system. Visual features that have been used as landmarks in SLAM

implementations include the Harris corner [3, 18, 32], scale-invariant feature transform (SIFT) [21],

speeded up robust features (SURF) [17] and Lucas-Kanade optical flow [45].

For most of the methods mentioned above the landmarks consist of only those visual features and

are extracted using the standard detection algorithms for those features. In [19] the landmark was

augmented by additional extraction of an image patch centred on a detected corner. The positional

estimates of the features were then used to predict where the corner would be visible in subsequent

frames. An image patch of the expected corner position was then transformed using the positional

information of the robot to maximise the chances of matching the previously mapped landmark.

The described method and results in [19] show that there is benefit in using more complex land-

marks.

As SLAM is a computationally expensive process, reducing the number of landmarks that need to

be handled will often lead to a reduction in computation time and an improvement in the accuracy

of the estimates. For vision-based SLAM implementation, point features can be grouped together to

make use of the geometric relationships between the features to improve feature detection, matching

and tracking. In [46] groups of SIFT keypoints called fingerprints were used as a way to identify

sub-maps in a global map, which improved mapping efficiency. Groups of multiscale Harris corners

were matched in [18] and more corners were matched based on the predicted position of these corners

relative to the matched group. Groups of visual features were used in [47] and [48] to identify and

recognise objects used as landmarks in SLAM. Object recognition requires the isolation of regions

possibly containing objects and in [48] saliency detection was used to find such regions.

2.5 SALIENCY DETECTION

When presented with an image, humans are typically capable of automatically and quickly identifying

people, objects or shapes that stand out from the rest of the image. The quality of regions within

an image to draw the attention of a viewer naturally is defined as saliency. The isolation of salient

regions within a viewed scene aids humans when dealing with the large amount of information present

by restricting the area on which higher-level cognitive processes need to be enacted [49]. Saliency

detection can also help robots utilise visual sensors more efficiently in a similar fashion. Furthermore,

having robots respond to the same visual cues as humans can facilitate better interaction between

robots and humans [50].
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The saliency content of an image is often represented as a saliency map. The map indicates the spa-

tial location of salient regions within an image. An example can be seen in Figure 2.2. A taxonomy

of the saliency methods reviewed can be seen in Figure 2.3. In general, there are two approaches

to computing a saliency map. The first is the bottom-up approach, where regions are identified as

conspicuous because of the unusual (in a local sense) occurrence of low complexity image charac-

teristics, for example colours and edges. The second is the top-down approach where an image is

analysed and saliency is assigned according to criteria based on the intended application. Frequency-

based approaches can be seen as an extension of the bottom-up approach, as these methods still aim

to implement task-independent saliency detection.

(a) (b)

Figure 2.2: (a) Input image. (b) Saliency map. The map indicates the location of salient regions

within an image, with brighter regions having a higher saliency value.

2.5.1 Top-down approaches

An example of top-down saliency detection can be seen in [51], where the intended application was

the detection of faces or hands. The purpose of the saliency map was to aid in the isolation of

regions most likely to contain the type of object. Principal component analysis (PCA) was applied

to a large dataset of examples of the target object class to obtain a feature vector best describing the

class. Regions within the image were then defined as salient based on probabilistic density estimates

computed using the feature vector. A saliency map showing the possible location of people was

generated in [52], also using a feature vector obtained through PCA. Here the visual context of a

scene, or where people were most likely to be found within an image, was used to improve the

results of a local or bottom-up saliency detection method. In both [51] and [52] the aim was the

detection of a class of object. Landmarks defined as belonging to a specific object class will restrict
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Figure 2.3: Taxonomy of saliency methods reviewed.

the accompanying SLAM implementation to areas where the type of object is commonly expected to

be found.

2.5.2 Bottom-up approaches

Saliency detection methods based on the bottom-up approach are typically stated to be inspired by

the biological study of primate vision. Primate saliency detection is often ascribed to the differences

detected in the foveal (focused) and peripheral vision [53]. Such peripheral-foveal vision can be
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imitated by using two types of cameras [50] or by using difference of Gaussian (DoG) and Gabor

filters (which operate on differences of scale) when extracting features [54]. Parallel computation

[55] and combination of low-level features [53] to form a saliency map are also based on biological

modelling.

Typical bottom-up saliency detection consists of three steps [55]. The first step is the extraction

of low-level features and characteristics from images. The second step is the translation of these

features into an activation map. The third step is the combination of several activation maps into a

final saliency map. The final step is only applicable if more than one activation map is used, which

is often not the case, as seen in [56], [57] and [58]. As the first two steps are almost always used in

bottom-up saliency detection methods, only the presence of activation map combination is used to

further classify bottom-up methods in the taxonomy shown in Figure 2.3.

In [53] activation maps based on colour, intensity and orientation were generated and then combined

into a single saliency map. The saliency of each pixel was determined in [56] by evaluating a posterior

probability model based on only the colour contrast between semi-local windows in an image. As

only one feature was used, there was no combination step. In [59] it is argued that face detection

should form a separate activation map, as humans have a natural tendency to be drawn to real or

perceived faces. An auditory activation map was combined with a visual activation map in [60] to

produce a saliency map used to determine the gaze direction of a robot head. Spatial and temporal

features were combined in [61] to find salient regions in videos. In [48] SIFT features, contours, hue,

saturation and intensity information were combined into a saliency map. Rectangular salient regions

were expanded to encompass whole objects, which were then used as landmarks to complement an

IR scanner grid-based SLAM implementation.

Various combination strategies are investigated in the literature. In [62] activation maps with a greater

composite saliency indicator, based on the compactness and density of salient regions, were weighted

more heavily before combination. Activation maps that were too dissimilar to other maps were not

used at all. Markov chains were used in [55] to combine activation maps, with the similarity and

saliency between pixels in different activation maps used as edge weights. A winner-takes-all neu-

ral network is proposed in [63] to combine activation maps. The resultant saliency map was used

to direct the movement of a robot head. In [54] several strategies were investigated and two meth-

ods based on non-linear normalisation were found to provide the best performance while retaining

generality.
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There are a number of disadvantages to bottom-up saliency detection. Firstly, the choice and number

of features to use are not directly apparent. As stated in [62], a single feature might not be robust

enough while using an increasing number of features will not necessarily result in a better solution.

Secondly, the extraction of features and generation of numerous activation maps can be computa-

tionally expensive. Thirdly, the optimal manner in which feature maps should be combined is not

obvious, as the relative importance of features is difficult to determine.

2.5.3 Frequency-based approaches

An analysis of the frequency spectrum in which several saliency detection methods, most of which

are bottom-up methods, operate is shown in [57]. Most of these methods are shown not to utilise the

full image spectrum, resulting in saliency maps that typically identified only the edges of objects. A

DoG filter was formulated with the specific aim of utilising the full spectrum and was used to produce

saliency maps covering the whole area of objects viewed.

2.5.3.1 SR saliency detection method

Another frequency-based approach is the spectral residual (SR) saliency detection method [58]. The

method was developed as a preliminary segmentation routine for an object detector. As it was required

that the object detector be expandable to new types of objects, the method could not rely on the

features of any specific object class. The bottom-up approach proposed in [53] was deemed unsuitable

as it was too computationally expensive and because it was dependent on the shared image features

of salient regions.

The novel approach used in [58] to formulate a task-independent saliency detector was to investigate

what ascribed to a region the quality of not being salient. In other words, it was attempted to determine

what made a region a part of the background of an image. Images were theorised to be generated by

predictable probability distributions. The information in images could then be defined as consisting of

an innovative (salient) component and a redundant (background) component. The latter corresponded

to the statistically invariant properties present in all images.

The logarithm of the amplitude spectrum, or log spectrum, of an image is often used in the study of

the underlying statistics of scenes. In [58] the log spectra of a large number of images were studied

and it was found that there existed a general trend in the average of these log spectra. The similarity
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between the spectra was regarded as the redundant component contained within all images, while

the deviations from this general trend in each individual image were seen as part of the innovative

component. If the general trend was removed from the spectrum of an image, it was postulated that the

SR produced would contain the innovative or salient content of the image. As the general trend could

be interpreted as an averaging of a large number of log spectra to remove the individual deviations,

the redundant component was approximated by the convolution of the log spectrum of an image with

a local averaging filter. To generate a saliency map, the input signal was first "reconstructed" using

the original phase spectrum and the computed SR as the magnitude of the signal. Thereafter the

square of the magnitude of the saliency image was blurred using a Gaussian filter to produce the final

map.

A comparison between the SR saliency detection and the bottom-up approach described in [53] is

shown in [58]. Saliency maps were computed for both methods for a number of images and com-

pared to human produced saliency maps. The SR saliency detector was found to be fifteen times

faster and produced maps more closely aligned to the human produced maps than the bottom-up ap-

proach. Test results from [57] also showed that the method was faster than several other bottom-up

approaches.

One of the advantages of the SR saliency detection method that can be of great benefit to a landmark

extraction routine is that it does not require a complex activation map combination strategy, reducing

the number of parameters that need to be set. Furthermore, it is fast. For these reasons it was used

in the design of an object-searching robot in [50]. The robot employed the SR method together

with structure from stereo, object recognition and FastSLAM to create a map of object locations in

a previously unknown environment. Usually, SR saliency detection is only applied to the intensity

(grey-scale version) of an image. Here it was also applied to the colour channels of an image. In [64]

it is argued that saliency should be based on both shape-distinctiveness (normally detected in intensity

images) and colour-distinctiveness to improve the information content of saliency maps.

2.5.3.2 PFT saliency detection

In [65] it is argued that the generation of a frequency-based saliency map as described in [58] only

requires the phase spectrum of the input image. Various one dimensional waveforms were analysed

to investigate this claim. Reconstruction of a waveform consisting of a single square wave pulse using

only the phase spectrum of the signal showed a peak disturbance at the location of the original rising
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edge of the pulse. A similar reconstruction of a uniform sinusoidal waveform showed no such obvious

disturbance. From these observations the deduction was made that locations within a signal that were

less homogeneous in comparison to the rest of the signal resulted in greater disturbances at the same

location in the phase spectrum reconstruction of the signal. The signal reconstruction method used

was based on the one presented in [58].

Based on these observations, a Phase Fourier transform (PFT) saliency detection method was devel-

oped. The method was very similar to the SR method, except that the input image spectrum was

normalised to set the amplitude spectrum to one so as to maintain only the phase spectrum during

the reconstruction of the input image to form the saliency map [66]. In [65] a comparison of the

saliency maps produced by the two methods showed that the maps are remarkably similar, with the

PFT method map produced in a third of the time of the SR map. Another advantage of the PFT

method was that, because it did not require the averaging filter for the approximation of the image

redundant component, it had one less parameter to set.

2.5.3.3 PQFT saliency detection

The final goal of the work presented in [65] was the development of a spatio-temporal saliency de-

tector for use in the analysis of video. The detector was developed by extending the PFT method

to use both the colour and motion information present in video. Image pixels were represented as

quaternions composed of intensity, a motion value and two colour opponency pairings. The phase of

this quaternion image was then obtained using a quaternion Fourier transform and a saliency map was

generated using the same methodology as the PFT and SR methods.

A performance comparison of the SR method, the PFT method and the newly developed phase quater-

nion Fourier transform (PQFT) method as well as the bottom-up method developed in [53] is pre-

sented in [65]. The frequency-based methods were all faster and detected more correct objects than

the bottom-up method. The PQFT was shown to be the best at detecting salient objects, but was

slower than both the SR and PFT methods. However, the PQFT still outperformed the bottom-up

method when white-coloured noise was added to the test images while the SR and PFT methods

both failed during this test. As the last test showed, the incorporation of colour-distinctiveness into a

saliency detector did improve performance, as argued in [64].
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The frequency-based methods that have been discussed are ideal as a basis for a SLAM landmark

extraction routine because the methods provide good region of interest extraction capability at fast

speeds. The latter feature is important because, given the complexity of a SLAM system, it is desir-

able to reduce computational expense throughout the system. The PQFT, although slower, is still a

viable candidate because of the additional robustness gained from the inclusion of colour informa-

tion. However, the PQFT method had to be adapted before it could be used. The motion feature used

by the PQFT method served to highlight regions that were subject to distinctive change across video

frames. For landmark extraction, it was more important to find regions that remained stable between

frames. Therefore the motion feature was set to zero as suggested in [65] in the application of the

method.

The salient regions detected by the described frequency-based methods are stated in [58] to form

proto-objects as defined in [49]. Proto-objects are defined as the combination of low-level features

rapidly detected by a human viewer. Such a proto-object is not stable in space and time and is

continuously replaced with newly formed proto-objects. Proto-objects are said to draw the attention

of the viewer and through longer study can be perceived as solid objects and become coherent in space

and time. In a similar fashion, the developed system described in Chapters 3 and 4 used a saliency

detector to identify potential landmarks and through further study extracted landmarks and kept track

of them using an EKF-based SLAM system.
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CHAPTER 3

GENERAL THEORY

3.1 CHAPTER OVERVIEW

The approach taken to answer the research questions identified in Chapter 1 was to implement a

landmark-based SLAM system using a Kinect and then to develop a new landmark based on the

grouping of visual features according to the saliency content of a video image. A high-level represen-

tation of such a SLAM system can be seen in Figure 3.1. The Kinect provides the landmark extraction

method with visual data. Landmarks are extracted and matched with previously mapped landmarks

during data association. The matches are then evaluated by the EKF-SLAM system and an estimate

of the current robot position and orientation, as well as the landmark positions, is produced. Spurious

landmarks are removed in the landmark management routine.

The following chapter describes the pre-existing general theory used to implement the described

vision-based SLAM system. In Section 3.2 the EKF-SLAM system based on the constant velocity

model is explained. The saliency detection methods used during landmarks extraction are formu-

lated in Section 3.3. The formulation and rationale for using the Mahalanobis distance in the data

association routine is discussed in Section 3.4.

3.2 EKF SLAM

A Kalman filter [67] is an algorithm that produces estimates of unknown variables using a series

of observed measurements and mathematical modelling of a system. An EKF is an extension of

the Kalman filter for nonlinear systems. The EKF linearises the mathematical models around the

current mean. When applied to the SLAM problem, the EKF estimates the position of the robot and
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Figure 3.1: Block diagram of a vision-based EKF-SLAM system.

the landmarks contained in the state vector. A standard EKF consists of a prediction and an update

phase, but as SLAM requires the addition of new landmarks to the map, an augmentation phase is

added.

The prediction phase of the EKF computes the current position of the robot based on a mathematical

motion model and the previous known position. After newly sensed landmarks have been extracted

from sensor data and matched to previously mapped landmarks, the matches are then used by the

EKF update phase to modify the robot pose and the mapped landmark positions. The augmentation

phase adds those sensed landmarks that have not been matched to the state vector. The prediction,

update and augmentation equations that are presented in this section are adopted from [19], [68] and

[69].

In the formulation of equations it has been attempted to structure equations and variables according

to the following convention. Subscripts in variables indicate the time step at which the variable is

being evaluated. A vertical bar indicates that the variable is based on specific prior information.

Superscripts indicate the frame of the variable or the coordinate axes the variable is based in. Two

frames are of importance in this implementation: The robot frame R and the world frame W . The

robot frame is the coordinate system situated in the centre of the Kinect while the origin of the world
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frame is set to the initial robot position. A combination of superscripts shows that a variable indicates

the transformation from one frame to another. For example, the notation x̂mn
k|k−1 denotes the estimate

of the transform from frame m to n called x at time step k given the values of x at time step k−1, that

is to say the previous time step.

3.2.1 State vector formulation

The state vector that is tracked is expressed as

x =

 r

m

 , (3.1)

where r is the robot pose and m is the map of the environment, consisting of the 3D positions of the

landmarks. Furthermore, the EKF also computes the covariance of the state vector P. The covariance

matrix can be seen as indicating the uncertainty of the estimates.

The robot pose is described by 13 parameters and is represented as

r =


pW

qWR

vW

wR

 , (3.2)

where pW is the 3D position of the robot within the world frame, qWR is a quaternion describing

the rotation between the world frame to the robot frame, vW is the translational velocity of the robot

relative to the world frame and wR is the rotational velocity of the robot relative to the frame of

the robot. The last-named is expressed in compressed angle-axis form where the unit vector of wR

indicates the axis around which an angular rotation equal to the size of the vector is made.

3.2.2 Noise covariance formulation

Sensors are not perfect and will produce measurements corrupted by noise. Mathematical models are

approximations of real-world operations and will suffer from inaccuracies. The EKF attempts to min-

imise the effect of the sensor and model uncertainties by including an estimate of these uncertainties

as noise covariances into the positional computations.

The motion model noise covariances consist of the translational velocity V and the rotational velocity

ΩΩΩ noise covariance matrices. Both are dependent on the length of the time step ∆t, as the inaccuracy
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associated with the motion model increases with time. The noise matrices are combined into a single

movement noise covariance matrix R(∆t) as

R(∆t) =



Vx∆t 0 0 0 0 0

0 Vy∆t 0 0 0 0

0 0 Vz∆t 0 0 0

0 0 0 Ωx∆t 0 0

0 0 0 0 Ωy∆t 0

0 0 0 0 0 Ωz∆t


. (3.3)

The sensor noise covariance (Q) is not dependent on ∆t and is expressed as

Q =


Qx 0 0

0 Qy 0

0 0 Qz

 . (3.4)

3.2.3 Prediction phase

The prediction phase of an EKF involves the estimation of the robot pose for a specific time step using

a mathematical model defining the motion of the robot as well as the previous robot pose estimate.

The motion model often used when formulating vision-based SLAM systems is the constant velocity

motion model [68]. In this model it is assumed that there is no control input affecting the system

and that the translational and angular velocities affecting the system remain constant. Any change in

the velocities is assumed to result from noise affecting the system. Given a sensor with a relatively

high data rate, such as the Kinect sensor (30 Hz), and the assumption that the sensor is moved slowly

and consistently, an EKF SLAM system based on this assumption can quite accurately track the

overall movement, as has been shown in [42, 70, 71]. To accommodate this model, the standard

EKF prediction equation was reformulated to consist of only the motion model fr and the expected

noise:

rk = fr (rk−1)+R(∆t). (3.5)

From this formulation the equations for determining the estimates, if the noise is assumed to be

Gaussian and zero mean, are

r̂k|k−1 = fr
(
r̂k−1|k−1

)
(3.6)

Pk|k−1 = ∇FrPk−1|k−1∇F′r +∇FnR∇F′n, (3.7)
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where ∇Fr is the Jacobian of the movement model based on the robot pose and ∇Fn is the Jacobian

based on the motion model noise. Both Jacobians are resolved using the current value of x̂k−1|k−1.

The formulation of the Jacobian matrices is extensive and is shown in Appendix A.

The constant velocity movement model is given by

fr =


pW +

(
vW +V

)
∆t

qWR⊗q
((

wR +ΩΩΩ
)

∆t
)

vW +V

wR +ΩΩΩ

 . (3.8)

As can be seen, the model is not dependent on any odometric information. Changes in the movement

velocity and direction are captured in the update step where the external sensory information is pro-

cessed. The model allows the EKF SLAM algorithm to be applicable to any robot vehicle using a

visual sensor system. Using this model, Equation 3.6 becomes

r̂k|k−1 =


pW

k−1|k−1 +
(

vW
k−1|k−1

)
∆t

qWR
k−1|k−1⊗q

((
wR

k−1|k−1

)
∆t
)

vW
k−1|k−1

wR
k−1|k−1

 . (3.9)

Landmarks are assumed to remain static, therefore no new estimates are computed for the landmark

positions. Furthermore, only a part of the state covariance matrix needs to be subjected to the whole

of equation 3.7. The following formula from [69] is used to improve the speed of computation.

Pk|k−1 =

 ∇FrPrrk−1|k−1∇F′r +∇FnR∇F′n ∇FrPrm

(∇FrPrm)
′ Pmmk−1|k−1

 , (3.10)

where Prr indicates those covariance variables involving only the robot pose variables, Prm those

variables involving the robot pose and the mapped landmarks and Pmm those variables involving only

the mapped landmarks.

3.2.4 Update phase

The motion model used does not incorporate any odometric or control information. The SLAM

system is therefore heavily dependent on the processing of the sensory information so that the update

phase can adapt the estimates to changes in camera movement. The standard EKF formulation to
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determine how an already mapped landmark is observed by the sensor is

zk|k−1 = h
(
xk|k−1

)
+Q, (3.11)

where h is the observation model, which describes how each mapped landmark is expected to be

observed by the robot and zk|k−1 is the expected sensed landmark positions, which are based upon

the prediction phase pose estimate. The observation model is dependent on the sensor used in the

experiments and is therefore formulated in Section 4.5.

It is assumed that the sensor noise is Gaussian and has a zero mean. The state estimate and covariance

matrix are computed using

x̂k|k = x̂k|k−1 +Kνk, (3.12)

Pk|k = Pk|k−1−KSK′, (3.13)

for which

νk = ok− zk|k−1, (3.14)

Pk|k = Pk|k−1−KSK′, (3.15)

K = Pk|k−1∇H′xS−1, (3.16)

S = HxPk|k−1H′x +Q, (3.17)

and where ok is the latest sensed and matched landmarks from the data association routine. K is

denoted as the Kalman gain and indicates how much confidence there is in the sensed landmark

positions. νk is the innovation or the difference between the sensed and expected landmark positions.

S is called the innovation covariance.

Hx is the Jacobian of the observation model in terms of the state and is expressed as

Hx =
δh(x)

δx
. (3.18)

The complete formulation is extensive and is shown in Appendix A. The Jacobian is resolved using

the current value of x̂k|k−1

After the covariance matrix is computed, it is transformed to ensure the symmetry of the matrix [69]

according to

P =
1
2
(
P+P′

)
. (3.19)
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3.2.5 Augmentation phase

As part of the SLAM process it is necessary for the system to incorporate new landmarks into the

state and covariance matrix and thereby expand the map of the environment. Adding a landmark to

the state requires the transformation of the landmark from the robot frame to the world frame using

g, the mapping function. As the mapping function implemented is specific to the EKF-SLAM system

using the Kinect, it is formulated in Section 4.5.

Expansion of the state vector is then a simple concatenation that is represented as

xa =

 x

mW

 , (3.20)

where xa denotes the augmented state vector.

The covariance needs to be manipulated in a more extensive manner, as the correlation between the

new landmark and the robot pose needs to be captured. The augmented covariance matrix Pa is

expressed as

Pa = ∇YPe∇Y′, (3.21)

where

Pe =

 P 0

0 Q

 , (3.22)

∇Y =

 In×n 0n×3

∇Gr ∇Gz

 , (3.23)

and where In×n is the identity matrix with dimensions equal to the number of variables already con-

tained in the state vector and 0n×3 is a null matrix. ∇Gr and ∇Gz are the Jacobians of the mapping

function in terms of the robot pose and the landmark position and are formulated as

∇Gr =
g(mR)

r
, (3.24)

∇Gz =
g(mR)

m
. (3.25)

These Jacobians are defined in Appendix A and are resolved using the final state vector estimate

x̂k|k.
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3.3 SALIENCY DETECTION

The newly developed landmark consists of visual features that are grouped together according to the

saliency content of an image. Therefore, the first step in landmark extraction was the computation of

a saliency map indicating locally unique and interesting regions. Saliency detection methods based

on SR, PFT and PQFT were implemented.

3.3.1 SR saliency detection

As described in Section 2.5.3.1, the SR saliency detection method isolates salient regions within an

image by removing the redundant information common to all images. The redundant component is

formulated in [58] to be a general trend that exists in the logarithms of the amplitude spectra of all

images.

The convolution of the log spectrum of the input image with a local average filter hn is used as an

approximation for this redundant component and is expressed as

hn =
1
n2


1 1 . . . 1

1 1 . . . 1
...

...
. . .

...

1 1 . . . 1

 , (3.26)

where n determines the size of the filter. The SR is then obtained by subtracting the approximation

from the original log spectra in the following manner

L = log(||F (Ig)||) , (3.27)

SR = L−hn ∗L, (3.28)

where Ig is the grey-scale version of the input image.

An inverse Fourier transform is applied to the SR together with the phase spectrum of the original

image to construct a new saliency image. The final saliency map is generated by squaring the magni-

tude of the new image and then blurring it with a Gaussian filter for reasons that will be explained in

Section 3.3.3.
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3.3.2 PFT saliency detection

The PFT method is relatively simple and is based on the formulation in [65]. As is stated in Section

2.5, this method produces similar results to the SR method but is faster.

The method involves isolating the phase spectrum of the grey-scale input image and constructing the

new saliency image based on only this spectrum. The amplitude spectrum is set to one by normalising

the frequency spectrum before the construction of the saliency image. The saliency map is then

constructed by also applying a Gaussian blurring filter to the square of the magnitude of the new

image.

3.3.3 PQFT saliency detection

For the PQFT method, the saliency map is generated by applying a QFT to the input image using

the method described in [65]. The input image is first expressed as consisting of quaternion pixels

composed of intensity and colour information. To do so, the input image is formulated as the sum of

four orthogonal sub-images, such that

I = I0 + I1µ1 + I2µ2 + I3µ3, (3.29)

where µi, i = 1,2,3, satisfies the conditions µ2
i = −1, µ1 ⊥ µ2, µ2 ⊥ µ3, µ1 ⊥ µ3 and µ3 = µ1µ2.

Using these conditions, Equation 3.29 is written in symplectic form as

I = f1 + f2µ2, (3.30)

f1 = I0 + I1µ1, (3.31)

f2 = I1 + I2µ1. (3.32)

As can be seen, four information sources can be used to determine the saliency map. Typically, the

colour and intensity information of a video image are used as inputs to the QFT, as seen in [65].

Four broadly-tuned colour channels are created and combined into blue-yellow and red-green colour
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opponency pairings, using Equations 3.33, 3.37 and 3.38.

R = r− g+b
2

, (3.33)

G = g− r+b
2

, (3.34)

B = b− r+g
2

, (3.35)

Y =
r+g

2
− |r−g|

2
−b, (3.36)

RG = R−G, (3.37)

BY = B−Y. (3.38)

The R, B, G and Y colour channels are first normalised before producing the colour opponency pair-

ings. These pairings are also used in the SR-based saliency detection method described in [50].

The intensity of the image is also often used as an input and is computed using

In =
r+g+b

3
. (3.39)

In order to obtain the QFT of the video image the Fourier transform of each symplectic component is

computed:

Q = F (f1)+F (f2)µ2 = F1 +F2µ2. (3.40)

The saliency map is based on the phase spectrum of the image. The effect of the magnitude of the

quaternion transformed image Q is reduced by normalising the image in the frequency domain and

the new symplectic components each undergoes an inverse Fourier transform. The resulting image is

then expressed as

q′ = a+bµ1 + cµ2 +dµ3. (3.41)

The saliency map is then computed by taking the square of the magnitude of this new image and

blurring it using a Gaussian filter, as is done for the SR and PFT methods:

Map = g∗ ||q′||2. (3.42)

The blurring is necessary as the magnitude of the new image contains individual points of high

value in an otherwise low-valued image and is unsuited for segmentation, as can be seen in Figure

3.2.
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(a) (b)

(c)

Figure 3.2: The saliency map blurring process. (a) Input image. (b) Saliency map produced before

blurring; note how only points are identified as salient. (c) Final saliency map after blurring with

regions now shown as salient.

3.4 DATA ASSOCIATION

The data association step in SLAM indicates the discrepancy between the modelled and the sensed

external environment. The discrepancy is the key piece of information used in the EKF update phase

to adjust the constant velocity model to account for the changes in the robot movement. The precise

matching of extracted landmarks is vital to maintain the accuracy of subsequent processes. There-

fore, potential matches between previously matched landmarks and newly detected ones are usually

subjected to filtering before the best matches are selected.

A metric that is used frequently in data assocation is the Mahalanobis distance. The Mahalanobis

distance incorporates the covariance matrix of the state vector and provides an estimate of how much

confidence there is in the positional estimates of the previously mapped landmark and the robot itself.
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Inclusion of this confidence estimate into the metric allows for intelligent filtering of matches: If

the position of a previously mapped landmark is uncertain then a match with a (reasonably) distant

newly detected landmark can perhaps be correct and should not be filtered out before it can be further

evaluated. Alternatively, if the position of the mapped landmark and the robot is certain, then the

detected landmark will have to be close to the mapped landmark for it to be a plausible match.

The Mahalanobis distance formula, as typically used in SLAM implementations, is given by

dm = ν
′S−1

ν , (3.43)

where

S = HxPH′x +Q, (3.44)

and where ν is the difference between the potentially matching landmarks’ 3D world coordinates, H

is the Jacobian of the observation model, P is the state covariance matrix and Q is the sensor noise

covariance matrix (see section 3.2).
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CHAPTER 4

SYSTEM IMPLEMENTATION

4.1 CHAPTER OVERVIEW

To implement the vision-based SLAM system using saliency grouped landmarks, certain components

of the system had to be modified or custom developed. The EKF-SLAM formulations had to be

adapted to use the Kinect as a data source. Landmark extraction and data association modules had

to be implemented that were capable of processing the new landmark. These modules, sometimes

referred to as the visual front-end of a SLAM system, had to be tailored for the implemented EKF-

SLAM formulation and the Kinect. The flow chart in Figure 4.1 shows the system components with

their associated sub-modules, which will be explored further in this chapter. Finally, the whole system

had to be implemented in a software environment on a specific hardware platform.

The chapter commences with a description of the software environment in Section 4.2. The hardware

specifications are discussed in Section 4.3 and the usage of the Kinect is described in Section 4.4.

In Section 4.5 the modification of the EKF SLAM formulation is explained. The composition of the

landmark as well as the implementation details of the landmark extraction sub-modules are explored

in Section 4.6. The data association sub-modules and the landmark management module are discussed

in Sections 4.7 and 4.8, respectively.

4.2 SOFTWARE ENVIRONMENT

A number of open source software packages were used to implement the SLAM system. These

packages are widely used in the robotics community and have achieved an acceptable level of maturity

while remaining flexible for use in research. The system was implemented using the Ubuntu 10.04
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Figure 4.1: Flow chart illustrating the interaction between the landmark extraction, data association

and EKF (with omission of landmark management).

Lucid Lynx operating system. The C++ programming language was used to implement the system,

while MATLAB [72] was used to process the results produced by the system and to plot graphs from

these results.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

35

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  
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4.2.1 ROS

Robot Operating System (ROS) is a meta-operating system developed and maintained by Willow

Garage [73]. ROS offers a plethora of drivers for sensor devices (such as cameras and the Kinect) and

a data transfer structure, which enable faster development of robotic systems. Furthermore, various

useful libraries, such as OpenCV and the Point Cloud Library (PCL), have already been integrated

into ROS. ROS also offers several dataset management tools, such as rosbag and rxbag, to ensure

that datasets are recorded correctly and easily used for evaluation purposes. The system also offers

various data visualisation tools, such as rviz. The ROS Diamondback release was used to develop and

evaluate the current system.

4.2.2 OpenCV

As has been mentioned, the OpenCV computer vision library [74] has already been integrated into

ROS. The library, developed by Intel but now maintained by Willow Garage, contains a variety of

image-processing and machine algorithms. A number of these algorithms, especially the feature de-

tection and fast Fourier transform functions, were extensively used in the implementation of landmark

extraction and data association routines. OpenCV version 2.1 was used in the current implementa-

tion.

4.2.3 Eigen

Eigen is a C++ template library designed to provide optimised linear algebra operations such as

matrix manipulations, inversions, determinant calculation and transpositions [75]. The EKF SLAM

algorithm was implemented almost exclusively using Eigen matrices and vectors. Eigen 3.0 was used

as it is integrated as a package into ROS Diamondback.

4.3 HARDWARE SPECIFICATIONS

A Dell Precision MP4600 laptop computer was used to develop the system, record the dataset and run

the simulations and evaluations. The computer was equipped with an Intel Quad Core I7-2820QM

processor (which had a clock speed of 2.30 GHz speed) and 16 GB Random Access Memory. The

laptop was also equipped with a 256 GB solid state hard drive. The developed system components
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were not programmed to use multiple-core processing techniques.

4.4 KINECT UTILISATION

In order to use the Kinect for robotic applications, a software driver was needed to access the data

from the Kinect via the USB interface. The OpenNi Kinect driver was already implemented as a

ROS package [73] and was therefore used for this implementation. During the processing of the

Kinect data the OpenNi driver matched each point from the IR camera to an image pixel from the

normal colour camera. Both the IR and normal video cameras had a 640x480 resolution; the Kinect

was capable of producing a point cloud of 307200 points. Not all of these points were valid or of

interest. Therefore the following equations, taken from [76], were used to obtain the 3D coordinates

for specific pixels:

Z = Id(v,u)ds, (4.1)

X = Z
(u− cx)

fx
, (4.2)

Y = Z
(v− cy)

fy
, (4.3)

where X, Y and Z are the 3D coordinates, Id is the depth image from the IR receiver, v and u are the

pixel coordinates within that image, fx and fy are the focal lengths, cx and cy are the optical centres and

ds is an experimentally determined scaling factor. These intrinsic camera parameters were different

for every Kinect and were determined using OpenCV calibration routines. As the depth image was

pre-registered to the normal video camera image received, the images were not rectified, as this would

have invalidated the correspondence between the pixels and spatial positions calculated in Equations

4.2 and 4.3.

4.5 EKF-SLAM MODIFICATIONS

The EKF-SLAM systems described in [19] and [68] are for camera-based SLAM implementations

which use point feature landmarks. Therefore, the observation model from the update phase and the

mapping function from the augmentation phase had to be modified as these functions manipulate

saliency-based grouped landmarks as extracted from Kinect data.

Three factors influenced the formulation of the observation model. Firstly, the Kinect sensor provided

the means to express the sensed landmark positions as 3D coordinates. Secondly, landmarks were
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stored as positions relative to the world frame during the augmentation step. Lastly, the observation

model was not applied to the robot pose in the state vector. Therefore, the observation model merely

consisted of transforming the stored coordinates for each mapped landmark i from the world frame

(mW
i,k|k−1) to the frame of view of the robot (mR

i,k|k−1). The observation model can be expressed

as

mR
i,k|k−1 = h

(
xk|k−1

)
=
(

qWR
k|k−1

)∗
⊗q
(

mW
i,k|k−1−pW

k|k−1

)
⊗qWR

k|k−1, (4.4)

where ⊗ indicates quaternion multiplication and x∗ the conjugate of x.

The role of the mapping function is to transform newly observed and unmatched landmarks from the

robot frame to the world frame and can be seen as the inverse of the observation model:

mW
i,k|k = g(mR

i,k|k) = qWR
k|k ⊗q

(
mR

i,k|k

)
⊗
(

qWR
i,k|k

)∗
+pW

i,k|k. (4.5)

4.6 LANDMARK EXTRACTION

As can be seen in Figure 4.1, the implemented landmark extraction routine consisted of a number

of sub-modules, of which the operation can be summarised as follows: Firstly, a saliency map was

generated using one of the method described in Section 3.3. Thereafter, the pixels corresponding

to undefined 3D points were removed from this map. Suitable contours indicating regions of high

saliency were then found in the filtered map. Once the contours had been found the visual features, or

keypoints, could be detected in the image and grouped according to the salient regions. The landmarks

were then finalised by obtaining descriptors of the grouped keypoints and the average 3D position of

all the pixels within the regions.

4.6.1 Landmark composition

Each selected salient region, with the accompanying keypoints, was used to form a landmark. The

3D position of the landmark was determined by averaging across all of the pixels’ corresponding 3D

points within the region. The mean position was stored together with pixel positions for the FAST

keypoints within the region along with the accompanying SURF descriptor for each keypoint. A de-

scriptor is a feature vector representation of the image region surrounding a keypoint [77]. Descriptors

were used to uniquely identify keypoints in such a way that keypoints could be distinguished from

one another while also providing the means to match specific keypoints between video frames. A

keypoint on its own did not provide enough information to robustly identify it between frames.
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SURF descriptors are able to match keypoints across frames even if there are large scale and rotational

changes [77]. Although there are a variety of different descriptors that also exhibit such invariance

(such as SIFT and the FAST descriptor), SURF descriptors were found to provide the required balance

between computational speed and keypoint distinctiveness for the SLAM system.

The SURF descriptors, together with the FAST keypoint positions and the landmark 3D position were

used to match previously mapped landmarks with newly detected ones.

The rationale for using the described approach to forumalate a new landmark was that the 3D positions

of salient regions were more stable than those of singular keypoints and that using the descriptors of

multiple keypoints led to a more robust matching process.

4.6.2 Saliency detection method implementation notes

The saliency detection methods described in Section 3.3 frequently use the Fourier transform or its

inverse. The discrete Fourier transform (DFT) function from the OpenCV library was used whenever

a Fourier transform was required.

The PQFT method allows the usage of four different inputs to the QFT to produce a saliency map. The

implemented system made use of two colour-opponency pairings and the intensity of the image, for-

mulated in Equations 3.37, 3.38 and 3.39. The difference between sequential intensity images is used

in [65] as the fourth input to the QFT. The intensity difference is used in an attempt to assign saliency

to dynamic regions within an image, which would be inappropriate for the implemented SLAM sys-

tem where it is desired to identify stable regions as potential landmarks. Therefore, the fourth input

to the QFT was set to zero, as suggested in [65]. Future studies can focus on using additional infor-

mation through this channel to improve the saliency map generation. By substituting the described

inputs into Equations 3.31 and 3.32, the following symplectic components were obtained:

f1 = RGµ1, (4.6)

f2 = BY+ Inµ1, (4.7)

which were then applied to Equation 3.40.

In [58] it was found that the input image size affects the size of identified salient regions. A large

input image would result in the isolation of smaller regions containing finer details, while a smaller

input image would result in finer details being ignored in favour of large objects in a scene. For the
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implemented SLAM system, the input images were resized to 260x200 using bilinear interpolation.

The OpenCV resize function was used. The images were resized for all three saliency detection

methods.

The resize value was found by means of experimentation with the datasets described in Chapter 5. The

particular size was found to identify regions sufficiently large to accommodate numerous keypoints

while not encompassing the whole of the viewed scene. Small variations of the resize value were not

found to have a significant influence on the size of salient regions produced, while large variations

led to unusable saliency maps. The invariability to small changes can be attributed to the adaptive

threshold filter, described in Section 4.6.5, that isolates regions according to the local saliency of each

region. The local saliency remains relatively constant for small changes in input image size.

4.6.3 Undefined point filter

The point cloud generated by the Kinect 3D sensor usually contained a number of undefined points.

These were points for which 3D positions could not be computed because they were located beyond

the range of the sensor, reflected the IR laser pattern in an unexpected manner or were overexposed

to other sources of IR light. As these points could corrupt the estimation of the landmark position,

the corresponding pixels of these points and the surrounding regions needed to be filtered from the

saliency map.

A filtering mask was generated according to the position of these corresponding pixels. A zero-

initialised image was assigned large values at each of the positions, whereafter the image was blurred

to form the mask. The filtering operation involved setting pixels in the saliency map to zero if a

corresponding pixel in the mask had a non-zero value. Figure 4.2 illustrates this process. Note that

this filtering was applied before the map was blurred.

4.6.4 Salient region segmentation

After the saliency map had been obtained and filtered, the input video image needed to be segmented

into high-saliency regions. The saliency map was first filtered using an adaptive threshold to form a

segmentation mask. The adaptive threshold is described in Section 4.6.5. Thereafter contours were

detected within this mask using the standard OpenCV f indContours algorithm. Contours that were

too small were rejected, as well as contours that were too close to the borders of an image. The latter
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(a) (b)

(c) (d)

Figure 4.2: Filtering of undefined 3D points. (a) Input image.(b) Filtering mask. (c) Saliency map

before filtering. (d) Filtered saliency map. Note the absence of the scissors (bottom right corner)

and the reflections from the glass case (top left and centre) from the final salient map, both of which

correspond to a number of undefined points.

contours were most likely only partially observed regions and would grow or shrink as the Kinect was

moved.

After this filter, features from accelerated segment test (FAST) keypoints were detected across the

whole of the image and then sorted according to the contour in which the keypoints were found. Be-

fore being sorted, the detected keypoints were also subjected to a threshold filter to remove keypoints

of low quality. After some experimentation with the available OpenCV feature detection routines,

such as SURF, SIFT, and Shi-Tomasi corners, it was decided to use FAST keypoint detection because

it maintained a balance between the number of keypoints detected, the stability of keypoint posi-

tions and computational efficiency. A final filtering phase rejected contours with too few keypoints

according to an adaptive parameter, also described in 4.6.5.
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4.6.5 Adaptive filters

Judicious selection and filtering of landmarks was key to promoting accurate position estimation.

Superfluous landmarks would also overburden the estimation algorithm unnecessarily. However, not

having any landmarks for an extended period would lead to even more inaccurate estimation. The

estimation error would increase because changes in the movement of the Kinect would not be incor-

porated into the estimated movement model parameters, which in turn would cause an unbridgeable

discrepancy in the modelled movement and the real movement of the Kinect.

An absolute threshold was used to filter out regions that were obviously not salient enough for use

as landmarks. The threshold value was determined by processing the images from a number of

scenes and changing the threshold value so that regions associated with a floor, wall or tabletop were

removed. If used in isolation, an absolute threshold would inevitably lead to too few landmarks

in texture-sparse regions of an image, while proliferating the number of landmarks in texture-rich

regions. Therefore an adaptive thresholding algorithm was also applied on the normalised saliency

map, which emphasised locally interesting regions.

The OpenCV adaptiveT hreshold algorithm was used to find locally interesting regions. Pixels within

the saliency map were deemed locally salient if the pixel value was above the mean of a surrounding

block of pixels. Thereby regions were isolated that had a high saliency relative to a local section

of the map. Use of the adaptive threshold resulted in separated regions being found in high-textured

sections where otherwise only a very large region would have been identified using a global threshold.

Regions were also isolated in low-texture regions where no regions would have been found. After

some experimentation using the datasets described in Section 5, a block size of 51 was found to isolate

regions large enough to contain a suitable number of keypoints but also small enough not to vary in

size across image frames owing to too large a background area being used to compute the mean. The

choice of the block size would be dependent on the resolution of the camera as a higher resolution

would require a larger block size to extract suitably large regions. A change in the image resize value

used by the saliency detection method would also affect the block size. Local saliency, after the

removal of globally inadequate regions, also provided a more consistent segmentation mechanism for

landmarks, as the global saliency of a fixed area would vary between camera poses, while the local

saliency would stay mostly the same.

The third threshold that that was automatically adapted to suit the environment was the minimum
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number of keypoints within a contour required for that contour to be acceptable. The keypoint thresh-

old was adapted according to the number of contours that were valid for the viewed scene. Contours

were first extracted using no threshold. Thereafter the contours were counted that had more keypoints

than the threshold value. If the number of contours was less than the minimum number of contours

required, the keypoint threshold value was lowered by two until the needed number of contours or the

minimum threshold value was reached. After a threshold value was determined, the contours were

filtered according to this value. The threshold was reset to an initial value before every image was

analysed.

4.7 DATA ASSOCIATION

During the data association phase, each newly detected landmark was matched to all previously

mapped landmarks. Potential matches were evaluated so as to retain only quality matches with a high

probability of being correct. Thereafter, the best match for each newly detected landmark was selected

from all the potential matches. Once the best matches were found, the descriptors and keypoints of

the previously mapped landmarks were replaced by those from the newly sensed landmarks.

4.7.1 Potential match rejection

Potential matches were filtered using two criteria: the 3D spatial distance between the landmarks and

the line length variance. The use of spatial distance measures for data association required that the

estimates produced by the SLAM system remained sufficiently accurate to provide good positional

tracking throughout the whole operational time span of the system. If this could not be guaranteed it

would have been required to use loop closure to realign the estimations. In this implementation it was

assumed that the relative movement of the Kinect between video frames as well as the total distance

travelled for each dataset was sufficiently small for the system to remain accurate.

If potentially matching landmarks were very far apart in terms of their Euclidean distance, the match

was rejected outright. The position of the previously mapped landmark was of course projected into

the robot frame to facilitate distance computation. After the rough Euclidean distance filter was

applied, the Mahalanobis distance dm was computed and if it was above a set threshold, the match

was also rejected.

The next filter was based on the line length variance and evaluated the similarity in the physical
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distribution of the keypoints in each of the matched landmarks. The filter served to improve the

robustness of the data association process by using the geometric relations between the pixel positions

of keypoints. The line length variance is similar to the lengths scatter used in [46]. The FAST

keypoints of the previously mapped landmark were matched to the keypoints in the newly detected

landmark according to the SURF descriptors of the keypoints. The variance of the length of the lines

connecting each matched keypoint pair was then computed and if it exceeded a threshold, the match

was rejected. The aim of this filter was to ensure that the keypoints of the matched landmarks were

distributed in a similar fashion within the video frames. A large line length variance would indicate

that the keypoints in the previously mapped landmark were arranged vastly differently to those in the

newly detected landmark and the match between the landmarks would most likely be incorrect.

The angle of the keypoint pair connecting lines could also have been used as a filtering metric as

well the differences in the 3D density of the physical positions of the landmark keypoints. However,

these methods were more computationally expensive than the implemented line length variance. The

alternative methods should be investigated in future studies.

4.7.2 Best match adjudication

The filtering of incorrect matches was required, but it was also necessary to find the best match in all

the acceptable matches between a single mapped landmark and different newly detected landmarks.

To compute the best match metric, the keypoints in the newly detected landmark n were matched

to those in the previously mapped landmark m and vice versa. During this process the descriptor

distance between each keypoint match pair was also computed. The descriptor matching measure dd

was computed using the following formula:

dd =
∑

N
i=0 dnm

i +∑
M
j=0 dmn

j

N +M
, (4.8)

where dnm
z indicates the Euclidean distance between the SURF descriptors of the ith keypoint pair

match in n to m, N is the number of keypoints in n and M is the number of keypoints in m. The

Euclidean distance was used, although the SURF descriptor space is not metric in nature, because it

provides an efficient and discriminatory measure to compare the quality of matches.

The computed best match metrics were also subjected to a set threshold, so that only quality matches

were propagated through the system. If more than one mapped landmark was matched to a new land-

mark, the matching pair with the smallest distance measure was selected as the correct match.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

44

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 4 System implementation

4.8 LANDMARK MANAGEMENT

As a robot explores an environment, the number of tracked landmarks increases, which affects the

computation time of the system. Such an increase is expected as a robot enters unexplored regions.

However, sometimes the state vector can become augmented with landmarks that burden the system

while remaining unmatched. These landmarks are not reliably extracted or remain unmatched al-

though the robot is in the proximity of their recorded location. Such problematic landmarks are the

result of a failure of the sensoral front-end of the system to extract only quality landmarks, but sensor

noise (and motion blur if the sensor used is a camera) can also lead to the extraction of landmarks that

can not be easily redetected in other video frames. The problematic landmarks have to be removed to

ensure the efficient operation of the system.

A landmark management method similar to that in [68] was used: A landmark was selected for re-

moval if the number of times it had been within range of being detected (nr) was less than ten and

the number of times it had been detected (nd) was lower than a quarter of nr. The landmark was

removed by deleting the landmark’s position state vector and removing all covariance values associ-

ated with it from the state covariance matrix. The threshold values were determined by evaluating

the SLAM system for different threshold values using the XY Z dataset (described in Section 5.5).

The specific values were selected because a reasonable number of landmarks were removed and the

system accuracy was not affected by the landmark management.

A quick timing test to illustrate the need for a landmark management routine was conducted. The

complete EKF SLAM system with visual front-end was tested using the RPY (described in 4.6.5)

dataset sequence and parameters described in Section 5.5. Without the use of landmark management

the processing time to analyse the whole of the 2 minutes and 3 seconds sequence was 9 minutes and

26 seconds. With the landmark sequence it only took 5 minutes and 57 seconds.
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CHAPTER 5

RESULTS

5.1 CHAPTER OVERVIEW

A number of simulations and real-world experiments were carried out to determine whether the

vision-based SLAM implementation using saliency grouped landmarks succeeded at localising a

robot in an unknown environment. An additional aim of the tests was to investigate whether a SLAM

system using the newly developed multiple-feature landmarks would produce better results than a

SLAM system using single feature landmarks. Within the SLAM research community a variety of

methods and measures are used to evaluate implementations. A short investigation was conducted

to determine which evaluation methodology was most applicable to the developed system and this

investigation is summarised in Section 5.2. The manner in which the statistical significance of a com-

parison between SLAM methods should be evaluated was also investigated. Upon the conclusion of

the short investigation it was decided to evaluate the SLAM system using three methods.

In Section 5.3 the simulations that were used to validate two important fundamental assumptions of

the system are described. The first assumption is that the core EKF SLAM implementation, based on

the constant velocity movement model, produces behaviour that is correct in relation to other standard

SLAM implementations. The second assumption is that the combination of singular features into

grouped landmarks can lead to an improvement in the accuracy of SLAM.

After the system was validated using simulation, the complete system was tested using two datasets

of recorded Kinect data. In Section 5.4 a newly generated dataset was used to test the performance of

the system in repeatably determining the position of specific waypoints, in a manner similar to that

described in [19]. Specific factors that have an impact on the accuracy of the system were identified
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and experiments were conducted to further investigate the effect of these factors.

Thereafter, in Section 5.5, the localisation capability of the system across the whole of the path

travelled was evaluated using a "test bench" dataset created by the Technical University of Munich

[78]. The performances of three SLAM implementations, each using a different frequency-based

saliency detection method, were compared to determine the method producing the best landmarks.

The dataset was also used to illustrate the advantages of the current system over a similar system

using singular feature landmarks in Section 5.6. A short computational analysis comparing these two

implementations was also conducted. The overall performance of the system was analysed and is

discussed in Section 5.7.

5.2 PREVIOUS APPROACHES TO EXPERIMENTAL EVALUATION

5.2.1 Validation techniques

As SLAM is a well-studied problem, it is common to evaluate a new implementation to investigate

whether behaviour that is considered typical, correct and required of a SLAM system can be observed.

In [79] it is proved that a nonlinear 2D EKF-based SLAM system using point landmarks will always

converge. A corollary to this proof is that any determinant of the uncertainties, that is to say the

covariance matrix entries, of the mapped landmarks will always be monotonically decreasing. The

observation of this phenomenon in the determinants of the covariance matrix has become a measure

by which a SLAM algorithm can be validated. Such testing can be conducted by using simulations

[80, 81] and real-world data [6].

Another validation technique is to examine the uncertainty of newly mapped features, as seen in

[70, 82, 83]. As the robot or camera progresses through an environment these uncertainties will

continue to increase until a previously mapped feature is reobserved, after which there is a noticeable

drop in the uncertainties of all mapped features. The drop in uncertainty is indicative of the ability of

the system to correct for drift and to realign the estimated map accordingly [48, 84]. Such behaviour

is commonly illustrated using ellipses surrounding landmarks of which the size is dependent on the

uncertainty in a graphical representation of the recorded map.
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5.2.2 Evaluation methods

To evaluate the accuracy of a SLAM system it is desirable to compare the estimated path and map to

a ground truth. GPS data can be used to provide the ground truth for outdoor applications [32] but

typically not for indoor implementations. For the latter other means of establishing a ground truth

must be used. In [19] a camera was manually moved along a measured rectangular path. The corner

points of the path were used as waypoints and the results were stated as the average of the system

estimates at these points. A grid was marked on a floor in [24] to measure the positions of a robot

along the path that it was travelling. The orientation of the robot was measured using a laser pointer.

A laser sensor was used in [85, 86] to construct a ground truth. Simulations of the algorithm and

operational environment can be used to provide an easy source of ground truth [87, 88, 89].

A number of implementations have been evaluated without using any kind of ground truth. In such

cases the robot is made to travel along a path and return to its initial position. The difference between

the initial and final estimates is then seen as a very rough indication that the system does not diverge

and is consistent [18, 24, 47, 83]. In [90] a six degrees of freedom SLAM system was tested on

a flat level surface. The estimated distances from the surface and vertical angle were used as error

measures, as these were supposed to be zero. SLAM system performances are often qualitatively

compared to methods using odometry only [8, 18, 91]. In such cases the consistency of the SLAM

maps and the divergence of the odometry method maps are often illustrated.

Most methods only use the robot pose estimates, but the estimated position of landmarks can also be

used to evaluate a SLAM system. The estimated landmark positions can be compared to manually

measured ground truths [71, 92, 93]. In [8] detected landmark points were expected to be co-planar

and the root mean square error (RMSE) of the fitted plane and point positions were used. In [83]

the stability of landmark tracking across video frames was evaluated by comparing scale scores and

orientation of matches for different view points of the landmarks. A particle filter SLAM implemen-

tation was evaluated in [88] using the log-likelihood of the observation data given the best estimate of

the robot trajectory and map. In [89] the normalised estimation error-squared (NEES) for the mapped

landmarks was also calculated. Although the landmark positions offer another way to evaluate a

system, these results are usually not comparable between implementations because of differences in

sensors used and landmark extraction algorithms [94].
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5.2.3 Error metrics

To evaluate the accuracy of the pose estimated, the difference between the pose estimate and the

ground truth, or error, is often plotted over time [32]. In [86] and [95] the calculated error was shown

to be within a 2σ bound and was therefore deemed acceptable. The average and mean of the quadratic

error was reported as an overall result in [91], while in [96] the RMSE was used. The mean error

together with the maximum error and percentage mean error was shown in [68]. These overall metrics

attempted to indicate the consistency of the SLAM system. A more thorough analysis of consistency

can be achieved using the NEES, as in [97] and [89]. The NEES measure is usually difficult to use, as

it requires multiple algorithm runs and the formula uses the information matrix, which is not always

readily available [94]. In [89] this measure was used to analyse the results generated by a simulation

and only the robot pose covariance matrix was inverted instead of the whole covariance matrix.

All of the previously mentioned metrics evaluate the absolute difference for each pose estimate. In

[94] it was argued that this approach can lead to an inaccurate evaluation of an algorithm. Initial

errors (typically encountered when a system starts to add features to its map [32]) would affect the

map on which subsequent estimates were to be based. Errors of the same size as such initial errors

would have less of an impact on subsequent measures but would lead to a more optimistic absolute

error result. The relative displacement between pose estimates was proposed in [94] as an alterna-

tive. A similar approach can be seen in [8] where it was reasoned that the advantage of SLAM over

pure odometry methods lies in the improved consistency of positional estimates where there was an

overlap in detected features. To evaluate this property, the error in the relative pose of every pair

of estimates was plotted as a function of the distance between the pair of estimates used. The rela-

tive displacement error was also useful in situations where a point of origin could not be fixed [14].

However, for the current implementation it was felt that an absolute error measure would capture the

improvement in the overall map and positional estimates that would result from the compensation

characteristic of a SLAM system that was reacting to a previous erroneous positional estimate far

more effectively.

Throughout this chapter the absolute trajectory error (ATE) is used to evaluate the performance of

the SLAM algorithm with regard to the real pose of the robot. The formulation of the ATE that is

used is very similar to that provided in [76]. The error measure evaluated the estimation accuracy of

the system for the whole of the traversed trajectory and allowed for various statistics to be computed

which enabled comparison between SLAM implementations. The ATE is calculated by determining
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the error at each time step, which is computed as the Euclidean distance between the 3D positional

estimate and the real 3D position. The orientation estimation capability of the system was tested

separately in Section 5.4.

5.2.4 Statistical significance of results and comparisons

Various statistical parameters based on the ATE are typically computed to quantify the overall perfor-

mance of a SLAM system for a specific dataset. Commonly used parameters are the mean, standard

deviation and RMSE [30]. As these parameters are computed from a limited sample set, the parame-

ters are only estimates of the true parameter value. Therefore, it is necessary to consider a confidence

interval surrounding a parameter estimate which indicates the expected range in which the true value

lies.

SLAM systems can be evaluated using the overall mean of the averages from a set of experiments.

If the averages of the experiments are assumed to be normally distributed, the fact that 95% of the

averages lie within two standard deviations from the overall mean can be used as a confidence interval.

Such confidence intervals were calculated for the results of two different localisation methods in [98],

where the confidence interval indicated the clear superiority of one method over the other in certain

circumstances. In [99] a 68% confidence interval (equal to one standard deviation separation from

the mean) was calculated of the overall mean information loss of different landmark management

strategies but only to indicate the spread of results for each strategy.

When comparing the statistical parameters of different SLAM algorithms, the parameters can be

found to be quite close in value to each other. As the parameters are only estimates of the true values,

it is necessary to consider with what degree of confidence it can be stated that the true values are

significantly different. In such cases the null hypothesis that the two parameters are the same must

first be evaluated before any conclusions can be drawn from the comparison.

The Student’s t-test is an often used statistical method for evaluating a parameter estimate or the

comparison between two sets of results (through a null hypothesis evaluation at a set confidence

value) [100]. t-tests were used to compare different EKF-based orientation estimators in [101] and

different PF-based localisation algorithms in [102]. Vision-based localisation methods were evaluated

using the t-test in [103] and [104]. The latter method is based on biological principals and uses the

saliency of a scene to identify landmarks.
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One of the assumptions of the Student’s t-test is that the parameters under evaluation are drawn

from normal distributions. An alternative method that does not assume any distribution is the Mann-

Whitney-U test, also know as the Wilcoxon rank-sum test. In [105] it is used to compare different

versions of a semantic place classification system that fuses visual cues and laser scan data. The

performance of a laser-based SLAM system was evaluated for different settings using a Wilcoxon

test in [106]. In [107] both the t-test and the Wilcoxon test are used to compare global localisation

methods due to uncertainty regarding the normality of the results evaluated.

Although the t-test and the Wilcoxon test are typically applied to results gathered from multiple

simulations or real-world experiments, the tests can also be used to compare different methods applied

to a single dataset. A t-test was used in [108] to evaluate the performance of a PF-based localisation

system, using different types of maps, on a single set of data collected by a robot equipped with

a laser scanner. In [109] a dataset was generated using a simulated vehicle operating in a virtual

environment. A two-tailed t-test was then used to compare localisation methods based on odometry,

a Kalman filter and a PF. A Gaussian Sum Filter localisation system is compared to a PF-based system

in [110] using a paired t-test and a single dataset as gathered by an autonomous vehicle operating in

an urban environment.

The Student’s t-test is used to evaluate the results presented in this chapter, as the t-test is commonly

used in the literature. As the results were often found to fail the Shapiro-Wilk test for normality,

the Wilcoxon test is used to verify the t-test result, as was done in [107]. The appropriate version of

either test is used depending on whether the samples were considered dependent or independent. Only

results exceeding the 95% confidence level are considered as statistically significant. Both Microsoft

Excel and the SciPy library in Python are used to calculate the statistical significance. The use of

Python allows for direct computation of the confidence level at which a comparison is statistically

significant. To enable the visual comparison of results, the t-test 95% confidence intervals for various

statistical parameters are computed and are visualised using error bars.

5.3 SIMULATIONS

Simulations were used for two purposes: To validate the implementation of the constant velocity

model EKF SLAM formulation and to validate the theory that grouped landmarks were better for use

in SLAM than singular landmarks.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

51

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 5 Results

5.3.1 EKF SLAM validation

As has been discussed in Section 5.2, two typical observable phenomena are typically used to evaluate

SLAM systems. The first is consistent growth in the relative uncertainty of newly detected landmarks,

followed by a sharp decrease in uncertainties when a previously mapped landmark is reobserved. The

second is continuous reduction in any of the determinants of the mapped landmark covariance matrix

entries. To determine if these phenomena could be observed in the developed system, a C++ computer

simulation was used. An important point to note is that the simulation did not test the landmark

extraction and data association methods, only the core EKF SLAM algorithm.

In the simulation a robot moved between six preset waypoints in a 3D space and observed point

landmarks as it moved. Waypoints were defined by a 3D position as well as an orientation unit vector.

Landmarks were defined only by a 3D position. The robot velocities were manipulated so as to

change the pose of the robot to match that of the waypoint pose. Note that only the 3D position was

evaluated to determine if a waypoint had been reached. The robot movement was made to correspond

with the constant velocity movement model by imposing certain constraints: The robot translational

and rotational velocities were changed gradually and the robot was forced to remain in motion and

never come to a complete stop. Furthermore, the maximum velocities of the robot were limited to 0.1

m/s and 0.025 radians/s respectively. The size of all time steps was set to 0.01 seconds.

The manner in which landmarks would be observed by a robot equipped with a noisy sensor with a

restricted viewing angle was simulated in the following manner: Landmarks were observed if they

fell within a spherical sector with a radius of 8 m and an angle of 70 degrees, as projected from

the robot’s position and in accordance with its orientation. The sensed landmark positions were

transformed from the world frame to the robot frame and then corrupted with zero-mean Gaussian

noise with a 0.02 standard deviation. Perfect data association was used to match the newly sensed

landmarks with previously mapped landmarks. These matched landmarks were then input into the

EKF SLAM algorithm. There were 20 landmarks in the simulated environment. The diagonal values

of the EKF expected noise covariance matrices were set to values found to work well in experimental

testing, while those for the observation noise matrix were set to match the simulated noise.

The simulation was visualised using the OpenCV library drawing functions [74]. Although the visu-

alisations were only in two dimensions, they represented a cross-section of the entire simulated 3D

space. Figure 5.1 shows the state of the simulation before and after several previously mapped land-
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marks were reobserved. The black line indicates the real path of the robot while the lighter or blue line

indicates the estimated path of the robot. The black and lighter/blue circles with lines through them

show the real and estimated pose of the robot. Large light (grey) coloured dots are the waypoints

of the robot. Black and lighter (blue) smaller dots are the real and estimated landmark positions.

Landmarks are surrounded by a light grey covariance ellipse if they have been added to the SLAM

map, and by a close-fitting red circle if they are actively being observed. The robot was moved in a

counter-clockwise direction.

In Figure 5.1a it can be seen that the landmarks that had been observed later in the simulation had

a larger covariance ellipse than landmarks that had been observed at the start of the simulation. The

newer covariance ellipses were larger because the uncertainty of a new landmark was dependent on

the uncertainty the estimation algorithm had in the accuracy of the pose of the robot at the time of

observation. As no landmarks had been reobserved at this stage, no information which could have

led to a decrease in the pose uncertainty had been collected and it continued to grow. Figure 5.1b

shows the simulation after the landmarks that had been observed at the start of the simulation were

reobserved. As can be seen, the landmark covariance ellipses had decreased in size. Figure 5.2 shows

the covariance value of the last observed landmark’s x-axis estimate together with the observation

instances of one of the landmarks that had been mapped earlier in the simulation. There was a marked

decrease in the last landmark uncertainty at the point where the older landmark was reobserved, at

about time step 2100. When the robot reobserved a previously mapped landmark, the estimation

algorithm updated the robot pose and landmark estimates using this information. The correction

of the estimates showed that the implemented SLAM algorithm can compensate for drift typical of

odometry and movement estimation systems.

The determinant of various landmark position covariance values can be seen in Figure 5.3. The

determinants were calculated and plotted in MATLAB from the covariance values produced by the

simulation software. Plots were vertically magnified until it could be satisfactorily determined that

the graph was monotonically decreasing. The time step values differ between the graphs because

determinants could only be calculated when the specific landmark had been observed. As can be seen,

the determinants were monotonically decreasing, which indicated that the EKF SLAM algorithm is

convergent. The convergence of the algorithm, together with the drop in landmark uncertainty after

reobservation, validates the constant velocity model EKF SLAM formulation.
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(a)

(b)

Figure 5.1: True and estimated robot trajectory and map (a) before and (b) after reobservation of

previously mapped landmarks.
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Figure 5.2: Pxx of 20th landmark with observation instances of 1st landmark.

5.3.2 Grouped landmark assumption testing

A C++ computer simulation was used to verify the assumption that the grouping of features would

lead to better estimation results. As the simulation was very similar to the one described in Section

5.3.1, only the differences will be described. Observable features in the simulation were grouped

before the start of the simulation into six clusters of five features. The extracted landmarks consisted

of either singular features or a group of features. The two SLAM systems using these methods were

named singular landmark (SL) SLAM and grouped landmark (GL) SLAM. In the latter method the

mean of the features was used as the position of the landmark. The features were all continuously

observed by the robot so as to simplify the comparison between the two methods. Zero-mean Gaus-

sian noise with a standard deviation of 0.05 was added to the sensed position of each feature. The

observational noise covariance value of the EKF was set to match the simulated noise. The number

of waypoints had been reduced to five to speed up the computation of results.

The simulation was executed ten times for each feature-sensing method and for a varying numbers of

features. The average and standard deviation of the ATE RMSE for these experiments can be seen

in Table 5.1. The difference between the averages of the two methods is expressed as a percentage

of the SL method average. The table also shows the t-values of the two sample t-tests conducted to

verify the statistical significance of any observation of improved performance. A two sample t-test
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(d)

Figure 5.3: Determinants of various state covariance submatrices. (a) 1st observed landmark subma-

trix. (b) 3rd observed landmark. (c) 5th, 6th and 7th observed landmarks submatrix. (d) Submatrix of

the first ten landmarks.

was used as the number of samples are relatively small, the standard deviations are not the same

and the simulations can be seen as unmatched random samples due to the random noise added for

each simulation. The null hypotheses that was formulated for the t-test was that the RMSE averages

of the two methods for a particular number of feature groups are equal. The null hypothesis was

rejected if the computed t-value was larger than critical t-value for a confidence level of 95%, which

for the number of samples in this experiment is 1.734. Upon rejection of the null hypotheses the

alternative hypothesis, that the mean of one sample is greater (and thus less accurate) than the other,

was accepted. The Wilcoxon rank sum test was used to confirm the t-test result.
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The SL sensing method was the more accurate method when fewer feature groups were available but

the GL method was the more successful method when enough groups were available. As can be seen,

the differences between the methods are all statistically significant except when the number of groups

is equal to 4, which can be interpreted as the point where the methods are almost equal in accuracy.

The Wilcoxon rank-sum test found all comparisons to be statistically significant. Landmark-based

SLAM systems typically require a minimum number of landmarks to produce an accurate estimate.

The standard deviation results indicated that the GL SLAM method was also the more consistent of

the two methods. The improvement in accuracy and consistency was believed to be due to the fact

that the error on the average of a group of sensed landmarks was lower than that of an individual

landmark. The confidence interval surrounding the RMSE average are not shown as the standard

deviation of most of the results are too small relative to the average to be meaningfully represented

within a graph.

Table 5.1: RMSE averages and standard deviations of the simulated SL and GL SLAM methods with

varying number of feature groups. Each group has 5 features. The difference is given as a percentage

value. A difference was considered statistically significant if the t-value was larger than t0.05 = 1.734.

Groups SL avg. SL std dev GL avg. GL std dev Avg. difference t-value

1 0.0973 9.78E-04 4.3244 1.12E-01 -4344.40 126.1019

2 0.0522 5.05E-02 4.2364 2.41E-02 -8015.71 249.3076

3 0.0312 8.28E-03 0.0416 2.02E-05 -33.34 4.1574

4 0.0371 1.39E-02 0.0452 1.41E-02 -21.83 1.3658

5 0.0434 1.81E-02 0.0329 2.03E-05 24.19 1.9319

6 0.0473 1.29E-02 0.0295 1.48E-05 37.63 4.6147

5.4 EVALUATION USING WAYPOINT GROUND TRUTH

A series of simple test sequences were used to evaluate the complete system, which comprised the

landmark extraction and data association modules (based on the PQFT saliency detection method)

together with the EKF SLAM algorithm. A new dataset of Kinect movement sequences was recorded

for which the ground truth at specific waypoints was known. The intrinsic camera parameters for the

particular Kinect used were also determined.
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5.4.1 Tabletop dataset

The generated dataset consisted of three sequences: Clockwise, C.Clockwise and Extended. The

first two sequences had very simple motions, designed to focus on testing the translational estimation

capability of the system and to test for any bias in the operation of the system. In the C.Clockwise

sequence the Kinect was moved with a less smooth motion than in the Clockwise sequence. The

purpose of the variation in motion was to determine the effect on the estimation accuracy of having

a motion which was less compliant with the constant velocity movement model. The Extended se-

quence was a more complex test to evaluate both the rotational and translational estimation accuracies

of the system. The ROS data recording tool, rosbag, was used to record data from the Kinect to bag

files. These files contained the normal video and IR camera images, the time stamp information of

these images, the calibration information for the camera as well as the transform information between

the camera frames.

For the Clockwise sequence, a 1 m by 0.5 m rectangular path was marked out on a table. When the

SLAM system was activated, the first landmarks to be sensed were included directly into the SLAM

map. After that newly sensed landmarks were subjected to data association. At the beginning of the

sequence the Kinect was subjected to a small movement in which an initial map was built. Thereafter

the Kinect was moved from corner to corner of the marked path in a clockwise direction, constantly

facing the same scene - an office table covered with various objects. The Kinect was slowly brought

to a halt at each corner (so that the movement would comply with the motion model) and the 3D

positional estimates for those points were recorded in a similar fashion as the tests carried out in [19].

The loop was completed three times. The loops were completed in 3 minutes and 42 seconds. With a

total distance of 9 m travelled, the average speed was 0.0498 m/s. A photo of the Kinect viewing the

cluttered desk can be seen in Figure 5.4.

A second sequence, C.Clockwise, was recorded where the camera was moved in a counterclockwise

direction to investigate the possibility of a bias introduced by the specific direction of motion of the

camera. The rectangular path marked out was the same as in the first sequence but there were slight

variations in the scene viewed by the camera. The movement in the second test was not as smooth as

in the first. The loops were completed in 3 minutes and 28 seconds. The average speed was 0.0404

m/s.

A final recorded sequence, Extended, consisted of a more complicated path to evaluate the estimation
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Figure 5.4: Setup for the recording of the Tabletop dataset. Here the Kinect can be seen placed upon

the marked path and pointed toward the cluttered desk scene.

of a change in camera height and rotation. The camera was again moved in a clockwise direction while

following waypoints and the camera was kept pointed towards a scene. The second waypoint was

situated on a box placed on the marked table. The motion from the first waypoint to the raised second

waypoint was diagonally upwards (the movement was kept consistent with the aid of a wire). To reach

the third waypoint, the camera was first moved forward to clear the box, then directly downward

to the table, and then directly forward to reach the waypoint. The camera was then moved to the

fourth waypoint, where it was rotated 45 degrees at the waypoint. The new orientation was preserved

during the motion towards the last waypoint, where it was only rotated back when it had reached the

waypoint. One complete loop was 3.32 m long, so the total distance travelled was 9.96 m. The total

time elapsed was 3 minutes and 48 seconds. The average speed of the Kinect in the sequence was

0.0395 m/s.

5.4.2 Kinect calibration

The calibration routines from the OpenCV library [74] were used to obtain the intrinsic camera pa-

rameters for the specific Kinect used. The parameters are shown in Table 5.2.
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Table 5.2: Intrinsic parameters of the Kinect colour camera used for the experiments described in

Section 5.4.

Parameter Value

Focal length, x axis 520.8437

Focal length, y axis 519.1293

Principal point, x axis 322.2108

Principal point, y axis 253.8037

To determine the ds for the Kinect used, the real distance and camera-measured distance to a number

of points in a scene were recorded. The average of the ratio between the real and measured dis-

tances was used as the scaling value. The selected points were all within 1.5 m and 2.2 m from the

Kinect, which is the same range for features used in the experiments. The ds was calculated to be

1.004845.

5.4.3 Results and discussion

After the dataset had been recorded the data from the bag files were loaded into the SLAM implemen-

tation in such a way that every image was processed by the algorithm. The initial pose for the robot

was set to zero. These values were chosen based on previous experience in evaluating the system.

The estimation averages and standard deviations for the waypoints for the Clockwise sequence are

shown in Table 5.3 and for the C.Clockwise sequence in Table 5.4. The translational estimates of the

waypoints for the Extended sequence are shown in Table 5.5 and the rotational estimates in Table

5.6.

The estimated positions were computed by subtracting the positional estimation error after the initial

mapping movement from all subsequent estimates. The purpose of the adjustment was to compen-

sate for the lack of a map initiation procedure, as in [19] where the system was initialised using four

known landmarks. To inspect whether the adjustment was necessary and beneficial, a quick test was

conducted. In this test a recording was made where the Kinect was kept stationary for approximately

13 seconds, underwent some initial movements, returned to the starting position and was kept station-

ary again for about 13 seconds. The standard deviation for the first stationary phase was 0.0138 while

for the second stationary phase it was 0.0057. The difference in standard deviations indicate that the
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system was more stable after an initial mapping movement and subsequent measurements based on

the stabilised position would be more accurate.

Table 5.3: Position estimation results from the Clockwise sequence. All values are in metres.

Ground Truth Estimate Averages with Standard Deviation

x y z xmean xstddev ymean ystddev zmean zstddev

0 0 0 0.043 0.020 0.019 0.059 -0.003 0.019

-1 0 0 -0.941 0.008 0.037 0.044 -0.024 0.015

-1 0 0.5 -1.016 0.016 0.020 0.021 0.499 0.010

0 0 0.5 0.057 0.021 0.015 0.019 0.519 0.011

Table 5.4: Position estimation results for the C.Clockwise sequence. All values are in metres.

Ground Truth Estimate Averages with Standard Deviation

x y z xmean xstddev ymean ystddev zmean zstddev

0 0 0 0.014 0.014 -0.020 0.010 0.000 0.010

0 0 0.5 0.058 0.018 -0.044 0.017 0.513 0.001

-1 0 0.5 -0.992 0.023 0.014 0.008 0.520 0.010

-1 0 0 -0.958 0.018 0.014 0.018 0.008 0.009

As can be seen from the results in Tables 5.3 and 5.4, the system was capable of providing a realistic

estimate of the position of the camera during the Clockwise and C.Clockwise sequences. In comparing

the two tables, it can be seen that the system performed far better on the C.Clockwise sequence.

The disparity is especially noticeable when the Kinect was at the bottom left corner of the table (the

second waypoint in Table 5.3 and the final waypoint in Table 5.4). The overall average positional error

for the Clockwise sequence was 0.1015, which was greater than that of the C.Clockwise sequence,

0.0467. the system performed better with the C.Clockwise sequence at a confidence level of more

than 95%. The statistical significance of the comparison was evaluated as in Section 5.3.2, except

that the matched-sample dependent t-test and Wilcoxon signed-rank test was used as a single SLAM

system was tested on the same waypoints and the samples are therefore dependent. The SciPy library

in Python was used and therefore the t0.05 is not stated. The confidence intervals shown in Figure 5.5

also indicate that there is no overlap and therefore the comparison of the two sequences is valid.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

61

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 5 Results

The expected result had been that the system would have performed better with the slower Clockwise

sequence. However, although the average speed during the C.Clockwise sequence was faster and this

would indicate a more rough motion, it could be that the resultant motion was in the end more aligned

with the constant velocity motion model. The difference in performance between the two sequences

could be attributed to a number of factors, most probable among them a bias inherent in the system,

the differences in the motion of the Kinect and variations in the sensory noise levels. Nevertheless,

the standard deviation of the points indicate that these estimates, though not completely correct, were

consistent.

Table 5.5: Position estimation results for the Extended sequence. All values are in metres.

Ground Truth Estimate Averages with Standard Deviation

x y z xmean xstddev ymean ystddev zmean zstddev

0 0 0 -0.017 0.019 0.013 0.006 0.015 0.008

-1 -0.27 0 -1.026 0.003 -0.248 0.006 0.019 0.006

-1 0 0.5 -1.008 0.020 -0.004 0.008 0.545 0.012

-0.5 0 0.5 -0.506 0.025 -0.084 0.030 0.519 0.004

0 0 0.5 -0.019 0.015 -0.019 0.004 0.520 0.004

Table 5.6: Angle estimation results for the Extended sequence. All values are in degrees.

Ground Truth Estimate Average Standard deviation

0 0.755 0.983

0 1.362 0.136

0 0.829 0.861

45 -40.509 2.295

0 2.732 0.541

From the standard deviations for the Extended sequence, shown in Table 5.5 and Table 5.6, it can be

seen that the position estimates were stable, with a marked increase in error at the fourth waypoint,

where the rotation occurs. The standard deviation for the angular estimates was also highest at the

fourth waypoint. The larger error would indicate that the system was not as accurate at estimating

rotational as translational movement. It is difficult to compare the results from the Extended sequence

to the other two sequences due to the differences in motion paths and waypoints, but the following
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qualitative conclusions could be made: Firstly, a more complex motion did lead to an increase in

estimation error. Secondly, the difference in error of the first two sequences was unlikely to have been

caused by only a movement bias because the Extended sequence was also in a clockwise direction

and did not produce errors as large as the Clockwise sequence.

5.4.4 Effect of camera movement and illumination

As has been previously discussed, it was believed that the difference in estimation error produced by

the system for the Clockwise and C.Clockwise sequences could be produced by bias, different types

of Kinect movement and variations in sensory noise levels. System bias to movement direction had

already been discounted as unlikely, therefore it was required to investigate the last-mentioned two

sources.

The cause of differences in the way the Kinect was moved was self-evident: it was the person mov-

ing the Kinect. To determine what the effect of a different movement would be, a new sequence,

Clockwise2 was recorded, in the same manner as Clockwise. For the new sequence, the Kinect was

handled more gently at an average speed of 0.0395 m/s. The RMSE and other ATE statistics of the

known waypoints are shown in Table 5.7. As can be seen, there was a decrease when the Kinect

was handled in a smoother fashion. However, the comparison was only statistically significant at a

90% confidence level (computed using the methods described in Section 5.4.3) and further experi-

mentation is required to investigate the effect of motion on the accuracy of the system. The overlap

in confidence intervals shown in Figure 5.5 further illustrates this point.

Table 5.7: Statistics of the absolute trajectory error produced by the system for the Clockwise and

C.Clockwise2 sequences.

Statistic Clockwise Clockwise-2

RMSE 0.1063 0.0855

Mean 0.1015 0.0787

Median 0.1129 0.0824

Std Dev 0.0332 0.0349

Minimum 0.048 0.0139

Maximum 0.1457 0.1246
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Figure 5.5: 95% Confidence intervals on the mean error for the C.Clockwise, Clockwise and Clock-

wise2 sequences. The overlap in intervals between the latter two sequences is evident.

The cause of variations in sensory noise levels was less obvious. Investigation of the images from the

sequences shows that the C.Clockwise sequence was more brightly lit than the Clockwise sequence.

The Kinect standard video camera automatically adjusts its exposure level to suit the environment

viewed. Lower levels of illumination would have lead to a higher exposure time, which would have

lead to higher levels of motion blur in the images. The Clockwise2 illumination levels were very

similar to those found in Clockwise. To determine how the sensor noise levels affected the system,

the expected noise covariance values were adjusted from the initial value of 0.002. The value was

chosen after some experimentation. These results are shown in Table 5.8 and indicated that when the

system was adjusted to handle the greater sensor noise the results increased in accuracy but only up

to a point. The increase in accuracy from expected noise levels of 0.002 to 0.003 was found to be

statistically significant, while the difference between levels of 0.002 and 0.004 was too small. For

comparison purposes, the same was done for the better illuminated C.Clockwise sequence and shown

in Table 5.9. Here it can be seen that adjusting the expected sensor noise led to a slight increase in

error (which was found not to be statistically significant), as there was no actual increase in sensor

noise. From the results of these expected noise level experiments, it can be seen that the system is

sensitive to the amount of illumination in a scene. However, due to complex manner in which the

expected noise covariance values affects the rest of the system, it is difficult to predict which value

will produce the optimal result.
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Table 5.8: Statistics of the absolute trajectory error produced by the system for the Clockwise se-

quence, for differing values of sensory noise covariance.

Statistic Q = 0.002 Q = 0.003 Q = 0.004

RMSE 0.1063 0.0905 0.1124

Mean 0.1015 0.0857 0.1047

Median 0.1129 0.0829 0.108

Std Dev 0.0332 0.0303 0.0426

Minimum 0.048 0.132 0.1903

Maximum 0.1457 0.0347 0.0334

Table 5.9: Statistics of the absolute trajectory error produced by the system for the C.Clockwise

sequence, for differing values of sensory noise covariance.

Statistic Q = 0.002 Q = 0.003 Q = 0.004

RMSE 0.05 0.0655 0.0593

Mean 0.0467 0.0599 0.0557

Median 0.051 0.0619 0.0559

Std Dev 0.0187 0.0277 0.0214

Minimum 0.0134 0.0099 0.021

Maximum 0.0721 0.1039 0.0932

5.5 EVALUATION USING COMPLETE PATH GROUND TRUTH

The previous experiments, though useful to indicate whether the system was working as desired,

were somewhat contrived in that the camera was stopped at each waypoint. The type of movement

described artificially influenced the position estimates and did not represent how the system would be

used in a real application. Therefore a test using a dataset where the complete information regarding

the ground truth was available was used to provide a more in-depth and realistic evaluation of the

system. The SLAM system was implemented using all three of the saliency mapping methods to

determine which method was most suitable.
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5.5.1 Freiburg 2 dataset

As the current implementation used a Kinect sensor, the dataset developed by the Technical University

of Munich, described in [78] and available from [76], could be used to obtain a complete ground truth

evaluation of the system. The dataset contained various recordings from a Kinect as it was being

moved through an indoor environment. These bag files consisted of the normal camera images, depth

camera images, the time stamp information for these images, the transformation between the two

cameras and the IMU data from the Kinect. Ground truth for the path of the Kinect was recorded at

100 Hz by a MotionAnalysis motion capture system and could be downloaded separately. The dataset

has been used to evaluate a number of real time point cloud registration systems [29] and a point cloud

based SLAM implementation [30]. The creators of the dataset also provided an error measurement

tool based on the ATE as well as the work in [94].

The dataset was divided into two sub-datasets called Freiburg 1 and Freiburg 2. Sequences from

the latter were used, as the camera motions at the start of these sets were slow enough to test the

current implementation, which assumed zero initial velocity. The following sequences were used:

XY Z, RPY and Desk. The first two had very simple, slow motions to test the operation of a system

for translational and rotational motion, respectively. The total length of camera motion for these

datasets were 7.029 m and 1.506 m. The Desk dataset had a Kinect being moved around a large desk

environment to complete a loop. Of all the sequences that had been used so far, Desk most resembled

an actual usage case of the SLAM system, as the Kinect was moved in a natural fashion, not limiting

itself to specific waypoints or movement styles. As the loop was quite large, it offered an opportunity

to evaluate the loop closure capability of the system. The total length travelled by the Kinect was

18.88 m. The camera parameters in Table 5.10, taken from [76], were used.

As has been seen in Section 5.4.4, changing the expected EKF noise covariance values had a notice-

able effect on the parameters. Therefore, the parameters for each Freiburg 2 sequence were set after

evaluating the average rotational and translational velocities of the sequences and through experimen-

tation with various values.

5.5.2 Results and discussion

The data from the downloaded Freiburg 2 bag files were input into the SLAM implementation in such

a way that every image was processed by the algorithm. The experiments were conducted using the
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Table 5.10: Intrinsic parameters of the Kinect colour camera and scaling factor value for the Freiburg

2 sequences.

Parameter Value

Focal length, x axis 520.9

Focal length, y axis 521.0

Principal point, x axis 325.1

Principal point, y axis 249.7

Scaling factor 1.031

SR, PFT and PQFT saliency detection methods. All the landmark extraction and data association

routines as described in Chapters 3 and 4 were applied for each method. The initial pose for the

algorithm was set according to the ground truth file for each sequence. The ATE was computed

for each sequence and method and various statistics on it were extracted. The number of landmarks

tracked were also reported. The time reported was not an absolute measure, but served as an indication

of the relative computation time. Output video images were generated, which showed the landmarks

extracted from an input image to aid analysis of the results further.

The automated analysis tool available from [76] was not used in this evaluation. The tool attempted

to align the estimated positions to the ground truth, which was not necessary for this evaluation, as

the ground truth values had been used to set the initial positions for each sequence. The statistical

significance of the comparisons between SLAM systems was investigated using the same paired-

sample tests as described in Section 5.4.3, as different methods are applied to the same datasets and the

samples are considered dependent. The results of these tests are presented in Section 5.5.3. However,

to summarise it can be stated that all comparisons are statistically significant up to a 95% confidence

level, except for the comparison between the SR and PQFT methods for the Desk sequence.

5.5.2.1 XYZ sequence

The results for the XY Z sequence are provided in Table 5.11. As can be seen, the SLAM system

using the PQFT saliency detector outperformed the other two methods for all measured values except

the maximum error. In addition, it did so in approximately the same computational time with the

same number of landmarks. From this it could be conjectured that the PQFT method was better at
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generating saliency maps (which would be in agreement with the results reported in [65]) that led to

the extraction of reliable landmarks.

Table 5.11: ATE statistics of the SLAM system using different saliency detection methods for the

XY Z sequence.

Statistic SR PFT PQFT

RMSE 0.224 0.190 0.166

Mean 0.203 0.170 0.142

Median 0.184 0.148 0.124

Std Dev 0.093 0.084 0.085

Maximum 0.450 0.434 0.497

Time 4:37 4:31 4:38

Landmarks 22 22 22

Figure 5.6 shows the ATE graphs of the three saliency method implementations. Although the differ-

ent implementations performed well across the entire sequence, there were specific instances in which

large errors occurred, which required further investigation. Figure 5.6c shows that the largest error

occurred for the PQFT around time step 2800, where the camera underwent a large z-axis motion with

regard to the frame of the camera. A movement along the z-axis translated into a movement toward

and away from the main source of landmarks. The deduction was made that the landmark extraction

system was not capable of handling such large changes in image scale. The large maximum error as

seen in Table 5.11 could also be attributed to the system not being invariant to scale changes.

The SR detector did not appear to suffer from the same problem, as seen in Figure 5.6a. The reason

for this was that the SR method detected smaller regions, which were more invariant to scale. A

side-by-side comparison, seen in Figure 5.7, shows the differences in the extracted landmark sizes.

The PQFT method tended to identify larger regions as being salient because it used additional colour

information. The SR method isolated separated, more compact regions. Though not shown, the PFT

method finds regions that were well separated but not to the same extent as the SR method. The PQFT

method was perhaps not as invariant to scale changes as either the SR or PFT method.

The largest error for the SR method occurred at approximately time step 800, which involved a simple

upward motion of the camera showing less of the office table area. The SR method was not able to find
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Figure 5.6: ATE graphs of the SLAM system using the (a) SR, (b) PFT and (c) PQFT saliency

detection methods for the XY Z sequence.
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(a) (b)

Figure 5.7: Landmark extraction showing the effect of scale on the (a) SR and (b) PQFT saliency

method.

enough sizable landmarks in this region and failed to provide the EKF with information to update the

state estimate. Thus, although smaller sized landmarks were useful to avoid errors caused by image

scaling, these landmarks could also be difficult to detect reliably.

5.5.2.2 RPY sequence

The results for the RPY sequence can be seen in Table 5.12. Here it can be seen that the SR method

was by far the better method for this sequence while the PFT marginally outperformed the PQFT. The

dominance of the SR method strongly contradicted the results from the XY Z sequence. Examining the

ATE graphs of the methods, shown in Figure 5.8, it can be seen that a major error occurred at time step

1000 for both the PQFT and PFT methods. At this time the camera underwent a yaw motion and views

a large calibration checkerboard, as seen in Figure 5.9. The particular scene produced low-quality

landmarks for two reasons. Firstly, the landmarks found on the checkerboard were ambiguous because

the repetitive pattern affected the feature descriptors, while the proximity of the landmarks prevented

the filters based on distance to exclude the incorrect matches. Secondly, some of the landmarks were

detected beyond 3.5 m, which was the limit of accurate depth measurement for the Kinect. The

landmark below the transparent plastic cover marked by a -1 was approximately 5 m away from

the Kinect. The identified low-quality landmarks affected the accuracy with which the pose was

tracked.
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The ATE graph for the SR method shows no such error occurring at time step 1000. The output video

at that time was examined and it was seen that the SR method was failing to detect any landmarks.

As no landmarks were being matched or added to the state vector, the EKF was not updated with new

information at the time. In the sequence the camera was rotated back along the same path and thus the

EKF could continue to use the same estimate without a too large error. If the camera had not returned

to the same position, the EKF would most likely have lost track of the camera pose. Therefore the

success of the SR method was specific to the RPY sequence.

Table 5.12: ATE statistics of the SLAM system using different saliency detection methods for the

RPY sequence.

Statistic SR PFT PQFT

RMSE 0.064 0.140 0.149

Mean 0.057 0.113 0.120

Median 0.055 0.081 0.094

Std Dev 0.030 0.083 0.088

Maximum 0.164 0.354 0.420

Time 4:12 4:41 5:57

Landmarks 30 76 113

5.5.2.3 Desk sequence

The results of the three different saliency methods for the Desk sequence can be seen in Table 5.13.

Here the PQFT implementation again outperformed the other methods but at a far greater compu-

tational time cost. The greater computation time could easily be attributed to the large number of

landmarks that were being tracked. The margin between the SR and PQFT implementations was rel-

atively small, although the difference in standard deviation and maximum error was noticeable (the

statistical significance of this comparison is evaluated in Section 5.5.3) The PFT method performs

substantially worse than the other methods.

The ATE graphs and the estimated camera paths, shown in Figure 5.10, show that the error decreased

as the camera reached the starting point again, for all three methods.The error reduction indicated that

loop closure had occurred and that the system had corrected the pose and map estimates. A screen

capture produced by the PQFT method at the end of the sequence, as seen in Figure 5.11, seemed to
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Figure 5.8: ATE graphs of the SLAM system using the (a) SR, (b) PFT and (c) PQFT saliency

detection methods for the RPY sequence.
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Figure 5.9: Screen capture at approximately time step 1000 of PQFT implementation for the RPY

sequence. Outlines indicate matched landmarks, while the numbers indicate the position of the land-

marks within the state vector. Note the checkerboard and distance to some of the landmarks.

substantiate this claim. Similar results can be seen for the other methods. A number of landmarks

extracted at the start of the sequence were reobserved (as indicated by the yellow number, which

signifies the landmark index within the EKF state vector). The occurrence of loop closure when only

data association had been used was a good result for such a large loop.

The SR method implementation produced a smaller error at the end of the sequence than the SLAM

system using the PQFT method, but it was less successful at tracking the camera during the overall

movement. The PQFT implementation suffered from less drift in the pose estimation and did close

the loop equally effective. All of these results could indicate that data association was more effective

with the landmarks extracted by the SR method but that the positional information provided by the

PQFT method landmarks was of better quality.

The SLAM implementation using the SR method was very fast in comparison to the other methods.

During testing it was noted that many video frames were not processed as not enough landmarks were

found, which would have benefited the computational speed but would have hampered the accuracy

of the pose estimate. The difference in the accuracy of the SR and PQFT methods could also have

been caused by frames that were not processed.
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All three systems encountered a large error at approximately time step 800. The cause of this error was

not as obvious as in previous cases, though it seemed that the camera view was of the highly cluttered

desk, which perhaps could have led to a number of incorrect landmark matches. The PQFT method

SLAM implementation was able to recover from this error, while the PFT method never fully recov-

ered. The PFT performs poorly overall because it could not correct for the error sufficiently.

Table 5.13: ATE statistics of the SLAM system using different saliency detection methods for the

Desk sequence.

Statistic SR PFT PQFT

RMSE 0.786 1.170 0.740

Mean 0.618 1.010 0.628

Median 0.499 1.021 0.585

Std Dev 0.485 0.590 0.391

Maximum 1.910 2.323 1.377

Time 3:53 9:07 14:29

Landmarks 101 188 227

5.5.3 Statistical significance

All comparisons between the SR, PFT and PQFT methods were subjected to a matched-pairs t-test as

well as a Wilcoxon rank-sum test. All of the comparisons where found to be statistically significant

with at least a 95% confidence level, except for the comparison between the PQFT and SR method

for the Desk sequence. Figure 5.12 shows the 95% confidence intervals of the mean error for the

different methods on the XY Z and RPY sequences. As can be seen, there are no overlaps in intervals

which further validates the comparisons between the methods. The confidence intervals for various

statistics of the ATE of the SR and PQFT methods on the Desk sequence is shown in Figure 5.13.

Here it can be seen that there is an overlap in the intervals of the mean estimate, that the PQFT has the

smaller RMSE and the SR has the lower Median. Furthermore, during the matched-pairs t-test for this

comparison is was found that the null hypothesis (that both methods have the same mean) can only

be rejected with a 63% confidence level, which is far below the threshold of 95%. Therefore it cannot

be stated whether either method is more suited to the Desk test set and that more experimentation is

required for determining the superior method.
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Figure 5.10: ATE graphs and estimated paths of the SLAM system for the Desk sequence. (a) and

(b) are from the SR implementation, (c) and (d) are from the PFT implementation while (e) and (f)

are from the PQFT implementation. The true path of the camera is indicated by the solid blue line

while the estimated path is indicated by the dashed green line. The large dot is the end of each path.
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Figure 5.11: Screen capture at the end of the Desk sequence. Low numbers indicate that old land-

marks have been reobserved and thus loop closure has occurred.
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Figure 5.12: 95% Confidence intervals showing no overlap between the mean errors of the different

SLAM methods for the XY Z and RPY sequences.
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Figure 5.13: 95% Confidence intervals for different statistical parameters of the SR and PQFT SLAM

systems for the Desk sequence. The PFT method is not shown as it performed substantially worse

than the other two methods.

5.6 COMPARISON BETWEEN SINGULAR FEATURE AND GROUPED FEATURES AS

LANDMARKS

A comparative study was conducted to examine the advantages and disadvantages of using the newly

developed landmark instead of singular feature landmarks in SLAM. The SLAM system using the

PQFT saliency detection method, hereafter referred to as grouped landmark SLAM or GL SLAM,

was used. A singular landmark or SL SLAM implementation was developed using many of the

routines and formulations used for the GL SLAM implementation. The use of singular landmarks

was somewhat similar to the SLAM implementation in [87]. The same EKF SLAM framework as

discussed in Sections 3.2 and 4.5 was used. The standard OpenCV FAST keypoint detection and

SURF descriptor extraction routines were used for landmark extraction. A FAST keypoint threshold

filter was used to eliminate ambiguous features. Potential matches between newly detected keypoints

and previously mapped landmarks were first filtered using the methods described in Section 4.7.1,

except that the line length variance was not evaluated. Matches were found using a brute force

matching technique and the best matches were chosen using the method described in Section 4.7.2.

Landmarks were also deleted using the approach described in Section 4.8.
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A direct comparison between the two SLAM implementations was difficult even when using the same

dataset: There were usually a number of parameters that needed to be set for each implementation

and these parameters affected each implementation differently. The most notable difference in the

parameter settings was that the SL SLAM FAST keypoint threshold and landmark deletion parameters

were set much higher than for the GL SLAM implementation, as far more landmarks were extracted

in SL SLAM and could have overwhelmed the system.

5.6.1 Results and discussion

The same procedures described in Section 5.5.2 were used to evaluate the SL SLAM implementation.

The GL SLAM results from the same section were used for the comparison. Various statistics on

the resultant ATEs of both implementations were computed. In addition, the final number of tracked

landmarks and computation time were also recorded. The computation time reported was the time it

took the system to analyse all the images in a sequence. Although real-time operation was not a goal

of this implementation, the completion time provided a useful measure to evaluate the differences

between the systems. Statistical significance was evaluated using the tests described in Section 5.4.3.

The results of this evaluation can be seen in Table 5.14.

Table 5.14: Statistics of the ATE produced by the SL and GL SLAM systems for the Freiburg 2

sequences.

XYZ RPY Desk

Statistic GL SL GL SL GL SL

RMSE 0.166 0.164 0.149 0.248 0.740 2.528

Mean 0.142 0.141 0.120 0.219 0.628 2.186

Median 0.124 0.119 0.094 0.211 0.585 2.539

Std Dev 0.085 0.084 0.088 0.117 0.391 1.270

Maximum 0.497 0.466 0.420 0.579 1.377 4.204

Time (min:sec) 4:27 4:17 5:57 4:10 14:29 55:27

Landmarks 22 35 113 78 227 299

SL SLAM performed slightly better and more efficiently than GL SLAM for the XY Z sequence. How-

ever, the increase in performance is not large enough to be considered statistically significant. More

landmarks were tracked by SL SLAM, which is to be expected. The XY Z sequence was very simple,
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Figure 5.14: 95% Confidence intervals of the mean errors for the SL and GL SLAM systems for the

(a) XY Z and RPY sequences and (b) Desk sequence.

with very basic motions and a consistent view of a texture-rich cluttered desk. For the RPY sequence,

GL SLAM outperformed SL SLAM in terms of the estimation accuracy by a prodigious margin

which is statistically significant. However, GL SLAM tracked fewer landmarks than SL SLAM but

still took longer to complete the sequence. The discrepancy in computational time is further investi-

gated in Section 5.6.2. From the results the deduction was made that the additional overhead of the

GL SLAM landmark extraction and data association consumed more time than the reduction in EKF

SLAM computations owing to the lower number of landmarks.

Figure 5.15 shows the ATE of SL SLAM for the RPY sequence. The graph shows that a large esti-

mation error was encountered at time step 1000, similar to that seen in Figure 5.8c for GL SLAM.

However, an even larger error was encountered at approximately time step 250. Figure 5.14 shows

the confidence intervals for the mean errors of the SL and GL SLAM methods for the all the complete

ground-truth sequences. Here it can be seen that there is a definite overlap for the XY Z sequence

while there is no overlap for the RPY sequence, substantiating the statistical significance of the latter

comparison. As can be seen in Figure 5.14b, the difference in performance of SL and GL SLAM

methods for the Desk sequence is evidently statistically significant.

A screen capture for both implementations at this point can be seen in Figure 5.16. Before time step

250, the camera pans far enough to the left that the camera view is of only the large box lid and the

cord on the floor, as seen in the left hand side of Figure 5.16. There were a number of keypoints in
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this part of the RPY sequence, but because of the homogeneous texture of the scene these keypoints

were all of too low a response and were filtered by the SL SLAM implementation. Even the plant

and desk objects seen in Figure 5.16 produced keypoints with responses falling below the threshold

value. As no suitable keypoints were detected, the EKF was not updated with sensory information.

Thereafter the EKF could not adapt to the changes in rotational velocities and this caused the large

error. In contrast, the GL SLAM implementation detected enough landmarks to maintain a good pose

estimate.

The capability of GL SLAM to operate in this problematic section of the RPY section was attributed

to two causes. Firstly, the GL SLAM landmark extractor used adaptive filtering. Secondly, more

keypoints could be detected because the threshold for FAST keypoints could be set far lower. A lower

threshold value could be used because the grouping of landmarks allowed for lower quality features

to be used, as individual keypoint mismatches did not have as catastrophic an impact in GL SLAM as

in SL SLAM.

To determine whether lowering the keypoint response threshold would improve the results of the SL

SLAM implementation, the ATE was computed for the first 350 time steps of the RPY dataset for

different threshold settings. The original threshold was 150. The statistics for these results, seen in

Table 5.15, indicated that more keypoints could be detected if the threshold was lowered, which led

to more accurate estimation results. The same threshold values were evaluated using the whole of the

XY Z sequence. The results are shown in Table 5.16 and showed an increase in error as the threshold

was lowered despite an increase in the number of landmarks tracked. The results shown in Tables

5.15 and 5.16 emphasised the utility of adaptive thresholding.

Table 5.15: ATE statistics of the GL SLAM system and SL SLAM system for the first 350 images of

the RPY sequence. The number after SL indicates the FAST keypoint response threshold used for SL

SLAM

Statistic GL SLAM SL 150 SL 130 SL 110

RMSE 0.066 0.357 0.268 0.101

Landmarks 63 16 23 38

The results for the Desk sequence show that SL SLAM was incapable of dealing with the large

loop of the sequence. The singular feature implementation completely failed to provide significant
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Table 5.16: ATE statistics of the GL SLAM system and SL SLAM system for the XY Z sequence.

The number after SL indicates the FAST keypoint response threshold used for SL SLAM

Statistic GL SLAM SL 150 SL 130 SL 110

RMSE 0.166 0.164 0.220 0.404

Landmarks 22 35 55 110

loop closure, as can be seen in Figure 5.17. Here it can be seen that the ATE increased almost

unceasingly. The dips in error at about time steps 2000 and 2800 could perhaps have resulted from

correct matching, but the system had lost track of the camera pose and could not provide enough

correction to recover it. Such a loss of tracking led to a steep increase in the number of landmarks,

as seen in Table 5.14. The increase was a result of the previously mapped landmarks not being

matched to the newly detected landmarks because of the difference in distance between matches,

which was caused by the erroneous pose estimate. The large number of landmarks led to the very

long completion time. The large difference in performance of the SL and GL SLAM methods for the

Desk sequence is of course statistically significant at a 95% confidence level.

In summation, SL SLAM could provide better results for simple environments with rich texture and

when the Kinect was moved in a very simplistic manner. GL SLAM, on the other hand, could operate

in environments with lower quality keypoints and with more dynamic and extensive Kinect move-

ments because of the adaptive thresholding that it applied and the more extensive data association

method that it employed.

5.6.2 Computational analysis

The GL SLAM system produced more accurate positional estimates than the SL SLAM system.

However, it was found to have taken much longer to process the RPY sequence even though it had

tracked fewer landmarks. Although the focus of the implemented system was not on computational

performance, it will always be a consideration in the deployment of robotic systems and therefore

deserved attention.

In previously reported results, the total time the system took to process the data within a sequence was

reported as a measure of the computational cost of an implementation. To provide a more in-depth

analysis of the computational performance, the Callgrind profiler tool from the Valgrind instrumen-
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Figure 5.15: ATE graph of SL SLAM for the RPY sequence. Note the large error at step 250, which

corresponded to a region containing keypoints with low responses.

tation framework was used [111]. Callgrind analyses the behaviour of an executable binary and

records the call history of the functions within the program. The call history contains the exact num-

ber of instructions executed, the number of function calls and the relationship between functions. The

information within the call history can be used to compute the relative length of time spent within a

function. Unfortunately, the emulation process slows down the execution of the binary significantly.

Therefore, the SLAM implementations were only evaluated for the first 50 time steps of the RPY se-

quence. The Kcachegrind application [112] was used to visualise and organise the text-based results

produced by Callgrind.

The SL SLAM and GL SLAM systems both used the same EKF estimation algorithm. Therefore,

the difference between the systems was the type of landmark used, which determined the landmark

extraction and data association routines implemented. By comparing the two systems, the additional

computational cost of the saliency-grouped landmark was investigated.

5.6.2.1 Results

By analysing the results produced by the Callgrind profiler tool, it was seen that 70.52% of the

total time was spent on the landmark extraction step and 26.57% on the data association step in

the GL SLAM system. The GL SLAM system spent a total of 97.09% of the total time extracting

and matching landmarks. The SL SLAM system only spent 47.63% on these steps. The sizeable
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(a) (b)

Figure 5.16: Screen captures of the SL and GL SLAM at around time step 250 for the RPY sequence

showing how scenes containing low-quality keypoints affected both algorithms.
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Figure 5.17: ATE graph of SL SLAM for the Desk sequence. The error increased almost constantly.

difference is to be expected given the given the greater complexity of the saliency-grouped landmark

with regards to the simpler, single feature landmark used by SL SLAM.

5.6.2.2 Optimisation

The computational cost of the saliency-grouped landmark was large, but given the increases in ac-

curacy and robustness it would still be desirable to use it for SLAM. There were several ways that
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could be used to optimise the landmark extraction and data association steps associated with the new

landmark. More advanced programming techniques or hardware, such as general-purpose computing

on graphics processing units, multi-threaded programming or higher-end processors, could have been

used. More efficient, but possibly less accurate, procedures and algorithms could have been used.

Finally, the general implementation of the system could have been improved.

The GL SLAM Callgrind output was used to determine the parts of the system that would benefit the

system the most by being optimised. The following are the most expensive functions and represent

61.16% of the total time spent:

• BruteForceMatcher, the function used to match keypoints according to their descriptors.

• SURFInvoker, SURF descriptor extractor.

• DFT , the Discrete Fast Fourier Transform function.

• at, the OpenCV matrix entry accessor.

• cvtColor, the algorithm used to convert colour images to grey-scale.

As can be seen, all of the listed functions are from the OpenCV library and would be difficult to

optimise directly. Therefore the application of these functions would need to be optimised. One of

the reasons that the BruteForceMatcher was so computationally expensive was that the Euclidean

distance of the SURF descriptors had to be computed. If the SURF descriptor was replaced by a

descriptor using a binary string (such as the Fast Retina Keypoint (FREAK) descriptor [113]), then the

BruteForceMatcher could use the Hamming distance instead of the Euclidean distance. Computing

and matching the FREAK descriptor in this way is two orders faster than for the SURF descriptor

[113]. The DFT is fundamental to the PQFT saliency detection method and therefore very difficult

to replace or apply in a different manner.

For the purpose of demonstrating how optimisation could affect the performance of the system, the

usage of the last two listed functions was optimised. The at method was replaced by a method

utilising an incrementing pointer, as described in [114]. The cvtColor routine was being called by

both the FAST keypoint detector and SURF descriptor extractor and this was prevented by providing

the functions with a grey-scale image as input. Implementing these simple optimisations resulted in

a 9.89% reduction in the total computation time for the RPY sequence. Though the improvement
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in computational performance was a relatively small, it showed that optimisation of the landmark

extraction and data association steps could make the saliency-grouped landmark a viable candidate

for future visual SLAM implementations.

5.7 OVERALL SYSTEM PERFORMANCE

To evaluate the overall system performance, various statistics on the ATE for most of the sequences

described in this chapter are shown in Tables 5.17 and 5.18. The ATE for the Tabletop dataset was

computed by using the adjusted estimated waypoint positions. The Freiburg 2 sequence results were

taken from the PQFT saliency detection method implementation.

Table 5.17: Statistics of the ATE produced by the system for the Tabletop and Freiburg 2 datasets.

All values are in metres.

Statistic Clockwise C. Clockwise Extended XYZ RPY Desk

RMSE 0.106 0.050 0.069 0.166 0.149 0.740

Mean 0.102 0.047 0.059 0.142 0.120 0.628

Median 0.113 0.051 0.056 0.124 0.094 0.585

Std Dev 0.033 0.019 0.035 0.085 0.088 0.391

Maximum 0.146 0.072 0.156 0.497 0.420 1.377

Table 5.18: Statistics of the ATE produced by the system for the Tabletop and Freiburg 2 sequences,

expressed as percentages of the total distance travelled.

Statistic Clockwise C. Clockwise Extended XYZ RPY Desk

Distance (m) 9.000 9.000 9.960 7.029 1.506 18.880

RMSE 1.182 0.556 0.688 2.356 9.880 3.918

Mean 1.128 0.519 0.597 2.023 7.968 3.326

Median 1.254 0.567 0.558 1.770 6.242 3.097

Std Dev 0.369 0.208 0.354 1.295 1.208 5.837

Maximum 1.619 0.801 1.566 7.074 27.855 7.293

Direct comparison between the Freiburg 2 and Tabletop dataset was difficult because of the funda-

mental differences in the way the ground truths were determined. However, general and qualitative
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conclusions could be drawn. From the computed percentages it can be seen that the Extended se-

quence produced less accurate estimates than the C.Clockwise sequence and the estimates for the

Desk sequence were less accurate than for the XY Z sequence. Therefore it can be stated that the

more complicated and longer camera paths led to an increase in the system estimation error. On the

other hand, this error was restricted by the loop closing effect, as demonstrated by the Desk sequence.

Furthermore, when the errors between the Clockwise and C.Clockwise sequences and between the

XY Z and RPY were considered, it is possible that the differences in illumination levels and Kinect

movement produced greater errors than the larger paths did. From this it can be concluded that the

implemented SLAM system utilising saliency grouped landmarks was an effective and expandable

solution for robot localisation but it could benefit from being made more robust.
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CHAPTER 6

CONCLUSION

In this dissertation the use of visual saliency in SLAM was investigated. To do so, a SLAM system

using a saliency-based landmark was implemented. The newly developed landmark consisted of

image features grouped together according to the saliency content of an image. The implemented

SLAM system used an EKF to track landmarks extracted from visual and depth data generated by a

Kinect. The implemented SLAM system was capable of estimating the position and orientation of

a Kinect as it was moved around, as well as the location of landmarks in the viewed environment.

The following chapter discusses the results obtained in Chapter 5 and the research questions raised in

Chapter 1. Aspects warranting further research are also identified.

6.1 LANDMARK DEFINITION AND HANDLING

The definition of the landmarks was an important research question as it defined how saliency was

used to implement vision-based SLAM. The landmarks were defined as consisting of FAST keypoints,

with associated SURF descriptors, found within an isolated high-saliency region. The position of a

landmark was the mean of the 3D spatial location of all pixels in the region.

A number of landmark-handling routines had to be developed to make use of the new landmark. The

landmark extraction routine was augmented with filters that removed landmarks with low saliency

content and spurious spatial positions. The filters were also capable of adapting to the texture sparsity

of a scene so that enough landmarks could be produced to provide enough update information to the

EKF. The data association routine used both the geometry and the descriptors of the multiple image

features in each landmark to find quality matches. A landmark management routine was required to

eliminate non-performing landmarks so that the efficiency of the system could be maintained.
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In terms of the coherence theory described in [49], the regions isolated by the saliency detection

method could be interpreted as proto-objects. Suitable regions were tracked by the EKF-SLAM

algorithm through the use of the SURF descriptors of the FAST image features. Thus, the proto-

objects were made coherent in time and space, which elevated them to the status of objects [49].

6.2 EVALUATION OF RESULTS

The manner in which the implemented SLAM system was evaluated was an important question that

determined how the results were to be interpreted. A short investigation was conducted to determine

the most appropriate evaluation methodology, which was then used.

The EKF-SLAM system was first validated in simulation according to the observation of two phenom-

ena: A reduction in position uncertainties after landmark reobservation and the continuous decrease

of the determinants of landmark covariance matrix entries. Both of these phenomena were observed,

thus indicating that the developed system was a viable SLAM platform for further development and

experimentation.

Thereafter two datasets of recorded Kinect movement sequences were used. The two datasets differed

in the type of ground truth provided with each dataset. Recorded datasets allowed for the generation of

repeatable and easily comparable results, as well as the isolation of specific events and causes.

A new dataset, Tabletop, containing the ground truth for specific waypoints was recorded. The per-

formance of the SLAM system on these simple sequences showed that the system was capable of

producing good robot pose and landmark position estimates. However, experiments indicated that

rough movement of the Kinect, as well as low illumination levels in an environment, had a detri-

mental effect on the estimation results. Unfortunately, a portion of the results were not statistically

significant and further experimentation would be required to comprehensively prove the effect of

movement on the system.

The Freiburg 2 dataset provided the ground truth for the complete path, which allowed for a more

thorough analysis of the system. Experiments conducted using the dataset showed that the system

estimated translational movements better than rotational movements. The results also showed that the

system was capable of estimating motion during a large loop and recognising that the starting point

had been reached. The observed occurrence of loop closure caused a reduction in the estimation error.
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The error correction showed that the system was capable of more than a standard dead-reckoning

odometry method, which would have suffered from continual error growth due to drift.

6.3 COMPARISON OF SALIENCY DETECTION METHODS

One of the questions encountered when designing a saliency-based SLAM implementation was how

the saliency content of an image was to be determined effectively. Frequency-based saliency detection

methods were used because of their ease of implementation, impressive performance in isolating

regions of possible importance, speed and the fact that the methods have relatively few parameters to

set. SLAM systems that used the SR, PFT and PQFT methods were implemented and the estimation

results were compared to determine the most effective method. Overall, the PQFT implementation

was found to be very accurate but also the slowest of all the methods. The PQFT implementation also

struggled to maintain landmark coherence during large-scale changes. The SR implementation was

able to cope with these changes and was the fastest method. There was also no statistically significant

difference in the performance of the SR and PQFT methods on the Desk sequence. However, the SR

SLAM implementation failed to maintain an accurate estimate when viewing texture-sparse scenes.

Both the PQFT and SR implementations were able to achieve loop closure successfully, while the

PFT implementation was not as successful. From the experiments conducted it can be concluded

that their are certain distinct advantages to using the PQFT or SR methods and that these should be

considered before applying either method.

6.4 ADVANTAGES OF GROUPED FEATURES AS LANDMARKS

Whether the use of multiple features to form a landmark would be more beneficial than a singular

feature landmark was an important research question that arose from the landmark definition. A com-

parison between a SLAM implementation that used singular features as landmarks and one that used

the new saliency-based grouped feature landmark was conducted. In both simulation and real-world

experiments it was found that the use of groups of features as landmarks led to more accurate and sta-

ble positional estimates. The simulation showed that a minimum number of landmarks was required

for the SLAM system to produce usable results. The need for a minimum number of landmarks was

also indirectly observed in the dataset experiments. The dataset experiments also showed that grouped

landmarks were more robust to texture-sparse regions and to large camera movements.

A short computational analysis comparing the two SLAM implementations showed that the landmark
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extraction and data association routines associated with the new saliency grouped landmark were far

more computationally expensive those associated with the singular landmark. The larger expense was

to be expected given the far greater complexity of the newly developed landmark. However, it was

shown that the computation time of the saliency grouped landmark routines can be reduced using

basic profiling and optimisation methods.

6.5 FUTURE RESEARCH POSSIBILITIES

Though the current, landmark-based SLAM implementation was most suitable for application in re-

stricted, structured indoor environments, the landmarks themselves can be used in a system operating

in a large, unstructured outdoor space. The increase in operational scope is possible because the

landmarks were based on the saliency content of images, which is an effective measure by which

to segment coherent landmarks from natural environments. The general graph optimisation system

shown in [14] presents an opportunity to test the landmark using a large-scale SLAM implementa-

tion.

However, for application in a large-scale SLAM system the computational expense of the landmark

extraction and data association routines would have to be reduced, preferably with a large enough

factor to allow for implementation as part of a real-time SLAM system. Great reductions in the

time needed to process incoming video images could be realised by replacing bottleneck functions

with the latest developed methods, such as the FREAK descriptor [113], or by using more advanced

programming techniques and hardware.

The cloud of 3D points produced by the Kinect has been underutilised in this implementation. Al-

though this was done on purpose so as to focus on using visual saliency to produce landmarks, there

are a number of possibilities that could be investigated. The PCL [115] contains a variety of filtering

and geometric fitting algorithms, which could be used to relate the environment and the landmarks to

the robot in interesting ways. The most direct application of the saliency-based landmark is to aid in

the finding of correspondences in point clouds for a scan-matching SLAM system.

The landmark composition can be extended to make it even more effective. The normal vector of

each salient region could form part of the landmark as a means of incorporating more orientation

information into the system. The landmark could be made more invariant to scale change by using a

multiscale saliency detector such as that proposed in [66]. The fourth input to the QFT could be used
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to add additional environmental information to increase the saliency information of sparsely-textured

scenes.

The EKF formulation used could also be improved. The update phase can be reformulated to use

the 2D pixel to 3D spatial point conversion Equations 4.2 and 4.3. Using these equations could

lead to some interesting possibilities, such as actively searching for landmarks in the image space as

described in [19]. A more complex sensor noise model can be implemented to use landmarks better in

non-ideal circumstances. For example, the expected sensor noise can be made a function of landmark

distance and illumination level.

Future implementation and acceptance of robots is dependent on the extent of their autonomous and

self-navigational capabilities. Visual sensors can provide robots with a large amount of informa-

tion that, if properly processed, can improve how robots orientate themselves in an environment.

Saliency detection offers an effective mechanism to prioritise regions for processing. In this disserta-

tion saliency detection was used to improve vision-based SLAM, which can serve as the foundation

for navigation systems and further automation.
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APPENDIX A

DERIVATION OF JACOBIAN MATRICES

In this appendix the formulation of the various Jacobian matrices used in the SLAM system developed

in Section 3.2 are presented. These formulations are based on the MATLAB code accompanying [68].

First the formulation of the Jacobian for the EKF prediction phase are given, followed by the update

phase Jacobian. The augment phase Jacobians are the last to be presented.

A.1 CONSTANT VELOCITY MOVEMENT MODEL

The formula for the complete constant velocity model Jacobian is

∇Fr =
δ fr(r,∆t)

δr
=



δ fp(pW ,vW ,∆t)
δr

δ fq(qWR,wR,∆t)
δr

δ fv(vW )
δr

δ fv(wR)
δr

=


δ

δr
(
pW +

(
vW +V

)
∆t
)

δ

δr
(
qWR⊗q

((
wR +ΩΩΩ

)
∆t
))

δ

δr
(
vW +V

)
δ

δr
(
wR +ΩΩΩ

)

 . (A.1)

Each of these derivatives are formulated in turn. The first derivative is

δ fp(pW ,vW ,∆t)
δr

=


1 0 0 0 0 0 0 ∆t 0 0 0 0 0

0 1 0 0 0 0 0 0 ∆t 0 0 0 0

0 0 1 0 0 0 0 0 0 ∆t 0 0 0

 . (A.2)
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Appendix A Derivation of Jacobian matrices

The formulation of the derivative of the quaternion equation is more complicated and requires a

number of steps. First the formula for determining the quaternion of the angular velocity vector and

time step needs to be specified. As the angular velocity vector is a compressed angle-axis rotation,

the formula is

q
((

wR +W
)

∆t
)
= qw∆t =


cos( |w∆t|

2 )

sin( |w∆t|
2 ) wx

|w∆t|

sin( |w∆t|
2 )

wy
|w∆t|

sin( |w∆t|
2 ) wz

|w∆t|

 . (A.3)

The new quaternion is written as qwt to simplify notation. The product of this quaternion with qWRt

will be written as qp for the same reason. Subscripts indicate which of the components of the quater-

nion are used. wi indicates which component of the angular velocity vector is used. The derivative of

the quaternion equation is

δ fq(qWR,wR,∆t)
δr

=
δ
(
qWR⊗qw∆t

)
δr

(A.4)

=


0 0 0 qw∆t

w −qw∆t
x −qw∆t

y −qw∆t
z 0 0 0 δqp

w
δwx

δqp
w

δwy

δqp
w

δwz

0 0 0 qw∆t
x qw∆t

w qw∆t
z −qw∆t

y 0 0 0 δqp
x

δwx

δqp
x

δwy

δqp
x

δwz

0 0 0 qw∆t
y −qw∆t

z qw∆t
w qw∆t

x 0 0 0 δqp
y

δwx

δqp
y

δwy

δqp
y

δwz

0 0 0 qw∆t
z qw∆t

y −qw∆t
x qw∆t

w 0 0 0 δqp
z

δwx

δqp
z

δwy

δqp
z

δwz

 .

(A.5)

To obtain the last three columns, the derivative of qp by the angular velocity vector needs to be

determined. The chain rule of differentiation is used to get

δ
(
qWR⊗qw∆t

)
δr

=
δ
(
qWR⊗qw∆t

)
δqw∆t

δqw∆t

δw
. (A.6)

The first term of this product is given by

δ
(
qWR⊗qw∆t

)
δqw∆t =


qWR

w −qWR
x −qWR

y −qWR
z

qWR
x qWR

w −qWR
z qWR

y

qWR
y qWR

z qWR
w −qWR

x

qWR
z −qWR

y qWR
x qWR

w

 , (A.7)
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while the second term is

δqw∆t

δw
=


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dqB(wz,wx) dqB(wz,wy) dqA(wz))

 (A.8)

dqA(wi) =
∆t
2

w2
i

|w|2
cos
(
|w|∆t

2

)
+

1
|w|

(
1− w2

i

|w|2

)
sin
(
|w|∆t

2

)
(A.9)

dqB(wi,w j) =
wiw j

|w|2

(
∆t
2

cos
(
|w|∆t

2

)
− 1
|w|

sin
(
|w|∆t

2

))
. (A.10)

The remaining derivatives of Equation A.1 are

δ fv(vW )

δr
=


0 0 0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0 0

 (A.11)

δ fv(wR)

δr
=


0 0 0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 0 0 1

 . (A.12)

A.2 OBSERVATION MODEL

For ease of reference, the observation equation is restated

mR
i,k|k−1 = h

(
xk|k−1

)
=
(

qWR
k|k−1

)∗
⊗q
(

mW
i,k|k−1−pW

k|k−1

)
⊗qWR

k|k−1. (A.13)
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Appendix A Derivation of Jacobian matrices

As the landmarks have no influence on one another within the observation model, the Jacobian ap-

proximation of the observation equation is

Hx =
δh(x)

δx
=



δh(r,m1)
δx

δh(r,m2)
δx
...

δh(r,mn)
δx

 , (A.14)

where n is the number of landmarks that are in the map. The entries can be formulated as

δh(r,mi)

δx
=
(

δh(r,mi)
δp

δh(r,mi)
δq

δh(r,mi)
δv

δh(r,mi)
δw 0 0 . . . δh(r,mi)

δmi
. . . 0 . . .

)
. (A.15)

Given the observation model, the derivatives with regard to the angular and translational velocities

are known to be zero. The derivative in terms of the quaternion is

δh(r,mi)

δq
=


dq11 dq12 dq13 dq14

dq21 dq22 dq23 dq24

dq31 dq32 dq33 dq34

 , (A.16)

where

dq11 = 2qWR
w
(

pW
x −mix

)
+2qWR

z
(

pW
y −miy

)
−2qWR

y
(

pW
z −miz

)
dq12 = 2qWR

z
(

pW
z −miz

)
+2qWR

x
(

pW
x −mix

)
+2qWR

y
(

pW
y −miy

)
dq13 = 2qWR

x
(

pW
y −miy

)
−2qWR

y
(

pW
x −mix

)
−2qWR

w
(

pW
z −miz

)
dq14 = 2qWR

z
(

pW
y −miy

)
+2qWR

x
(

pW
z −miz

)
−2qWR

z
(

pW
x −mix

)
dq21 = 2qWR

z
(

pW
y −miy

)
+2qWR

x
(

pW
z −miz

)
−2qWR

z
(

pW
x −mix

)
dq22 =−2qWR

x
(

pW
y −miy

)
+2qWR

y
(

pW
x −mix

)
+2qWR

w
(

pW
z −miz

)
dq23 = 2qWR

z
(

pW
z −miz

)
+2qWR

x
(

pW
x −mix

)
+2qWR

y
(

pW
y −miy

)
dq24 =−2qWR

w
(

pW
x −mix

)
−2qWR

z
(

pW
y −miy

)
+2qWR

y
(

pW
z −miz

)
dq31 =−2qWR

x
(

pW
y −miy

)
+2qWR

y
(

pW
x −mix

)
+2qWR

w
(

pW
z −miz

)
dq32 =−2qWR

z
(

pW
y −miy

)
−2qWR

x
(

pW
z −miz

)
+2qWR

z
(

pW
x −mix

)
dq33 = 2qWR

w
(

pW
x −mix

)
+2qWR

z
(

pW
y −miy

)
qWR

z −2qWR
y
(

pW
z −miz

)
dq34 = 2qWR

z
(

pW
z −miz

)
+2qWR

x
(

pW
x −mix

)
qWR

x +2qWR
y
(

pW
y −miy

)
.
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Appendix A Derivation of Jacobian matrices

The derivative of the observation model with regard to each landmark is

δh(r,mi)

δmi
=


dm1 2qWR

y qWR
x +2qWR

z qWR
w 2qWR

z qWR
x −2qWR

w qWR
y

2qWR
y qWR

x −2qWR
z qWR

w dm2 2qWR
z qWR

y +2qWR
w qWR

x

2qWR
z qWR

x +2qWR
w qWR

y 2qWR
z qWR

y −2qWR
w qWR

x dm3

 , (A.17)

where

dm1 =
(
qWR

x
)2

+
(
qWR

w
)2−

(
qWR

z
)2−

(
qWR

y
)2

dm2 =−
(
qWR

x
)2

+
(
qWR

w
)2−

(
qWR

z
)2

+
(
qWR

y
)2

dm3 =−
(
qWR

x
)2

+
(
qWR

w
)2

+
(
qWR

z
)2−

(
qWR

y
)2
.

The derivative of the observation model with regard to the pose can be stated as

δh(r,mi)

δp
=

δh(r,mi)

δmi

δmi

δp
=−δh(r,mi)

δmi
. (A.18)

A.3 MAPPING FUNCTION

The mapping function is restated here for ease of reference

mW = g(mR) = qWR⊗q
(
mR)⊗ (qWR)∗+pW , (A.19)

where the Jacobians are given by

∇Gr =
g(mR)

r
(A.20)

∇Gz =
g(mR)

m
. (A.21)

The ∇Gr is simple to formulate

∇Gr =


1 0 0 dqgr11 dqgr12 dqgr13 dqgr14 0 0 0 0 0 0

0 1 0 dqgr21 dqgr22 dqgr23 dqgr24 0 0 0 0 0 0

0 0 1 dqgr31 dqgr32 dqgr33 dqgr34 0 0 0 0 0 0

 , (A.22)
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Appendix A Derivation of Jacobian matrices

where

dqgr11 = 2qWR
y mR

z −2mR
y qWR

z +2mR
x qWR

w

dqgr12 = 2mR
x qWR

x +2mR
z qWR

z +2qWR
y mR

y

dqgr13 =−2mR
x qWR

y +2qWR
x mR

y +2mR
z qWR

w

dqgr14 =−2mR
y qWR

w +2mR
z qWR

x −2mR
x qWR

z

dqgr21 = 2mR
y qWR

w −2mR
z qWR

x +2mR
x qWR

z

dqgr22 = 2mR
x qWR

y −2qWR
x mR

y −2mR
z qWR

w

dqgr23 = 2mR
x qWR

x +2mR
z qWR

z +2qWR
y mR

y

dqgr24 = 2qWR
y mR

z −2mR
y qWR

z +2mR
x qWR

w

dqgr31 =−2mR
x qWR

y +2qWR
x mR

y +2mR
z qWR

w

dqgr32 = 2mR
y qWR

w −2mR
z qWR

x +2mR
x qWR

z

dqgr33 =−2qWR
y mR

z +2mR
y qWR

z −2mR
x qWR

w

dqgr34 = 2mR
x qWR

x +2mR
z qWR

z +2qWR
y mR

y .

Finally, the second Jacobian is

∇Gz =


dgz1 2qWR

y qWR
x −2qWR

z qWR
w 2qWR

y qWR
w +2qWR

x qWR
z

2qWR
y qWR

x +2qWR
z qWR

w dgz2 2qWR
y qWR

z −2qWR
x qWR

w

−2qWR
y qWR

w +2qWR
x qWR

z 2qWR
y qWR

z +2qWR
x qWR

w dgz3

 , (A.23)

where

dgz1 =−
(
qWR

y
)2

+
(
qWR

x
)2

+
(
qWR

w
)2−

(
qWR

z
)2

dgz2 =
(
qWR

y
)2−

(
qWR

x
)2

+
(
qWR

w
)2−

(
qWR

z
)2

dgz3 =−
(
qWR

y
)2−

(
qWR

x
)2

+
(
qWR

w
)2

+
(
qWR

z
)2
.
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