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Summary

In this thesis, we use first principles density functional theory (DFT) to study the

energetics, structural and electronic properties of hydrogenated and lithiated bilayer

graphene material systems. The newly developed four variants of the non-local van der

Waals (vdW) exchange-correlation functionals (vdW-DF, vdW-DF2, vdW-DF C09x

and vdW-DF2 C09x) are employed to explore all the possible configurations of hydrogen

adsorption at 50% and 100% coverage on a 1×1 unit cell. The results obtained are also

compared with the GGA PBE functional.

For 50% hydrogen coverage, 16 unique configurations are identified in the unrelaxed

state. Formation energy analysis reveals six possible energetically favourable configu-

rations with three low-energy competing configurations. It is found that the properties

of hydrogenated bilayer graphene greatly depend on the hydrogen configuration. For

instance, the formation of a hydrogen dimer within the layers decouples the structure,

whereas the dimer formation outside surfaces does not have a significant influence on

the van der Waals forces; thus the bilayers remain coupled. In this coupled configura-

tion, the vdW-DF C09x functional predicts the lowest formation energy and shortest

interlayer separation, whereas the GGA PBE functional gives the highest formation

energy and largest interlayer distance. The reasons behind the variation of these func-

tionals are discussed. Two of the three low-energy competing configurations exhibit

semimetallic behaviour, whereas the remaining configuration is a wide band gap mate-

rial. The wide band gap structure is found to undergo a hydrogen-induced spontaneous

phase transformation from hexagonal to tetrahedral (diamond-like) geometry. We con-

clude that this wide band gap configuration represents a viable template for synthe-

sizing nanodiamonds from graphene by hydrogenation. At 100% coverage, ten unique

hydrogen configurations are identified from a 1×1 unit cell. All exchange-correlation

functionals predict nine of the structures to have negative formation energies. From

these nine structures, three low-energy competing structures are noted and found to
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be wide band gap semiconductors, whereas the other configurations exhibit either a

semimetallic or metallic character. Although a 1×1 unit-cell is able to present a clear

picture for the interaction between hydrogen and graphene, our results reveal that it

limits the occurrence of other interesting physics. The cell size was increased to 2×1, to

identify other low-energy configurations that are not possible in a 1×1 cell. The iden-

tified configurations have shown physically interesting hydrogen arrangements such as

chair-like, zigzag-like and boat-like configurations. Furthermore, our results reveal that

hydrogenation reduces the elastic properties of the pristine structures.

We further perform a systematic investigation of the effects of lithium (Li) on AA

and AB stacking sequences of bilayer graphene. Two Li atoms are considered to ex-

amine the effects of the Li-Li interaction on bilayer graphene, and a total of 12 unique

configurations for AB and 9 for AA stackings are identified. The vdW-DF consistently

predicts the highest formation energies, whereas vdW-DF2 C09x gives the lowest. Un-

like in the case of the pristine structures, it is noted that for lithiated bilayer graphene,

GGA PBE gives comparable results to the other functionals. One of the Li interca-

lated configurations undergoes a spontaneous translation from the AB to AA stacking,

and is found to be the most energetically stable configuration. We therefore conclude

that Li favours the AA stacking, and that configuration represents a feasible template

for experimentally synthesizing and characterizing a Li-based anode material. We no-

ticed that all identified Li configurations exhibit metallic behaviour. Lastly, we found

that the intercalated Li dimer weakly interacts with the graphene layers, whereas the

intercalated isolated Li atom exhibits strong interaction.
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Chapter 1

Introduction

In this introductory chapter, we give a brief review of selected properties and appli-

cations of graphene and bilayer graphene materials. The realization of these material

systems is discussed by reviewing the various synthesizing techniques used. We also

introduce newly developed ab initio exchange-correlation functionals that are able to

correctly describe the properties of these layered systems. Lastly, the objectives of this

project are presented.

1.1 Rationale

Carbon is the element that is largely responsible for human development. It is an

interesting material because of its ability to have different forms of bonding [1, 2, 3, 4],

and has been widely studied. It is abundant in the universe, and exists in different

allotropes such as diamond, graphite, fullerenes (buckeyballs), nanotubes and graphene.

These allotropes have differing bond hybridization ranging from sp to sp3 under ambient

conditions, and possess vastly differing properties (see Table 1.1), with graphene having

extraordinary ones. Graphene is a monolayer of graphite, a single layer of carbon

atoms tightly packed into a two-dimensional hexagonal lattice [2, 3, 4, 5, 6, 7, 8, 9,
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10]. Graphene research is a rapidly growing field in the condensed matter physics and

materials science fields.

Self or free standing few layered graphene (FLG) which contains either one (graphene),

two (bilayer graphene) or three (trilayer graphene) layers was first peeled from graphite

in 2004 by Novoselov and co-workers at Manchester University [5, 6, 7, 8, 9, 10]. In

2010, these researchers were awarded the Nobel prize in physics for groundbreaking

experiments regarding the two dimensional material graphene [11]. Their experiments

demonstrated that graphene has extraordinary (unusual) properties such as charge

carriers that behave as massless Dirac fermions at the corners of the Brillouin zone,

the observed anomalous quantum Hall effect and ballistic transport at room temper-

ature [5]. They also reported that FLG is thermodynamically stable under ambient

conditions, and is of relatively high quality [5].

Table 1.1: Various properties for carbon allotropes (Specific surface area A in m2 / g,
charge carriers mobility vs in cm2 / V s, thermal conductivity κ in W / m K, Young ’s
modulus Y in TPa and electrical conductivity σ in S / m).

Allotropes A vs κ Y σ

Graphene 2630.00a 2.00×105d 5.00×103h 1.00l 1.3×105p,q

Graphite 10.00b 1.30×104e 3.00×103i 1.06m 25×105r

Fullerene 5.00c 0.56f 3.00×103j 0.01n 1.7×10−7s

Carbon nanotube 1315.30a 1.00×105g 0.50k 0.64o 1.7×106t

aReference [12]; bReference [13]; cReference [14]; dReference [9]; eReference [15];
fReference [16]; gReference [17]; hReference [18]; iReference [19]; jReference [20];
kReference [21]; lReference [22]; mReference [23]; nReference [24]; oReference [25];
pReference [26]; qReference [27]; rReference [28]; sReference [29]; tReference [30].

Table 1.1 compares some of these remarkable properties of graphene with other

allotropes of carbon. These outstanding properties make graphene a good candidate

for various technological applications such as electronic devices, bio-applications, sensor

2
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applications as well as for energy storage [31, 32, 33]. For instance, high intrinsic

mobility enables graphene to be used as a logical transistor [31].

The local network structure of graphene, just as in graphite, consists of sp2-hybridized

carbon bonds [34]. In the plane of the hexagonal lattice, each carbon atom is bonded

to the three nearest neighbours by strong σ-bonds [2, 3, 5, 6, 7, 34]. In addition, there

is a weak π bond localized on each carbon atom, presenting possible degrees of unsatu-

ration on the graphene structure. The electronic signatures of the π bands are uniquely

characterized by continuous linear dispersions forming a cone-like shape exactly at the

K-point. These arise from orbitals located near the K- and K ′-points on the opposite

corners of the Brillouin zone. Since the valence and conduction bands meet at the

K-point, graphene exhibits a zero band gap [2, 3, 5, 6, 7, 34].

Bilayer graphene consists of two layers of graphene weakly bound by van der Waals

forces. It has two stacking sequences viz. AA (simple) and AB (Bernal). The de-

gree of van der Waals interactions in these two stackings is significantly different, re-

sulting in differing interlayer spacings and binding energies. Reference [35] reported

that the Bernal stacking has a shorter interlayer spacing and is more energetically

favourable than simple stacking. Bilayer graphene possesses interesting electronic prop-

erties, which are slightly different from those of single-layer graphene. In contrast to

graphene, electrons in bilayer graphene behave as massive chiral fermions [36, 37]. The

linear dispersion relation observed around the K-point in a graphene monolayer be-

comes parabolic in bilayer graphene due to the massive electrons coupling between the

layers [36, 37]. This suggests that bilayer graphene may be a viable candidate for tun-

able transistors, taking the advantage of this electronic coupling [38]. However, the

valence and conduction bands also meet at the K-point of the Brillouin zone, making

bilayer graphene semimetallic [36, 37, 38].

Numerous techniques are already being used and developed for synthesizing FLG

materials. The most easily accessible and widely used methods are the mechanical ex-

3
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foliation of graphite, chemical vapor deposition (CVD), unzipping of carbon nanotubes

and epitaxial growth over silicon carbide (SiC) substrates. In the micromechanical

ex-foliation of graphite, the free standing graphene is obtained by repeatedly attach-

ing and removing scotch-tape over the graphite crystal (peeling method or scotch-tape

method) [5]. These tiny-peeled crystals are usually characterized by using either trans-

mission electron microscopy (TEM) or Raman spectroscopy to examine the imaging and

other various properties. All the unusual properties proposed in reference [5] were ob-

served in simply peeled-off graphene. Despite the high quality of ex-foliated graphene,

its usage in numerous technological applications is too limited due to its relatively small

size [26]. It is almost impossible to obtain a very large thin layer using the scotch-tape

technique without causing damage (creating some defects); thus this method is not

easily controllable. Although ex-foliated graphene does not meet market requirements,

it is widely used in research for comparison with other developed methods [31].

In the CVD method, relatively large-area uniform polycrystalline graphene films

are grown on top of metal foils or surfaces [39]. However, CVD is more expensive than

using ex-foliation as a large energy source is required. In their review paper, Novoselov

et al. [31] suggested that the size of graphene films synthesized using the CVD method

meets commercial market requirements for a variety of applications. For instance, CVD

graphene films are ready to be used in transparent conductive coating applications such

as touch screens [31]. The first growth of a large-area graphene layer on top of Cu foils

was reported in 2009 by Li et al. [26]. Thereafter, several studies have also reported

the growth of FLG films on various types of metals [40, 41, 42].

Novoselov et al. [5] reported that two dimensional FLG systems stand a good chance

of replacing the widely used silicon in the microelectronic technological applications.

However, the zero band gap (semi-metallic nature) in the band structure hinders the

direct application of these materials. To resolve this problem, researchers have made

concerted efforts in trying to generate a band gap. Various methods such as cutting

4
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graphene into nanoribbons [43, 44, 45], rotating carbon dimer at an angle of 90◦ creating

Stone-Wales defects [46, 47, 48, 49, 50] and chemical fuctionalizations [51, 52, 53, 54,

55, 56, 3, 58, 59, 60, 10, 62, 63, 11, 65, 66] were explored. In addition, Ohta et al. [38]

proposed that applying an electric field along the z direction between the layers in

bilayer graphene could also open a notable band gap. Amongst all these possibilities,

experiments [51, 52, 53, 54, 55, 56, 3] and first principles investigations [58, 59, 60, 10,

62, 63, 11, 65, 66] have shown that chemical functionalization yields a relatively large

band gap.

As a preferred candidate for hydrocarbon compounds, hydrogen was the first ele-

ment to be used as a dopant on graphene and produce a wide band gap [3, 66]. It was

reported that it significantly modifies the local network bonding structure of graphene.

There exists a wavefunction overlap between hydrogen 1s and carbon 2p orbitals. At

100% hydrogen coverage, the local graphene structure, known as graphane [66], is com-

pletely transformed from sp2 to sp3 hybridized carbon bonds. Lately, hydrogenation

was applied to bilayer and trilayer graphene structures, and a wide band gap was also

obtained [3, 10, 11, 2, 5, 6, 13]. Studies are not only focused just on band gap gen-

eration but also on the fundamental understanding of the role hydrogen plays in the

energetics and the various bonds in these FLG structures. A fundamental theoretical

study for these hydrogenated materials is necessary to supplement scarce experimental

data, in particular for bilayer and trilayer graphene.

As well as opening a band gap, hydrogen can also be stored on graphene. Hydrogen

is one of those elements that stores or carries energy just like ordinary electricity. The

advantage of hydrogen compared to other elements is that it is the lightest, cleanest,

and most abundant element in the universe [71]. The overwhelming interest in hydrogen

is also due to the fact that hydrogen-stored-energy (fuel-cells) is capable of producing

electricity that is sustainable, and can be used in electrical household equipment and

in newly developed transportation technologies (electric cars) [71]. The use of fuel-cells

5
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in cars is clean and efficient because no greenhouse gases such as carbon monoxide

or carbon dioxide are produced, and will also alleviate society from the high cost of

petroleum (gasoline). Research continues to flourish in exploring low cost novel materi-

als that can store hydrogen. Several studies have proposed FLG (specifically graphene

and bilayer graphene) as the best candidates [5], for these applications, due to their

remarkable high surface area and electrical conductivity. Several experiments [2, 5, 6]

reported that hydrogen can adsorb or desorb from graphene substrates at a remarkably

low temperature. It is necessary to understand the effect of hydrogen on the mate-

rial properties and which energetically stable configurations are possible in these FLG

material systems.

It is important to note that not all elements generate a band gap, for instance

lithium (Li): which is just below hydrogen on the periodic table, yields a metallic

structure [16, 19, 74, 75, 76, 77, 17]. Although failing to open a band gap, Li still

has an opportunity of being combined with FLG structures to form an interesting

compound that could be useful for other technological applications.

The peculiar surface area for graphene shown in Table 1.1 also makes graphene a

viable candidate as an anode material in the Li ion batteries (LIB). LIB are state-of-the-

art sources of electrical power for electric equipment such as electric cars and portable

electronic devices, i.e. watches and cellphones. Most industries use graphite material

as an anode in the LIB due to its ability to intercalate and deintercalate Li-ions within

the layers [79, 80, 81, 82, 83, 84, 85]. Recently, however, the performance of graphite as

an anode has reached its limits. For instance it is not capable of being used in electric

vehicles because of its relatively low Li-ion storage capacity [86].

Recently, several authors have demonstrated that graphene is suitable for use in LIB

technologies, and has a Li-ion storage capacity of nearly twice that for graphite [86,

87, 88]. Graphite has a Li-ion storage capacity of about 372 mAhg−1 [89]. A high

Li-ion storage capacity is necessary to allow a LIB to charge and discharge within a

6
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small volume. Chan et al. [90] suggested that the reason for the high Li-ion storage

in graphene might be due to its ability to adsorb Li-ions above and below the surface.

Another research group demonstrated that bilayer graphene exhibits a greater Li-ion

storage capacity than graphene [91]. This is because the novel bilayer graphene also

has interlayer spacing that allows for Li-ions intercalation between the layers, which

graphene lacks. The processes of charging and discharging in a LIB is easily controlled

by the intercalation and de-intercalation mechanism of Li-ion. Studies are required

to examine various possible Li configurations, in order to establish the lowest energy

competing configurations in bilayer graphene materials. Another study has reported

that the presence of Li-ions greatly affects the vdW interactions, resulting in the sig-

nificant repulsion of the layers [16]. It was also proposed that bilayer graphene has the

capability of improving recharge cyclic performance for LIB technology [91].

In theoretical studies, various properties of the FLG systems mentioned earlier are

usually computed using quantum mechanical approaches. Density functional theory

(DFT) [92] is a quantum mechanical modeling technique widely used by physicists,

chemists and material scientists to understand the properties of various materials. Al-

though DFT is an exact method in principle, for practical calculations, approximations

are made for the exchange-correlation interactions [93, 94]. The most widely used ap-

proximations are the local density approximation (LDA) [93] and the generalized gra-

dient approximation (GGA) [94]. The LDA performs relatively well for homogeneous

systems (simple metals) and GGA is effective in the description of inhomogeneous

systems (transition metals, surfaces, compound metals etc) [95, 96]. Owing to this,

various accurate properties of monolayer graphene are obtained using either LDA or

GGA functionals. However, as in graphite, these functionals fail to describe the known

properties of bilayer graphene. This is due to their failure to describe the intrinsic

non-local correlation effects (van der Waals interactions) found in these systems.

To resolve these issues, scientists have made significant efforts in developing new

7
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exchange-correlation functionals that are capable of taking into account the long-range

effects of van der Waals forces [98, 99, 100, 101, 102, 103, 104]. It was ensured that

these functionals are accurately incorporated within the Kohn-Sham equations [97].

One such functional was developed by Dion et al. [98] in 2004 and is known as the van

der Waals density functional (vdW-DF). The correlation energy part of this functional

is divided into two parts viz., local and non-local (nl) correlation energies. The local

energy correlation employs LDA to account for short range (homogeneous electron

gas) interactions, whereas the non-local (nl) correlation energy is expressed as a simple

approximation for the dielectric function. The exchange energy is taken from a GGA

functional (PBE [94] or revPBE [105]). vdW-DF shows its efficiency in describing a

wide range of systems without too much computational cost. Calculations for graphite

indicate that vdW-DF correctly predicts the weak binding energy between layers but

overestimates the interlayer distance when compared to experimental results. This

overestimation is due to the repulsive nature of the revPBE exchange term.

In 2010, Klimes et al. [106] and Cooper [107] constructed a new exchange func-

tional (C09x) to replace the strongly repulsive revPBE exchange term. The resulting

vdW-DF-C09x functional shows an improvement in the calculated interlayer distance

but an overestimation in the binding energy for graphitic systems, i.e. graphite and

bilayer graphene [108]. During the same period, Lee et al. [109] improved the non-

local correlation term of vdW-DF to obtain better binding energies. This improved

functional is called vdW-DF2 and contains a refitted Perdew-Wang PW86R exchange

functional term [110]. They later combined vdW-DF2 with C09x to develop the vdW-

DF2-C09x exchange-correlation functional, which addressed the overestimated inter-

layer distances and binding energies obtained with vdW-DF and vdW-DF-C09x, re-

spectively [109, 108]. The detailed formulation of these functionals is presented in

chapter 3. There are already various test studies [98, 99, 100, 101, 102, 103, 104,

106, 107, 108, 110, 111, 112, 113, 114] of these newly developed exchange-correlations

8
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functionals on pristine systems, but less on defective systems.

1.2 Objectives

In this thesis, we present a first principles density functional study of the adsorption of

hydrogen (H) and lithium (Li) atoms on bilayer graphene. Previous DFT investigations

of these materials have so far, not accurately included the effects of the van der Waals

(vdW) forces. The data reported in this thesis will be calculated using exchange-

correlation functionals that take the effects of vdW interactions into account. For

hydrogenation, the study is motivated by the contradiction found in the literature

on the electronic properties, whereby some studies revealed that hydrogenated bilayer

graphene exhibits metallic, whereas others reported insulating behaviour. Therefore,

extensive study is required to address the discrepancy between the previous studies.

In this thesis, we are interested in finding all the possible H configurations at 50 %

and 100 % coverage on a 1×1 cell. Boukhvalov et al. [10] investigated the chemisorp-

tion of a single H atom, and a pair of H atoms on a 32-atom supercell. These two

configurations correspond to H coverage of 3.1% and 6.3%, respectively. These two

H coverages are low, and insufficient to capture the H-induced transformations of the

bilayer graphene structure. Moreover, the more recent investigation of Leenaerts et

al. [13] considered a single configuration for H adsorption at 50% coverage. Our main

aim is to identify and predict the lowest energy competing configurations that may exist

at 50 % and 100 % hydrogenation, based on the formation energies calculated using the

four variants of the non-local van der Waals density functionals (vdW-DF, vdW-DF2,

vdW-DF C09x and vdW-DF2 C09x). We compare these results with GGA-PBE and

LDA.

Thereafter, we increase the size of the cell to 2×1 to show other energetically sta-

ble configurations at 100% that are not possible in a 1×1 cell, and to understand the
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effects of the cell sizes. In a 2×1 supercell, several physically interesting configurations

such as chair, zigzag and boat conformers are examined. Because previous studies only

focused on hydrogenating the top and bottom external faces of bilayer graphene [13],

we also consider the hydrogenation of the interlayer faces. To investigate the influence

of H on the geometries of bilayer graphene and the effects of the exchange-correlation

functionals, the interlayer distances, bond distances and angles are measured after each

structural relaxation. The electronic behaviour of the predicted lowest energy compet-

ing configurations is examined by analyzing the electronic band structure plots. A

comparison is then made with that of pristine bilayer graphene. Since an understand-

ing of the effect of H on the strength of bilayer graphene is required, the mechanical

and elastic properties of the lowest energy competing configurations are also calculated.

In the literature, it was reported that AB stacking is more energetically stable than

AA stacking; however the opposite scenario is noted during the intercalation of Li

atoms. Previous studies usually report only the energetics of the Li-ion intercalated

structures obtained using the GGA and LDA functionals [16, 19, 74, 75, 76, 77, 17].

In this thesis, we perform a thorough systematic investigation of the adsorption of Li

atoms on AA and AB stackings of bilayer graphene. The objective is to investigate

and understand the effects of Li on the geometry, the interlayer spacing, energetics and

electronic properties (density of states). All the possible configurations of single and

pairs of Li adatoms are identified on 2×2 supercells, to find the lowest energy competing

structures and also to discover the configuration that makes the translation from AB

to AA stacking. To accurately describe the bonding that occurs in bilayer graphene,

the four variants of the non-local van der Waals density functionals (vdW-DF, vdW-

DF2, vdW-DF C09x and vdW-DF2 C09x) are used, and we also compare these results

with GGA-PBE. The dependence of workfunction on the interlayer spacing predicted

by various functionals is also investigated. Lastly, to quantify the effects of Li-ions on

the local structure of bilayer graphene, the amount of charge transfer is calculated by
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integrating the density of states plots.

1.3 Synopsis

This thesis is structured in the following manner: Chapter 2 reviews previous work

carried out on the hydrogenated and lithiated bilayer graphene. In chapter 3, we cover

the theoretical background of the various methods used for the electronic structure

calculations. Firstly, the formulation of DFT and its standard exchange-correlation

functionals (such as LDA and GGA) are given. Since it is known that these standard

functionals fail to correctly describe the effects of van der Waals interactions in com-

plex, sparse, layered materials, a detailed overview of the newly developed non-local

functionals capable of capturing these effects is presented. Chapter 4 describes the

studies on the adsorption of H on bilayer graphene at 50% coverage. All possible H

configuration on a 1×1 unit-cell are identified, and a comparison with results from other

studies is made where possible. Chapter 5 presents the studies on the adsorption of H

on bilayer graphene at 100% coverage. A comparative investigation of all H configura-

tions from 1×1 and 2×1 cells is made. Chapter 6 presents an ab initio studies on the

adsorption of Li on bilayer graphene. A comparative investigation of the adsorption of

Li atoms on AA and AB stacked bilayer graphene is performed. Finally, a summary,

general conclusion and future work stemming from this study are provided in chapter 7.
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Chapter 2

Review of previous work

In this chapter, we report various previous studies on adsorption of hydrogen (H) and

lithium (Li) on bilayer graphene using experimental and theoretical techniques. Since

the synthesis of single and few layered graphene structures by Novoselov et al. [1]

in 2004, many studies have been carried out both experimentally and theoretically

in trying to understand, and also to alter, their electronic properties. Theoretically,

most of the investigations of H and Li on bilayer graphene have been performed using

LDA and GGA exchange-correlation functionals. Fewer have been carried out using

the newly developed exchange-correlation functionals that take the effects of van der

Waals forces into account (vdW-DF, vdW-DF2, vdW-DF-C09x, and vdW-DF2-C09x).

In order to obtain a significant picture of the adsorption of H and Li on bilayer graphene

using these newly developed functionals, it is imperative to be aware of the previous

results obtained using experimental techniques and the widely used functionals.

2.1 Adsorption of hydrogen on bilayer graphene

Luo et al. [2] conducted a comparative investigation on the hydrogenation of single and

a few single layers of graphene SLG (more than three bound graphene monolayers).
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They reported that the hydrogenation of a few SLG is less feasible than those of bilayer

and trilayer graphene. They also showed experimentally that the hydrogenation and

dehydrogenation of graphene depends on the number of monolayers. They found that,

depending on the plasma power, the H coverage can be manipulated up to a saturation

level of 100 % coverage. The observation by Elias et al. [3] that a SLG is far more

receptive to H than bilayer graphene is in direct contrast to the measurements of

Luo et al. [2]. Ryu et al. [4] performed hydrogenation of single and bilayer graphene

using in situ electron-induced dissociation of hydrogen silsesquioxane. Using Raman

spectroscopy, it was found that hydrogenation proceeds at a higher rate for single layer

graphene than bilayer graphene, demonstrating the enhanced chemical reactivity of

single layer graphene.

Furthermore, Subrahmanyam et al. [5] demonstrated the possible use of few layer

graphene in H storage. They showed that such structure can contain up to 5 wt % of

H, which is more than the 3 wt % stored in carbon nanotubes. Their spectroscopic

measurements on hydrogenated bilayer graphene showed that the local structure con-

tains some sp3-hybridized carbon bonds. They also observed that H decomposes when

the structure is heated up to 500 ◦C. Jaiswal et al. [6] investigated the electronic prop-

erties of graphene sheets at different degrees of hydrogenation using Raman and charge

transport spectroscopies. They demonstrated that partially hydrogenated mono- and

bi-layer graphene has weak insulating behaviour, and that bilayer graphene is more

readily affected by H compared to a few single layers of graphene, in agreement with

the measurements of Luo et al. [2]. Wojtaszek et al. [7] reported the hydrogenation

of single and bilayer graphene by an argon-hydrogen plasma produced in a reactive

ion-etching-system. They showed that under ambient plasma conditions, the process

does not introduce considerable damage to the graphene sheet, and the hydrogenation

level can be precisely controlled.

Tanabe et al. [8] reported the growth of Quasi-free-standing bilayer graphene on H
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intercalation of epitaxial monolayer graphene on SiC(0001). A larger size of stacked

sheets compared to that of epitaxial bilayer graphene, grown on SiC(0001) (without

intercalation), was observed using low-energy electron microscopy. They also reported

that the quasi-free-standing bilayer graphene is p-doped at zero-gate voltage, when its

electronic transport characteristics in top-gated devices are evaluated. Lastly, it was

reported that the exposed Quasi-free-standing bilayer graphene has higher electronic

mobility than epitaxial bilayer graphene, and it was concluded that H improves the size

and quality of the free-standing bilayer graphene [8]. Lately, Wang et al. [9] performed

experimental studies of the physisorption of H2 molecules on graphene at low and high

surface coverages. Their calculated heats of adsorption indicated that high surface

coverage was favoured, leading them to conclude that graphene has a high H storage

capability.

Earlier, Boukhvalov et al. [10] performed a comparative study of H adsorption on

single and bilayer graphene using DFT to predict the geometries and energetics. For

the exchange-correlation interactions, LDA and GGA were utilized. They considered

a single and pair of H adatoms and found that the lattice distortions were different in

single and bilayer structures. They observed that the distance between any two bonded

carbon atoms in the bilayer is less than the equivalent distance in a single layer. This

is because the interlayer interaction is trying to force the layers to remain flat. Based

on the chemisorption energies, they concluded that in both structures, a pair of H

adatoms stabilizes the structure better than the single H adatom [10]. This conclusion

was also validated by the activation energies, since the single, and pair, of H adatoms

yielded positive and negative activation energies, respectively. They also found that

the hydrogenated monolayer is far more stable than the hydrogenated bilayer graphene.

The chemisorption energy as a function of H concentration was also calculated, as well

as energy barriers for H binding and release. They concluded that graphene and bilayer

graphene can be perspective materials for H storage.
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Later on, Boukhvalov et al. [11] argued that the maximum H coverage on bilayer

graphene is 25%, and that this configuration gives the most stable structure. At this

coverage, the interlayer distance reduces to 3.25 Å from the 3.35 Å obtained in pristine

bilayer graphene. In this configuration, the band structure showed a wide gap between

the conduction and valence bands. Zhou et al. [12] used a PBE version of GGA to

investigate the energetics and electronic structure of a bilayer graphone (having 25%

degrees of hydrogenation). It was found that the most stable configuration undergoes

a 1×2 surface reconstruction. It was also reported that an energy barrier of 1.83 eV

is needed to separate this structure from the non-bonded state. They also claimed

that bilayer graphone is metallic due to the existence of a delocalized π orbital on the

unhydrogenated sp2 carbon atoms. This contradicts Boukhvalov’s findings, leading us

to believe that they might have studied two different configurations.

Leenaerts et al. [13] investigated the possibility of 50% H coverage on bilayer

graphene. The interlayer distance was found to reduce significantly, resulting in the

creation of strong covalent bonds that stabilize the structure. However this transfor-

mation only occurs when the H is adsorbed on top of an indirect carbon atom (i.e. on

top of the carbon atom that faces the centre of the hexagon on the opposite layer).

In this configuration, the unhydrogenated carbon atom faces another unhydrogenated

carbon atom on the opposite layer. The resulting structure has a wide band gap.

Nevertheless, the formation energy is still higher than that of the hydrogenated single

layer graphene. On this basis, they also concluded that the hydrogenated single layer is

more stable than the hydrogenated bilayer graphene. Berashevich and Chakraborty [14]

studied magnetic properties of the same configuration that was studied by Leenaerts

et al. [13]. They reported that the structure is spin-unpolarized and a non-magnetic

material, whereby the molecular orbitals for spin-up and spin-down states are charac-

terized by the same energy. They reported that this configuration has a wide band

gap of 7.01 eV between the highest occupied molecular orbital and lowest unoccupied

23

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



molecular orbital. Recently, Rohrer et al. [15] performed van der Waals density func-

tional (vdW-DF) studies on the adsorption of H atoms on bilayer graphene and bulk

graphite at 100% coverage. Their results demonstrated that vdW interactions can al-

ter the electronic behaviour in the Brillouin zone. They also found that the engineered

band gap is caused by two geometry-induced effects, viz. (1) the hybridization between

unoccupied wavefunctions in the lowest conduction band, and (2) the modification of

the electrostatic interaction between hybrid wavefunctions and the total density.

Although some minor discrepancies are found, the experimental studies above proved

that hydrogenated structures are easily controllable under the ambient conditions. This

brings about hope for the manufacturing and development of logical transistors that

could operate at higher frequencies. It also encourages theorists to continue studying

these types of systems, predicting further unknown results and possible novel configura-

tions. Apart from references [13, 15], all theoretical studies presented above have only

considered low H coverage, this is not being sufficient to saturate all the dangling bonds.

References [13] and [15] considered 50% and 100% H coverages, respectively, but not

all the possible configurations were modelled. The issue of the missing configurations

in previous studies forms the foundation of this project.

2.2 Adsorption of lithium on bilayer graphene

Recently, Sugawara et al. [16] performed experimental studies on structural and elec-

tronic properties of Li intercalated bilayer graphene. Using low-energy electron diffrac-

tion (LEED), it was found that the effect of Li atoms between the layers is to increase

the interlayer distance as compared to the pristine structure [16], thereby increasing the

volume of the material. Their [16] angle-resolved photo emission spectroscopy (ARPES)

measurements revealed that the intercalated Li atoms are fully ionized. Furthermore,

the ARPES spectra indicated that the Dirac-point shifted from the Fermi level into the
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valence bands by 1.4 eV, revealing the metallicity of the structure. Watcharinyanon

et al. [17] also conducted experimental studies on the structural and electronic prop-

erties of intercalated Li in hydrogenated bilayer graphene. Their low energy electron

microscopy (LEEM) measurements indicated that the deposited Li atoms form islands

of defects which disappear during annealing. They also noted that the workfunction of

the sample (bilayer) decreases after the deposition of Li-ions. Similar to the observation

of Sugawara et al. [16], Watcharinyanon et al. [17] conducted ARPES measurements

on the Li deposited sample and found that the Dirac-point also shifted from the Fermi

level to the valence bands by 1.25 eV.

Virojanadara et al. [18] used LEEM, ARPES and µ-LEED to probe the influence of

Li-ions on monolayer graphene grown on a silicon-terminated SiC (0001) surface. They

noted the growth of a carbon interface (buffer) layer between the graphene and induced

bulk SiC. Their results showed that the Li-ions penetrate through the graphene and car-

bon buffer layer. This observation reveals that Li-ions prefer to be sandwiched between

the layers. The LEEM measurements deduced that the workfunction of the sample was

reduced after Li deposition. Their ARPES results also confirmed the metallic behaviour

of the compound.

Kganyago et al. [19] used GGA and LDA to investigate the lattice and electronic

properties of Li intercalated graphite. It was reported that for pristine structures, GGA

gives meaningless values but after Li intercalation the results are in good agreement

with the experimental results. They found that the lithiated structures possess metallic

behaviour. Imai and Wanatabe [20] also used GGA and LDA to investigate the energet-

ics and geometries of Li intercalated graphite. They reported that the two functionals

predict relatively good, reproducible, lattice constants for this lithiated structure. De-

nis [21] examined the chemical reactivity of Li-ions doped on monolayer and bilayer

graphene using the DFT method. For the description of the exchange-correlation in-

teraction, GGA-PBE and LDA functionals were used in the Li adsorbed single layer
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graphene and bilayer graphene, respectively. The LDA functional was employed osten-

sibly to take into account the effect of the van der Waals forces. It was found that these

Li doped structures are metallic in nature. It was revealed that the metallic character

of Li-adsorbed single layer graphene can be easily affected by the attachment of rad-

icals (OH, CH3,H, etc), resulting in an observable band gap, but in Li-doped bilayer

graphene, the metallicity was always retained after the attachment of radicals.

Zhou et al. [22] employed the LDA functional to perform comparative investigations

of Li-ions intercalated AA and AB stacked bilayer graphenes. They found that for each

Li-ions concentration, the Li intercalated AA stacking is lower in total energy compared

to Li intercalated AB stacking. Interestingly, for the intercalation of one Li atom,

both stackings have the same interlayer spacing but differ when the Li concentration

increases. It was also revealed that due to an increase in the Li concentration, the

AB stacking translates to AA stacking after relaxation. Kaloni et al. [23] conducted

a DFT study to investigate the intrinsic charge carrier densities in Li intercalated

bulk graphite, bilayer and trilayer graphene using the GGA functional. Firstly, it was

observed that for all the systems under study, Li induces a metallic character and

enhances the intrinsic charge carrier densities. They also deduced that Li-intercalated

bilayer graphene has higher charge carrier densities than Li intercalated bulk graphite

and trilayer graphene.

Lately, Buldum et al. [24] used DFT with LDA and GGA to predict the energeti-

cally stable and most promising graphene lithiated structures for battery applications.

They performed a systematic study of different number of Li-ion layers on single and

multilayer graphene structures. They found that the most energetically favourable

structure is a single graphene layer having four lithium layers. It was established that

this compound has six times the lithium density of that of intercalated graphite. The

presence of a high concentration of electron density was also observed around the pos-

itive lithium atom. They suggested that this characteristic is useful in designing new,
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advanced materials for battery applications. Chan and Hill [25] investigated the stor-

age of lithium-ions between two parallel graphene sheets using the 6-12 Lennard-Jones

potential to account for non-local effects. They noted the growth of single, double, and

triple Li-ion layers forming between graphene layers. It was argued that double and

triple configurations exceed the maximum theoretical storage capacity of graphite. It

was also noted that a single Li-ion layer provides the least charge storage, but is the

most stable configuration.

Apart from reference [25], all other studies have neglected the effects of van der

Waals forces in their systems. Since we have the newly developed non-local density

functionals, it will be useful to compare them with the widely used functionals on these

lithiated structures. Moreover, Chan [25] considered only the Li intercalated structure.

It will also be useful to examine the response of the new functionals to the various Li

configurations on bilayer graphene.
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Chapter 3

Electronic structure methods

In this chapter, we cover the theoretical background of various methods used for

electronic structure calculations. Firstly, the formulation of DFT and its standard

exchange-correlation functionals (such as local density approximation and generalized

gradient approximation) are given. Since it is known that these standard functionals

fail to correctly describe the effects of van der Waals interactions in complex, sparse,

layered materials, a detailed overview of the newly developed non-local functionals

capable of capturing these effects is presented.

3.1 Introduction

In this thesis, the quantum mechanical model is solved to understand various properties

of pristine, hydrogenated and lithiated bilayer graphenes. This model is appropriate

because we are dealing with interactions at the electronic level. Ignoring relativis-

tic effects, this quantum mechanical model is called the time-independent many-body

Schrödinger equation [1, 2],

ĤΨ = EΨ (3.1)
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where Ψ is the many-body wavefunction that depends on the ionic and electronic

degrees of freedom. The Hamiltonian operator Ĥ is expressed as

Ĥ = −~2
∑

i

∇2
i

2me
− ~2

∑

I

∇2
I

2MI
+

1

2

∑

i6=j

e2

|ri − rj |
−
∑

i,I

ZIe
2

|ri −RI |

+
1

2

∑

I 6=J

ZIZJe
2

|RI −RJ |
.

(3.2)

The first two terms in Ĥ are the kinetic energy contributions (T̂e and T̂I) arising

from the electrons and ions, respectively. The last three terms are the potential en-

ergy terms (V̂ee, V̂Ie and V̂II) describing the electron-electron, ion-electron and ion-ion

Coulomb interactions, respectively. The term V̂Ie is also known as external potential

energy (V̂ext) because the effect of ions on electrons is included in a fixed local external

potential [3]. The letter ri denotes the configuration of the ith electron, whereas RI and

MI are the position and mass of the Ith ion, respectively. The letter Z in Eqn. (3.2) is

the atomic number for each ion.

Eqn. (3.1) is solved to obtain the many body ground state wavefunction

Ψ(r1, r2, ..., rn,R1,R2, ...,RM ), from which various material properties can be derived.

However, solving Eqn. (3.1) is a formidable task because of the complicated interac-

tions presented in Eqn. (3.2). In order to handle such an intractable task, the Born-

Oppenheimer approximation [4] is utilized. This approximation is based on the large

mass differences between electrons and nuclei. For instance, the lightest nuclei weighs

approximately 1800 times more than an electron [1]. Therefore, T̂I in Eqn. (3.2) is

ignored, reducing it to

Ĥ = T̂e + V̂ee + V̂ext + V̂II (3.3)

such that Eqn (3.1) is expressed as
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[T̂e + V̂ee + V̂ext + V̂II ]Ψ = EΨ. (3.4)

The term V̂II is sometimes used as an added constant; it has an influence on the

total energy of the system but is irrelevant to the electronic problem [3]. For that

matter, Eqn. (3.4) consists of electrons moving under the influence of the fixed ex-

ternal potential. Owing to the large number of interacting electrons in real material

systems, Eqn. (3.4) is still not solvable, even when using supercomputers, and therefore

it requires further simplification.

In 1928, Hartree [5] proposed an approximation to reduce the complexity of this

enormous number of interacting particles (electrons). In the Hartree approximation, the

many-particle wavefunction Ψ(r1, r2, ..., rn,R1,R2, ...,RM ) is written as the product

of the single independent electron wavefunctions ψ(r1)ψ(r2)...ψ(rn). Thus, Eqn. (3.4)

becomes a one-particle Schrödinger equation that is satisfied by the wavefunction ψi(r)

of the ith electron [3, 6], and takes the form

[T̂e + V̂eff ]ψi(r) = εi(r)ψi(r), (3.5)

where V̂eff is the effective potential defined as

V̂eff = V̂ext +

N∑

i6=j

∫
d3r′

|r− r′|nj(r
′) (3.6)

where nj(r
′) is the electronic density of the jth particle, and can be defined as

nj(r
′) = |ψj(r′)|2. (3.7)

The second term of Eqn. (3.6) describes the classical electrostatic potential energy

generated by the self-interacting continuous charge distribution
∑N

i6=j nj(r
′) and is also

known as the Hartree potential (VHartree) [3]. The Greek letter εi in Eqn. (3.5) repre-
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sents the one-electron energy eigenvalue of the ith electron. From here on we adopt the

atomic units system as ~ = me = e = 4π/ε0 = 1. The one-electron kinetic energy term

in Eqn. (3.5) is reduced to

Te = −1

2
∇2. (3.8)

The solution to the independent-electron Schrödinger equation (Eqn. (3.5)) is ob-

tained by a self-consistent field method, also known as self-consistent Hartree approxi-

mation [6]. Starting with an initial guess for the wavefunction to construct the density

n(r) using Eqn. (3.7), followed by constructing the expression for the effective poten-

tial, Eqn. (3.5) can be solved. This defines a new set of eigenwavefunctions which

are used as inputs for the next cycle. The process repeats until the input and output

wavefunctions are the same. Therefore the energy is minimized with respect to a set

of variational parameters.

The Hartree approximation or independent-electron Schrödinger equation is some-

how limited, because it is only capable of treating distinguishable particles [6]. There-

fore, Eqn. (3.5) is not capable of representing real systems. In 1930, Fock [7] im-

proved the Hartree approximation by anti-symmetrizing the many-particle wavefunc-

tion Ψ(r1, r2, ..., rn,R1,R2, ...,RM ). This was done by ensuring that the fermions sat-

isfy the Pauli exclusion principle (no two electrons occupy the same state). Thereafter,

it was proposed that the Hartree-Fock wavefunction (antisymmetric many-body wave-

function) should be written in the form of a Slater [8] determinant of one-electron wave

functions

Ψe({ri, σi}) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

ψ1(r1, σ1) ψ1(r2, σ2) . . . ψ1(rN , σN )

ψ2(r1, σ1) ψ2(r2, σ2) . . . ψ2(rN , σN )

...
...

. . .
...

ψN (r1, σ1) ψN (r2, σ2) . . . ψN (rN , σN )

∣∣∣∣∣∣∣∣∣∣∣∣∣

. (3.9)
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The expectation of the Hamiltonian [3] of Eqn. (3.5), using the wavefunction from

Eqn. (3.9), is given by

〈Ψ |H|Ψ〉 =
∑

i,σ

∫
d3rψσ∗i (r)[Te + Vext]ψ

σ
i (r) + VHartree

−1

2

∑

i,j,σ

∫
d3r d3r′ ψσ∗i (r)ψσ∗j (r′)

1

|r− r′| ψ
σ
j (r)ψσi (r′).

(3.10)

The first term in Eqn. (3.10) involves single-body expectation values, and still rep-

resents that of the Hartree approximation. The last term on the right hand side is the

exact exchange energy that describes the Coulomb interaction which occurs between

the electrons of the same spin [7]. The fraction 1
2 is included in the exchange energy

term since the electron-electron interaction is counted twice.

The exchange potential energy term can be given by the sum, over all orbitals, of

the same spin as

V i,σ
x (r) = −


∑

j

∫
d3r′ ψσ∗j (r′)ψσi (r′)

1

|r− r′|


 ψσj (r)

ψσi (r)
. (3.11)

The single-electron Hartree-Fock equation [3] below is obtained by minimizing

Eqn. (3.10) with respect to the many-body Slater wavefunction Eqn. (3.9)

[
Te + Vext(r) + VHartree + V i,σ

x (r)
]
ψσi (r) = εσi ψ

σ
i (r). (3.12)

The Hartree-Fock approximation has been a reliable approach used by chemists

to calculate various properties of molecular structures. Recently, this method has

been used as a starting point for other theoretical methods such as the Moller-Plesset

perturbation theory of second (MP2) and fourth (MP4) order [9]. Here the Hartree-

Fock wavefunction is used to introduce the electronic correlations [6].
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The Hartree-Fock approximation fails to correctly describe the known properties of

the homogeneous electron gas. It predicts that the electronic density of states vanishes

in the vicinity of the Fermi level, which is incorrect. This is caused by the neglect of the

Coulomb repulsion felt by all electrons of opposite spin. This introduces a correlation

energy for the electrons in Eqn. (3.10). The correlation energy is primarily described as

the energy difference between the exact and Hartree-Fock energies [10]. To resolve this

shortcoming, several approaches collectively called post-Hartree-Fock methods [11, 12],

were developed. Another approximation is DFT [13, 14] which takes into account both

the effects of exchange and correlation.

3.2 Density Functional Theory

DFT is the most popular tool used by both condensed matter physicists and quantum

chemists to calculate the ground state properties of material systems [6, 10]. One

of the reasons for its overwhelming success in the quantum chemistry community is

its high computational efficiency compared to other popular approaches such as the

Hartree and Hartree-Fock approximations. Besides the inclusion of the correlation

potential of electrons in the DFT approach, its primary objective is to replace the

many-body wavefunction Ψ(r) associated with the Schrödinger equation by searching

for the electronic density n(r). Ψ(r) is a very complicated mathematical entity to

deal with because it depends on 4N variables, i.e. three spatial variables and one spin

variable for each of the N electrons, and is therefore difficult to solve. The density

n(r) depends only on three spatial variables, and it can be experimentally measured as

opposed to the mathematically constructed Ψ(r).

The DFT technique is based on the two principal theorems formulated by Hohen-

berg and Kohn in their seminal paper [13] published in 1964. The two theorems are

uncomplicated and quite easy to prove, and form the cornerstone of any implementa-
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tion of DFT. The first theorem states that: the non-degenerate ground state electron

density n(r) uniquely determines all the properties of the material (i.e ground state

energies, wavefunction etc). The proof of the first H-K theorem shows explicitly that

the ground state electron density n(r) determines the external potential Vext(r) for any

interacting electronic system [13].

To proceed with the proof, the following assumptions are used: (1) two distinct

external potentials V 1
ext(r) and V 2

ext(r) with their corresponding wavefunctions Ψ1(r)

and Ψ2(r) are assumed to yield the same electron density n(r), (2) the two external

potentials V 1
ext(r) and V 2

ext(r) differ by more than a constant, (3) the ground state

wavefunctions Ψ1(r) and Ψ2(r) are solutions to the Hamiltonians (H1 = T + Uee + V 1

and H2 = T +Uee +V 2) which have ground state energies (E1 and E2). The letters T ,

Uee and V are the kinetic energy, Coulomb energy and external potential energy terms,

respectively. The ground state energy E1 can be expressed by the consideration of the

Rayleigh Ritz variational (minimum) principle as follows:

E1 = 〈Ψ1(r)|H1|Ψ1(r)〉<〈Ψ2(r)|H1|Ψ2(r)〉. (3.13)

Eqn. (3.13) shows that the Hamiltonians H1 and H2 are representatives of the different

sets of Schrödinger equations. The last part of Eqn. (3.13) can be extended to

〈Ψ2(r)|H1|Ψ2(r)〉 = 〈Ψ2(r)|H2|Ψ2(r)〉+

∫
(V 1
ext − V 2

ext) n(r) d3r (3.14)

such that,

〈Ψ2(r)|H1|Ψ2(r)〉 = E2 +

∫
(V 1
ext − V 2

ext) n(r) d3r. (3.15)

Then

E1<E2 +

∫
(V 1
ext − V 2

ext) n(r) d3r. (3.16)
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The variational principle is responsible for this strict inequality of non-degenerate

ground state properties. The same relation is also considered for the ground state

energy E2 as

E2 = 〈Ψ2(r)|H2|Ψ2(r)〉<〈Ψ1(r)|H2|Ψ1(r)〉. (3.17)

Expanding the last part of Eqn. (3.17),

〈Ψ1(r)|H2|Ψ1(r)〉 = 〈Ψ1(r)|H1|Ψ1(r)〉+

∫
(V 2
ext − V 1

ext) n(r) d3r. (3.18)

Similarly,

E2<E1 +

∫
(V 2
ext − V 1

ext) n(r) d3r. (3.19)

When Eqns. (3.16) and (3.19) are added together, the following contradiction occurs:

E1 + E2 < E2 + E1. (3.20)

The observed inconsistency in Eqn. (3.20) indicates that two external potentials

V 1
ext and V 2

ext differing to within a constant, satisfying different sets of Schrödinger

equations, cannot give the same ground state electron density n(r). Thus, the ground

state electron density n(r) uniquely determines the external potential Vext(r) to within

a constant [3, 1].

The second H-K theorem introduces the functional F [n(r)], such that the ground

state electron density and energy of an electronic system can be obtained through

the variational principle, for any given external potential Vext(r) [13]. The functional

F [n(r)] is universal (it does not depend on the identity of the material). The second

H-K theorem states that: the electron density that minimizes the energy functional
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E[n(r)] towards the ground state energy of the electronic system, is the true ground

state electron density. The meaning of this theorem is that an exact electron density

n(r) minimizes the energy functional E[n(r)] to be equal to the ground state energy E0

of the system. In this thesis, the functional F [n(r)] is defined through the constrained

search approach of Levy and Lieb [15, 16] as

F [n(r)] = min
Ψ(r)→n(r)

〈Ψ(r)|T + Uee|Ψ(r)〉, (3.21)

where T and Uee are the kinetic and Coulomb (electronic interaction) energy terms,

respectively. The minimum in Eqn. (3.21) is considered for all wavefunctions Ψ(r) in

the N -space for all N -representable densities which give the same density n(r), for

any given external potential, unlike in reference [13] where the subspace of N , also

known as V -representable densities is considered. The V -representable densities can

be applicable to some range of external potentials [17]. The energy functional E[n(r)]

in the case of the constrained search approach is

E[n(r)] = F [n(r)] +

∫
Vext(r)n (r) d3r ≥ E0, (3.22)

for any given external potential. Considering the ground state electron density

n0(r) that corresponds to the wavefunction Ψ0(r), Eqn. (3.22) is reduced to

E[n0(r)] = F [n0(r)] +

∫
Vext(r)n0 (r) d3r = E0 (3.23)

Following Levy and Lieb’s definition of the functional F [n(r)], we begin the proof

of the second H-K theorem by considering an arbitrary wavefunction Ψ′(r) that cor-

responds to an electron density n′(r) influenced by an external potential V ′ext(r). It is

also assumed that an arbitrary wavefunction Ψ′(r) minimizes the functional F [n′(r)]
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such that

F [n′(r)] = 〈Ψ′min(r)|T + Uee|Ψ′min(r)〉. (3.24)

With this arbitrary external potential V ′ext(r), the energy functional E[n′(r)] is ex-

pressed as,

E[n′(r)] = F [n′(r)] +

∫
V ′ext(r)n′ (r) d3r ≥ E0. (3.25)

For the summation of all the individual external potentials such that V =
∑
Vext(ri),

the energy functional E[n′(r)] is equal to the sum of expectation values of the potential

V , kinetic energy T and electron-electron interaction energy Uee operators as follows,

E[n′(r)] = 〈Ψmin(r)|V + T + Uee|Ψmin(r)〉 ≥ E0. (3.26)

Eqn. (3.26) completes the proof of Eqn. (3.22), and it is clearly noted that the total

energy of the electronic system obtained from any trial electron density should always

be higher than the ground state energy. The ground state energy is that obtained

through the variational principle. The two H-K theorems demonstrate that it is useful

to use the electron density rather than the wavefunctions. Unfortunately, the H-K

theorems, themselves, do not say anything about the method of finding the exact form

of the functional F [n(r)].

3.3 Kohn-Sham (KS) equations

In the previous section, the importance of DFT was clearly defined through the two

H-K theorems, but nothing has been mentioned about the simplicity of this state-of-

the-art method compared to the other classical methods. In the following year (1965),

Kohn and Sham [14] published the set of equations that were able to map the interact-

ing many-body electronic system onto a system of non-interacting electrons moving in

an effective potential [10]. The paper gave an assurance that DFT is an accessible ap-
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proach, because the complicated many-body Schröedinger equation of a real electronic

system is replaced by the self-consistent one-electron Kohn-Sham equations where the

same electronic density as that of the fully-electronic interacting system is used. The

paper [14] expressed the total energy functional as

E[n(r)] = Tnon[n(r)] + Eext[n(r)] + EHartree[n(r)] + Exc[n(r)]. (3.27)

The term Tnon[n(r)] is the kinetic energy of the non-interacting electron defined as

Tnon[n(r)] =
1

2

∑

i

ni

∫
ψ∗i (r)[−∇2]ψi(r)dr, (3.28)

where ψi(r) is a one-electron KS wavefunction. Even though containing the effects of

non-interacting particles, Eqn. (3.27) provides the exact ground state energy of the fully

interacting system. The ni in Eqn. (3.28) is the occupation number of ith electronic

state. The second term in Eqn. (3.27) is the well known external potential energy

expressed as

Eext =

∫
Vext(r)n(r)d3r, (3.29)

whereas the third term is the Hartree potential energy defined as

EHartree[n(r)] =
1

2

∫ ∫
n(r1)n(r2)

|r1 − r2|
d3r1d

3r2 (3.30)

respectively. EHartree[n(r)] describes the Coulomb energy of a self-interacting contin-

uous classical charge distribution of density n(r). The term Exc[n(r)] in Eqn. (3.27) is

the exchange-correlation energy functional. It simply carries the missing information

when the interacting terms (Vee and Te) are replaced by non-interacting terms (EHartree

and Tnon[n(r)]), respectively. The detailed description of Exc[n(r)] will follow in the

next section.

Applying the variational principle to Eqn. (3.27) wrt. n(r), bearing in mind that
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δ E[n(r)]

δψ∗i (r)
=
δ Tnon[n(r)]

δψ∗i (r)
+

[
δ
∫
Vext(r)n(r)d3r

δ n(r)
+
δ EHartree[n(r)]

δ n(r)
+
δExc[n(r)]

δn(r)

]
δn(r)

δψ∗i (r)
= 0,

(3.31)

subject to the constraint of orbital orthonormalization at a constant particle num-

ber, the KS equations can be derived [3]. Since Eqn. (3.27) has no electron-electron

interactions, the effective potential Veff (r) is obtained [3, 6] based on the information

arising from Eqn. (3.31) and expressed as

Veff (r) = Vext(r) + VHartree(r) + Vxc(r). (3.32)

The first term on the right hand side of Eqn. (3.32) is the external potential

Vext[n(r)]. The second term VHartree is the Hartree potential

VHartree =
δ EHartree[n(r)]

δ n(r)
=

∫
n(r2)

|r1 − r2|
d3r2. (3.33)

The third term Vxc is known to be the exchange-correlation potential. As stated ear-

lier, since Vxc contains unknown quantum mechanical effects, it is then written as the

functional derivative of Exc[n(r)] as

Vxc =
δExc[n(r)]

δn(r)
. (3.34)

Having the effective potential Veff (r), the ground state electron density n(r) can

be obtained by solving the set of KS equations below:

[−1

2
∇2 + Veff (r)]ψi(r) = εiψi(r), (3.35)

where εi is the one-electron KS energy eigenvalue. In addition, the KS wavefunc-

tion ψi(r) must satisfy the normalization condition for the number of electrons N =
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∫
ψ∗(r)ψ(r)dr through the Lagrange multipliers.

Eqn. (3.35) is also solved self-consistently, just like the Hartree and Hartree Fock

approximations, in an iterative way as follows:

1. Start with an initial guess of n(r).

2. Calculate Veff (r), where the local density approximation or generalized gradient

approximation is used for the exchange-correlation potential (Vxc) term.

3. The KS equations are solved to find the KS wavefunctions.

4. The new n(r) is calculated from KS wavefunctions using Eqn. (3.7).

5. The process is repeated until the new n(r) is equal to the initial n(r) of the cycle.

This means convergence has been reached.

6. Based on the convergence, various properties such as total energies, forces etc.

can be computed.

Since the Exc[n(r)] functional is not known exactly, then an approximation is re-

quired in order to accurately perform practical calculations. In the next section, a brief

description of the Exc[n(r)] functional is presented together with the formulation of the

standard DFT approximations (LDA and GGA).

3.4 Exchange Correlation Energy Functional

A detailed description of the exchange-correlation interactions is clearly presented in

the review paper published by Payne et al. [10]. As explained earlier, the exchange-

correlation energy functional Exc[n(r)] is basically the collection of errors made when

the non-interacting kinetic energy and Hartree potential are used. Even though Exc[n(r)]

contributes little to the total energy functional E[n(r)] of the system [17], it is important
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in defining the accuracy of practical calculations. Up to now there has been no straight-

forward way of defining the Exc[n(r)] term except by means of approximation. There

are already various approximations in DFT developed for the practical calculation of

the Exc[n(r)] functional. The most popular used approximations are the local density

approximation (LDA) [14] and generalized gradient approximation (GGA) [18]. But it

must be mentioned that there are many more attempts to construct approximations,

some are even complex than those presented in this thesis.

3.4.1 Local Density Approximation

The LDA proposed by Kohn and Sham [14] is the first approximation to be used in

condensed matter pseudopotential calculations, and is the foundation of any develop-

ment in the context of the exchange-correlation functionals. In the construction of

LDA, it is assumed that the exchange-correlation energy per electron εxc[n(r)] is local

at point r, and is the same as that for a uniform (homogeneous) electron gas εhomxc [n(r)]

with the same density as the local density n(r). Thus, for slowly varying densities, the

exchange-correlation energy functional Exc[n(r)] in LDA is expressed as

ELDAxc [n(r)] =

∫
n(r)εxc[n(r)] d3r, (3.36)

where

εxc[n(r)] = εhomxc [n(r)] (3.37)

for homogeneous systems [3, 6, 14]. Eqn. (3.36) is only suitable for non-magnetic

systems. For spin-polarized (magnetic) systems, the following local spin density ap-

proximation (LSDA) equation must be used [3, 6, 14]:

ELSDAxc [n↑(r), n↓(r)] =

∫
d3r n(r) εhomxc [n↑(r), n↓(r)], (3.38)
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where εhomxc [n↑(r), n↓(r)] is the exchange-correlation energy per electron, where electrons

are spin polarized with different spin densities (n↑(r), n↓(r)). But for our systems,

Eqn. (3.36) is enough to yield the satisfactory results.

In practice, one can usually split the exchange-correlation energy per electron

εxc[n(r)] into exchange and correlation contributions as

εxc[n(r)] = εx[n(r)] + εc[n(r)]. (3.39)

The derivation of the exchange energy per electron εx[n(r)] contribution was first

proposed in 1930 by Dirac [19] as

εx[n(r)] = −3

4

(
3n(r)

π

) 1
3

. (3.40)

This contribution εx[n(r)], can be evaluated exactly [3]. It is not possible to analyt-

ically determine the correlation energy per electron εc[n(r)], and this therefore requires

an approximation [3]. The first approximation of εc[n(r)] for a uniform electron gas was

performed by Ceperley and Alder in 1980 using the highly accurate numerical quantum

Monte-Carlo method [20]. Based on the results obtained by Cerpeley and Alder, several

authors [21, 22, 23] made extra contributions by presenting an analytical parameteri-

zation of εc[n(r)] using interpolation schemes. The most widely used parameterization

is that published by Perdew and Zunger [23].

LDA performs very well for homogeneous electron systems [6]. It generally overbinds

solids and molecular systems thereby underestimating the bond distances. LDA also

predicts the structural properties of covalent, ionic and metallic bonded systems very

well [6]. The success of LDA in a slowly varying system is partly due to the fact

that it correctly satisfies the sum rule that the exchange-correlation hole integrates

to exactly one removed electron [6, 10, 24, 25, 26]. The other reason is attributed to

the fortuitous cancellation of errors occurring in the exchange and correlation energies
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when they are added together, i.e. the LDA typically underestimates the εc[n(r)]

while it overestimates the εx[n(r)] as shown by quantum Monte Carlo calculations for

silicon [27]. LDA usually fails in systems where the density n(r) has large variations

throughout the entire region, due to incomplete cancellation of the electronic self-

interaction [6]. The large variation in electron density greatly affects the nature of

the bonding in any real material. LDA also severely underestimates the energy band

gap in semiconducting materials. For instance, it predicts Germanium to be a metal.

This is mainly attributed to the derivative discontinuity in the exchange-correlation

potential in LDA [17]. Based on these shortcomings, it is clear that LDA requires

major improvements.

3.4.2 Generalized Gradient Approximation

The first logical step taken to correct LDA was to incorporate gradient effects of electron

density, known as the GGA. It is constructed in such a way that at any point r in

the system, the density n(r) as well as its gradient ∇n(r) is considered, in order to

account for the non-homogeneity of the true electron density (n(r) 6= constant) [28].

It is constructed in practical terms by starting from the second order density gradient

expansion for the exchange-correlation hole surrounding the electron in a system of

slowly varying density, where the long range part is ignored in order to satisfy the

sum rules on the exact hole that the LDA obeys [18, 28, 29, 30, 31, 32]. The GGA

exchange-correlation energy functional is written in the form

EGGAxc [n↑(r), n↓(r)] =

∫
n(r)εxc[n(r)]f [n↑(r), n↓(r),∇n(r)↑(r)∇n(r)↓(r)]d3r, (3.41)

where εxc[n(r)] is the exchange-correlation energy density of a non-magnetic homoge-

neous electron gas as defined in LDA. In order for calculations to be practical, f and
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εxc[n(r)] must be parametrized with an analytic function.

It must be mentioned that there are various ways, in principle, in which the gra-

dient ∇n(r) can be incorporated into Exc, leading to different variants of GGA. In

this thesis, the PBE version of the GGA functional developed by Perdew, Burke and

Ernzerhof is among those used; thus, a brief overview on its construction is presented.

Just as in LDA, one can split the exchange-correlation energy functional EGGAxc into

its exchange EGGAx and correlation EGGAc energy contributions. The Perdew, Burke

and Ernzerhof exchange energy EGGA−PBEx part is constructed from the four main

conditions presented in Ref. [32]. It is expressed as

EGGA−PBEx [n(r)] =

∫
d3rn(r) εhomx [n(r)]Fx(s), (3.42)

where εhomx [n(r)] is equal to −3kF /4π and Fx(s) is the enhancement factor which

is the function of the reduced gradient of the density s. The enhancement factor is

defined as

Fx(s) = 1 + k − k

1 + µs2

k

, (3.43)

where µ = β(π2/3), β is related to the second-order gradient expansion coefficient for

exchange [33] and k is fitted as 0.804, obtained using the local Lieb-Oxford bound [34]

(Improved lower bound on the indirect coulomb energy). Practically, one can recover

the correct form of the uniform gas limit if Fx(s) = 1, provided s = 0. The Fermi wave

vector kF (r) is defined as kF (r) =
(
3π2n(r)

) 1
3 .

The correlation energy EGGAc part is constructed from an extra three conditions,

also presented in Ref. [32], and is given as

EGGA−PBEc [n↑, n↓] =

∫
d3rn(r)

[
εhomc (rs, ζ) +H(rs, ζ, t)

]
. (3.44)

From equation (3.44), we notice that a gradient contribution H, clearly defined in
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Ref. [32], is added to that of a homogeneous gas, and t is the dimensionless gradient of

the density. The other parameters to be known are rs and ζ defined as the local Seitz

radius and the relative spin polarization ζ = (n↑ − n↓)/n, respectively.

GGA-PBE tends to improve typical binding energies, atomization energies and

geometries of those systems that have large varying density n(r), but only up to a

certain limit [6, 32]. It also improves the energies, geometries, and dynamical properties

of water molecules as compared to the experimental values [6].

The two functionals LDA and GGA-PBE fail to correctly describe systems with

strongly localized d or f electrons. The failure is mainly caused by an incomplete

cancellation of the Hartree self-interaction and the lack of integer discontinuity in the

exchange and correlation energy. Various methods such as self-interaction-correction

(SIC) [23], local density approximation with on-site coulomb energy (LDA+U) [35, 36]

etc. have been developed to correct these shortcomings. The standard DFT exchange-

correlation functionals also fail to correctly describe the effects of the non-local van der

Waals forces (weak interlayer interactions) in complex, sparse and layered materials.

For instance, the interlayer binding arising from the long-range dynamical charge-charge

correlation interactions between the two fragments, is ignored by the LDA and GGA-

PBE. In the next section, a brief overview of the methods that incorporate van der

Waals interactions into DFT is presented.

3.4.3 The origin of van der Waals forces and derivation of the London

dispersion energy term

The van der Waals (vdW) forces were named after Prof. Johannes Diderik van der

Waals [37, 38] as an honour for deriving an equation of state that can accurately de-

scribe the behaviour of real gases. These forces are defined as the relatively soft, weak

attraction interactions caused by the correlations in the rapidly fluctuating polarization

between two fragments (atoms, molecules etc.) [39]. Fluctuating polarization can be
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explained on the basis that in a molecule, electrons move randomly, keeping the polarity

of a material wavering back and forth. This results in the instantaneous dipole fluctu-

ations. The vdW forces play a crucial role in determining the properties of molecular

systems, graphitic (layered) structures and many other sparse materials, and are inves-

tigated seriously in organic chemistry, surfaces science and more widely in condensed

matter physics.

The vdW forces exist between two neutral systems when the following interactions

do occur (originally summarized in Ref. [39]):

1. Permanent dipole-permanent dipole (Keesom) interactions between two largely

separated systems.

2. Permanent dipole-induced dipole (Debye) interactions between two largely sep-

arated systems. The induced dipole is created when the fragment having the

permanent dipole generates an electric field that is felt by the second neutral

fragment. Therefore, the second fragment becomes polarized or rather develops

an induced charge polarization, namely an induced dipole moment that leads to

the weak attraction between the two materials.

3. Induced dipole-induced dipole interaction (dispersion interaction). This interac-

tion is caused by the correlation effects of the charge distributions between two

fragments. The correlation effects are possible when an instantaneous dipole fluc-

tuation in one fragment induces an extra dipole in the other separated fragment

or vice versa. This kind of interaction is also known as the London dispersion

forces named after Fritz London [40], which are attractive in nature.

Some of the systems studied in this thesis, i.e. graphite, bilayer graphene and

hydrogen molecule-surface interaction contain the Vdw interactions from Item 3, no

permanent dipole is present. Thus, it is important to ensure that the DFT approach
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applied to these systems does not neglect or ignore the effects of vdW dispersion inter-

actions.

In 1930 London [40, 41, 42, 43] proposed an expression for dispersion interaction

energy between two separated AB monomers as EABdisp = −CAB
6
R6 , where R is the inter-

atomic separation. The dispersion coefficients C6 depend greatly on the elemental pair

of monomers A and B. The dispersion interaction energy can be marked by being highly

repulsive (growing exponentially) at the short range, but slowly decaying at the long

range, separations. The London dispersion interaction energy is derived through the

second-order perturbation theory. The word perturbation in this context can be defined

as the Coulomb interaction between an electron and the nuclei of the two monomers.

For a complete expression, the interacting terms defined through the perturbation are

expanded using a Taylor expansion power series to obtain the term R−6.

We present the derivation of the London dispersion energy term [40, 41, 42, 43] tak-

ing the simple hydrogen molecule H2 as an example, where the two weakly interacting

hydrogen atoms (hA and hB ) are separated by the distance R, and are located along

the z-axis. Firstly, it is assumed that R>>a0 (where a0 is the Bohr radius) to avoid

the overlap of the electronic densities arising from the isolated hydrogen atoms. This

is only possible for two atoms with the same electronic spin, because for short range

interactions (R ≈ a0) a high amount of repulsion occurs, while a weak attraction is

experienced for long range interactions (R>>a0) due to weak vdW forces.

In this section, perturbation theory is used to estimate the long range interaction

energy between the hydrogen molecules [44]. This is to consider the fact that molecules

attract each other weakly at a relatively further distance, but strongly repel each other

at a nearby distance. Thereby, Van der Waals forces are considered to be weaker than

the covalent bonds.

Hamiltonian H of a hydrogen molecule is divided into unperturbed as well as per-
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turbed contributions [44] as follows:

H = HhA
0 +HhB

0 +HP , (3.45)

where the Hamiltonians HhA
0 and HhB

0 contain the unperturbed information of two

hydrogen atoms, and are defined as

HhA
0 = −1

2
∇2
hA
− 1

rhA
, (3.46)

and

HhB
0 = −1

2
∇2
hB
− 1

rhB
, (3.47)

where rhA and rhB are the electronic position vectors of hydrogen atoms hA and hB,

measured wrt. to the protons. The last Hamiltonian term HP in Eqn. (3.45) is the

perturbation that contains the contributions of all the interactions, including the dipole-

dipole interactions between the hydrogen atoms in the molecule, and is expressed as

HP = (
1

R
+

1

R+ rhA − rhB
− 1

rhA −R
− 1

R+ rhB
). (3.48)

It is clearly noted that the above expression greatly depends on the interatomic distance

R. In order to estimate the dipole-dipole interaction energy between the two hydrogen

atoms forming a molecule, the following assumptions are made:

1. Since R>>a0, the interaction between hA and hB is asymptotic, and therefore

Eqn. (3.48) can be expanded into the higher powers of 1/R.

2. The separation R is also assumed to be parallel to the molecule z-axis.

We further, expand the second, third and fourth terms in Eqn. (3.48) into higher

powers of 1/R as
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1

R+ rhB
=

1√
R2 + rhB + (2rhB ·R)

(3.49)

since separation R is parallel to the molecule z-axis,

1

R+ rhB
=

1√
R2 + rhB + (2zhBR)

=
1

R

1√
1 + 2zhB/R+ (rhB/R)2

, (3.50)

also

1

rhA −R
=

1

R

1√
1− 2zhA/R+ (rhA/R)2

(3.51)

and lastly, using similar concept, the fourth term in Eqn. (3.48) is written as

1

R+ rhA − rhB
=

1

R

1√
1 + 2(zhB − zhA)/R+ (rhB − rhA)2/R2

. (3.52)

The letters zhA and zhB are the z-axes of dipoles for hA and hB, respectively.

Eqns. (3.50), (3.51), and (3.52) can further be expressed as a Taylor expansion power

series, retaining all the contributions up to the 2nd order. For instance, Eqn. (3.51) can

be expanded to

1

rhA −R
=

1

R

(
1− zhA

R
− 1

2

(rhA
R

)2
+

3

2

(zhA
R

))
. (3.53)

The position vector r can be expressed into co-ordinates of the form (x, y, z) such that

rhA = xhA + yhA + zhA and rhB = xhB + yhB + zhB . Substituting all the contributions

obtained through the Taylor expansion power series into Eqn. (3.48), and after some

mathematical simplification [44], HP is reduced to

HP =
1

R3
(xhAxhB + yhAyhB − 2zhAzhB ) . (3.54)

Eqn. (3.54) can also be derived using an instantaneous dipole moment on each
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atom [44].

To obtain the dipole-dipole interaction energy (vdW interaction energy EvdW ),

second order perturbation theory is applied to Eqn. (3.54) as a correction, in the form

EvdW =
∑ |〈ΦhA

0 |HP |ΦhB
0 〉|2

E0 − Eadd
, (3.55)

where ΦhA
0 , ΦhB

0 and E0 = − 1
a0

are the ground state wavefunctions and energy of the

unperturbed molecule, respectively. The ground state wavefunction |Φ0〉 can also take

the form |ΦhA
0 〉|ΦhB

0 〉 = |100〉hA |100〉hB . Where |100〉hA is the state vector for hydrogen

A. The summation in Eqn. (3.55) is for the interaction of two isolated hydrogen atoms

for all excited states. The energy Eadd in Eqn. (3.55) is the energy contribution arising

from the interaction of two isolated hydrogen atoms for all excited states. Considering

only the contribution from the lowest energy states, Eadd is given by

Eadd = EhA + EhB = − 1

2a0

(
1

n2
hA

+
1

n2
hB

)
= − 1

4a0
, (3.56)

where n is the number of states [44]. Eqn. (3.56) was evaluated by setting n = 2 to

consider only the lowest energy states. The numerator of Eqn. (3.55) can be evaluated

by considering the ground state properties of the wavefunction and also expressing r

into the co-ordinates form, yielding

1

R6
〈1, 0, 0; 1, 0, 0|

(
x2
hA
x2
hB

+ y2
hA
y2
hB

+ 4z2
hA
z2
hB

)
|1, 0, 0; 1, 0, 0〉 =

6a4
0

R6
. (3.57)

Eqn. (3.57) is achieved on the basis that 〈1, 0, 0; 1, 0, 0|
(
x2
hA

)
|1, 0, 0; 1, 0, 0〉 = a2

0. Sub-

stituting Eqns. (3.56) and (3.57) into Eqn. (3.55), we obtain the final expression of

vdW interaction energy [44]
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EvdW ≈ −8a5
0

R6
≈ −C6

R6
. (3.58)

Eqn. (3.58) can also be derived using the classical model of the vdW forces [45]. In

this model, the derivation is based on the evaluation of the electric field created by the

polarized atom and felt by the unpolarized second atom. Obviously the second atom

will become polarized, meaning it will exhibits the induced dipole moment. In the

classical model, the instantaneous dipole moment at each atom is realized and instead

of the application of second order perturbation theory on the interaction, the potential

energy is defined and expressed in terms of the dipole-dipole moments interactions.

The failure of DFT to accurately describe the properties of the systems that con-

tain the vdW interactions, is the result of the missing of expression in Eqn. (3.58) in

the Kohn-Sham equations. Therefore, DFT fails to yield reasonable R−6 asymptotic

behaviour for the dispersion interaction between two largely separated systems. A

simple correction for the shortcomings of DFT is to develop a model in such a way

that an additional energy term which accounts for the missing long range attraction is

incorporated into the Kohn-Sham equations.

To date, the theoretical methods developed to take vdW forces into account are

empirical approach (termed DFT-D and DFT-D2) [46, 47, 48, 49, 50] which is based on

the optimized positions of atom cores and first-principles method (termed vdW-DF) [51,

52, 53, 54, 55] which greatly depends on the electronic densities. Both approaches

are certainly able to address the problem, but owing to the fact that our study is

based on first principles calculations, it is imperative to pay attention to the vdW-DF

implementation.
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3.4.4 Approaches to incorporate van der Waals interactions into DFT

In order to incorporate vdW forces into the DFT framework, where the correction is

based on the electron charge density n(r), Rutgers-Chalmers collaborators led by H.

Rydberg proposed the method [51, 52, 53, 54, 55] that slightly modifies the Kohn-Sham

exchange-correlation energy functional Exc[n(r)] term. In this scheme, the Exc[n(r)]

splits into three terms as follows:

Exc[n(r)] = ESlx [n(r)] + Elc[n(r)] + Enlc [n(r)], (3.59)

where ESlx [n(r)] is a semi-local exchange energy, and is taken from GGA function-

als as EGGA−PBEx [n(r)] defined from Ref. [32] or as a revised Perdew Burke Enzerhof

(revPBE) exchange energy functional ErevPBEx [n(r)] that also accounts for the gradi-

ent of the density proposed by Zhang and Yang [59]. The second term Elc[n(r)] in

Eqn. (3.59) is a local correlation energy, and approaches the LDA in the limit of a

slowly varying electron gas. The last term of Eqn. (3.59) Enlc [n(r)] is the non-local

correlation energy term, and it takes into account the long range interactions that ba-

sically create the vdW forces. The construction of the Enlc [n(r)] term is usually based

on the following primary argument: the long range interaction terms are less sensitive

to the details of the dielectric functions (ε) of the system; therefore, this allows the

simple approximations for the dielectric function to be made. The approximations for

the dielectric function predict the polarization properties of materials.

The complete derivation of a non-local correlation energy term Enlc [n(r)] specifically

for layered systems is found in the Refs. [51, 52]. Its final form is given in terms of

dielectric function ε as

Enlc [n(r)] =

∫ ∞

0

du

2π
ln
∣∣det

(
1 + ε−1(∇ε− ε∇)· ∇G

)∣∣ , (3.60)

where G is the Coulomb Green’s function defined in terms of the inter-electronic
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Coulomb potential V as

G = − V
4π
. (3.61)

The symbol u in Eqn. (3.60) represents the imaginary frequency. It is difficult to directly

evaluate Eqn. (3.60) because of the combination of trace and logarithm; therefore, it can

only be computed with a specific algorithm. Rydberg et al. [52] presented an algorithm

for the determinant that scales linearly with the size of the system at a given density

n(r). In this algorithm, the integration is singled out and replaced by the expansion

of the logarithm into the second order differential equation. Applying this algorithm

to the two surfaces separated by the distance d, the Lifshitz limit expression [60, 61] is

recovered, in such a way that

Enlc [n(r)] = A

∫ ∞

0

du

2π

d2k

(2π)2
ln

∣∣∣∣∣1−
(
εb − 1

εb + 1

)2

e−2kd

∣∣∣∣∣+ 2γnl, (3.62)

where A is the surface lateral area and εb is the bulk dielectric function. The separation

d is the distance between the surfaces. The letter k is the wave vector parallel to the

surfaces perpendicular to the z direction and the symbol γnl is the long range correlation

contribution to the surface tension of a surface. The surface tension is given by,

γnl =
[Enlc (d→∞)− Enlc (0)]

2A
, (3.63)

where Enl(0) approaches zero for a system with d=0, i.e. in a homogeneous electron

gas system limit. To complete (3.62), one must have the knowledge of ε. In this theory,

ε can only be approximated using a simple Plasmon-pole model [52] as,

ε(z, ω) = 1 + ω2
p(z)

[
u2 +

[vF (z)qk]
2

3
+
q4
k

4

]−1

, (3.64)

where ω = iu is the imaginary frequency. The Plasmon frequency ω2
p(z) can be defined
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as

ω2
p(z) =

4πn(z)e2

m
(3.65)

and the Fermi velocity as

vF (z) =

(
3π2n(z)

)1/3

m
. (3.66)

Both velocity and frequency are the functions of the local density n(z) along the z

direction. The quantity q2
k mimics the 3-D wave vector, which gives ε(z, iu) its k

dependence.

The complete form of the correlation energy functional Ec[n(r)] that contains the

vdW or non-local interactions correction based on the electronic densities of the frag-

ments, proposed by Rydberg et al. [51], is also known as the van der Waals density

functional (vdW-DF version). The vdW-DF correlation combined with revPBE ex-

change was first implemented within the plane wave pseudopotential DFT code called

dacapo [62]. The test of this version was performed on three graphitic structures,

viz. graphite, boron-nitride and molybdenum disulfide MoS2. The computed inter-

layer binding energies and equilibrium interlayer distances were found to be in good

agreement with experimental results [51, 52]. Rydberg et al. [51] concluded that the

vdW-DF-revPBE version should replace the GGA functional in the studies of graphitic

systems.

In the following year (2004), M. Dion and the same co-workers who published

Refs. [51, 52, 53], developed the vdW-DF correlation in such a way that it is not

restricted to a certain type of material [54, 55]. Since the results obtained in this thesis

are derived from this developed vdW-DF scheme, we therefore give a detailed discussion

of its construction. In this scheme, the full exchange-correlation energy functional still

splits into three contributions just like in Eqn. (3.59) above and also in Refs. [51, 52, 53]:

Exc[n(r)] = ESlx [n(r)] + Elc[n(r)] + Enlc [n(r)]. (3.67)
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Our discussion still focuses on the derivation of the last term of Eqn. (3.67), as it

was stated earlier that the vdW forces exist in the non-local correlation interaction

part. The first and second terms of Eqn. (3.67) are still obtained in the same manner

as defined earlier. The simplest form of non-local correlation energy Enlc for general

geometries can be written as

Enlc =
1

2

∫
dr

∫
dr′n(r)Φ(r, r′)n(r′), (3.68)

where Φ(r, r′) is the kernel that greatly depends on the distance (r − r′). The Kernel

relates the density n(r) to that of n(r′). We see that in order to correctly evaluate

Eqn. (3.68), the value of Φ(r, r′) must be known, and this is the central part of the vdW-

DF scheme. The kernel is derived within the adiabatic connection theorem, whereby the

Plasmon-pole model is utilized to approximate the dielectric function ε. Interestingly,

it does not contain any adjustable parameter [53, 54].

3.4.5 Derivation of the kernel Φ(r, r′)

To derive the kernel, we still need to express the non-local correlation energy Enlc by

a simple approximation for the dielectric functions ε (the reason for this is the same

as that given earlier). Firstly, the Exc[n(r)] term in Eqn. (3.35) is modified through

the adiabatic connection approach such that the electronic Coulomb interaction can be

easily regulated (continuously turned on and off) [56, 57]. The modified Exc due to the

introduction of coupling constant λ is expressed as

Exc =

∫
n(x)nλxc(x,x

′)
r− r′

dλd4rd4r′, (3.69)

where n(x) and nxc(x,x
′) are the electronic and exchange-correlation hole densities that

greatly depend on the temporal coordinates x and x′ [54, 55]. To express Exc in terms

of the dielectric functions ε, the fluctuation-dissipation theorem [58] and full potential

57

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



approximation (FPA) [54, 55] are applied to Eqn. (3.69) such that Exc becomes

EFPAxc =

∫
du

2π
Tr[ln(1− χ̃V ]−

∫
n(r)drV0, (3.70)

where χ̃ is the density response function of the system. The last term is the self-

interaction energy. The inter-electronic Coulomb potential V in Eqn. (3.70) is scaled

by coupling constant λ such that

Vλ =
λ

r− r′
(3.71)

Since it is difficult to know the coupling constant λ that corresponds to a specific

density response function χ̃, the FPA is applied to Eqn. (3.69) in accordance with

which χ̃λ ≈ χ̃λ=1. The fluctuation-dissipation theorem enables us to relate the Exc to

the density response function χ̃ of the system. The purpose of χ̃ is to introduce the

dielectric functions ε as follows:

χ̃ = O
ε− 1

4π
O. (3.72)

Substituting Eqn. (3.72) into Eqn. (3.70), the exchange-correlation energy functional

Exc is simply related to dielectric functions ε in this form

EFPAxc =

∫
du

2π
Tr[ln(−O ε

4π
O)V ]−

∫
n(r)drV0. (3.73)

It must be known that FPA ensures that the non-local correlation energy only

accounts for long range interactions, and therefore vanishes for a system of slowly

varying density limits to avoid the double counting in the LDA correlation energy.

This implies that, in the case of homogeneous electron gas, Eqn. (3.73) reduces to

EFPA−homoxc =

∫
du

2π
Tr[lnε]−

∫
n(r)drV0, (3.74)
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where the relation O2V = −4π is applied [54, 55]. Eqn. (3.74) is only applicable for

LDA correlation (see Eqn. (3.67)). Following this information, one can obtain the non-

local correlation energy expression Enlc by subtracting Eqn. (3.74) from Eqn. (3.73),

such that

Enl =

∫
du

2π
Tr

[
ln

(
1− (1− 1

ε
)− χ̃

ε
V

)]
. (3.75)

This equation is only applicable for long range interactions; however up to this point it

cannot be evaluated straight away because of the combination of trace and logarithm

functions. We further use the algorithm that can expand the logarithm into the second

order derivatives in terms of quantity S = 1 − 1
ε . Applying this quantity S into

Eqn. (3.75), and definitely after some algebraic performance,

Enlc =

∫
du

4π
Tr

[
S2 −

(5S·5V
4πe2

)2
]
. (3.76)

The significance of Eqn. (3.76) is that it is not restricted to specific geometries. To

evaluate Eqn. (3.76), an accurate approximation for quantity S as a functional of the

density n(r) is required, which is possible through the use of a simple Plasmon-pole

model. In the simple Plasmon-pole model, the quantity S takes the general form of

Sq(u) =
ω2
p

u2 + ω2
q

, (3.77)

where u = −iω is the imaginary frequency, whereas ω2
p is still the Plasmon frequency

approximated by q2[2h(y)q/q0]−1, where h(y) is defined as

h(y) = 1− e−γy2 . (3.78)

The symbol γ is a fitted parameter where its typical value is 4π/9. The dispersion

function ω2
q can be easily affected by excitations such as the electron-hole pairs, where

one of them is excited above the Fermi surface, and, also, by a collective motion of an
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electron gas causing a long wave excitations.

To approximate Eqn. (3.77), the value of ω2
q needs to be known, but this can only

happen if the value of q0 is to be defined first. Dion et al. [54] defined q0 based on the

knowledge of exchange-correlation energy per electron εxc(r) and exchange energy per

electron εLDAx (r) for homogeneous electron gas as

q0 =
εxc(r)

εLDAx (r)
kF (r), (3.79)

where the Fermi wave vector is still given by kF (r) =
(
3π2n(r)

) 1
3 .

For implementation purposes, Eqn. (3.77) can be expressed in the form of a plane

wave representation as

Sq,q′ =
1

2
[S̃q,q′ + S̃−q′,−q], (3.80)

where

S̃q,q′ =

∫
dr e−i(q−q

′)·r ω2
p

[ω + ωq(r)][−ω + ωq′(r)]
(3.81)

provided the next symmetry constraints fully defined in Ref. [54] are obeyed. Equation

(3.80) holds only if the large frequency f-sum rule is obeyed Sq,q′ → −(4πe2/mω2)nq−q′ ,

and for large q, the known self-correlation must be produced as long as
∫∞
−∞ Sq,q′ →

8π2Ne2/q2, where N is the number of electrons. Equation (3.76) can be expressed in

a plane wave representation form based on the information gathered from Eqns. (3.80)

and (3.81):

Ẽnlc =

∫
du

4π

∑

q,q′
[1− (q̂· q̂′)2]Sq,q′Sq′,q. (3.82)

It can be seen that this equation is nearly transformed into Eqn. (3.60); what is

left is to have a complete final expression for kernel Φ. The completed derivation for

Φ is available in Ref. [55]. The final asymptotic form of the kernel is given in terms of
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dispersion functions ω0 as

Φ(r, r′) = −3

2

1

R6

1

ω0ω′0(ω0 + ω′0)
= −C6

R6
, (3.83)

where the distance R = |r− r| and the dispersion function ω0 = q0
λ . It can be noted

that Eqn. (3.83) is similar to that of the London dispersion energy term, derived using

2nd order perturbation theory. Eqn. (3.83) can be substituted into Eqn. (3.68) to yield

a non-local correlation energy term known as the vdW-DF correlation energy function.

The final form of developed vdW-DF correlation combined with revPBE exchange [59]

was also implemented within the dacapo code [62]. The binding energies and interlayer

distances for Ar and Kr dimers were computed to test its (vdW-DF-revPBE) perfor-

mance. Even though the computed interlayer separations are slightly larger than the

experimental data for such systems (see Fig. 2 of Ref. [54]), the authors were satisfied

that the vdW-DF-revPBE scheme is a promising exchange-correlation functional for

vdW bonded materials.

Despite the ability of vdW-DF-revPBE to predict the correct properties of vdW

interacting systems, the noted overestimation of the interlayer distance is a problem.

This shortcoming is attributed to the use of revPBE exchange, which is repulsive in

nature. To resolve this problem, Lee et al. [63] proposed the second version of the

vdW-DF correlation functional, referred to as vdW-DF2. In the vdW-DF2 version, a

large-N asymptote gradient correction is used during the derivation of the vdW kernel

(see Eqn. (3.83)), and it also takes the form

Enlc =
1

2

∫
dr

∫
dr′n(r)Φ(r, r′)n(r′). (3.84)

The vdW-DF2 version employs the refit Perdew-Wang (PW86R) [30, 64] exchange

functional which does not contain the spurious exchange binding, and correctly mimics

the Hartree-Fock exchange energy. To test the performance of the vdW-DF2-PW86R
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exchange-correlation version, the binding energy and interlayer separation for graphite

were computed. It was noted that vdW-DF2-PW86R shortens the interlayer distance

by 2% compared to that of vdW-DF-revPBE [63]. In the case of binding energy calcu-

lations, no substantial differences were noted when comparing the two functionals.

In the same year, Cooper [65] proposed the exchange functional referred to as

Cooper exchange (C09x) in order to replace the highly repulsive revPBE exchange.

The C09x exchange belongs to the GGA-PBE exchange developed by Perdew, Burke

and Ernzerhof, and is defined as

EC09
x =

∫
d3rεunifx (n)Fx(s). (3.85)

The C09x exchange depends greatly on the introduced enhancement factor Fx(s),

which is the function of gradient density s = ∇n/2kFn. The typical Fx(s) for C09x

obeys the following two specific constraints:

1. For slowly varying densities, in the limit s → 0, the functional approaches the

gradient expansion approximation GEA [66] to reduce the short range exchange

repulsion. In this regard, the enhancement factor Fx(s) takes the form

FGEAx (s) = 1 + µs2, (3.86)

where µ = 0.0864, obtained from Ref. [66].

2. The proposed C09x approach the revPBE exchange upper bound of 2.245 in

the large gradient density s-limit [59] asymptotically. This is to ensure that the

C09x exchange becomes compatible with the non-local vdW-DF correlation as

the revPBE exchange does.

Based on these two constraints, the enhancement factor Fx(s) for C09x exchange of

Eqn. (3.85) is expressed in this form,
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Fx(s) = 1 + µs2e−αs
2

+ k(1− e−αs2/2), (3.87)

with the fitted parameters µ = 0.0617, k = 1.245 and α = 0.0483.

The non-local vdW-DF correlation combined with C09x exchange is referred to as

vdW-DF-C09x, and was first implemented within the Abinit plane wave pseudopoten-

tial code [67]. To test the performance of vdW-DF-C09x, the interaction energies and

interlayer separations for s22 database structures [68] were calculated. It was noted that

vdW-DF-C09x is in good agreement with the benchmark CCSD(T) and SAPT(DFT)

calculations [69]. The test was also carried out for the graphite structure. It was found

that vdW-DF-C09x gives a short interlayer separation of 3.28 Å, which is within 2% of

the experimental value of 3.35 Å, [70] whereas the vdW-DF-revPBE gives 3.675 Å [65].

In the case of interlayer binding energies for graphite, it was also noted that vdW-DF-

C09x gives -59 kcal/mol which is perfectly in agreement with the experimental value of

-52±10 kcal/mol [70] as compared to -39 kcal/mol predicted by vdW-DF-revPBE [65].

It was concluded that, the C09x exchange is an appropriate functional to study the

sparse material (weakly bounded material).

The C09x exchange is also compatible with vdW-DF2 correlation, and they are col-

lectively called the vdW-DF2-C09x exchange-correlation functional. Benchmark tests

for various versions of LDA, GGA-PBE, vdW-DF-revPBE, vdW-DF2-PW86R, vdW-

DF-C09x and vdW-DF2-C09x were computed by Hamada et al. [71, 72] on graphite

and bilayer graphene. In this thesis, similar tests were performed using a quantum

espresso package [73] and are presented in chapter IV.

3.5 Plane waves formulation of the Kohn-Sham equations

In this section, we present an overview of the formulations of plane wave basis sets and

atomic pseudopotential methods, which are one way to solve the Kohn-Sham equations.
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Furthermore, the importance of the projector augmented wave (PAW) approach, which

is the generalization of ultrasoft and linear augmented plane waves techniques, is dis-

cussed.

From a solid state physics point of view, it is known that an ordered real crystal

consists of an enormous number of electrons (approximately 1023) moving in an electric

field generated by a large number of ions. In electronic structure calculations, the plane

wave pseudopotential approximation uses Bloch’s theorem to reduce these extremely

large number of electrons to at least half the number of electrons in the unit cell,

exploiting the periodicity of the crystal.

3.5.1 Bloch’s theorem

According to Bloch’s theorem [74], the electronic wavefunctions Ψi(r) for a periodic

solid can be expressed in the form of a plane wave eik·r times a cell periodic function

gi(r) as

Ψi(r) = eik·rgi(r). (3.88)

The function gi(r) can be expressed in a Fourier series expansion using a discrete plane

waves set whose wave vectors are reciprocal lattice vectors G of the periodic crystal

gi(r) =
∑

G

ci,G eiG·r. (3.89)

The reciprocal lattice vectors G are defined using a Bravais lattice vector R as G·R

= 2πn, where n is an integer number. Each electronic wavefunction Ψi(r) can now be

expressed as the sum of all plane waves [74],

Ψi(r) =
∑

G

ci,k+G ei(k+G)·r. (3.90)
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The ci,(k+G) coefficients for the plane waves basis set need to be solved self consistently,

and greatly depend on the choice of plane wave kinetic energy cut-off (see the next

section). Eqn. (3.90) shows that by using Bloch’s theorem, each electronic wavefunction

of a periodic cell can be obtained for each k-point in the first Brillouin zone. Thus,

the Bloch theorem makes it possible to map the problem of solving KS equations

onto one of finding a number of electronic wavefunctions, depending on the number

of k-points in the first Brillouin zone of a periodic cell. This implies that the correct

properties of a crystal can be obtained, to a desired numerical accuracy, from the

electronic wavefunctions provided the number of k-points and the energy cut-off are

large enough.

3.5.2 Plane wave kinetic energy cut-off

The expansion of the electronic wavefunction as the sum of a plane wave basis set

causes the KS equations to take a simple reciprocal space representation form. This is

obtained by substituting Eqn. (3.90) into the KS equations (3.35) and integrating over

region r [10] as

∑

G′

[
1

2
|k + G|2δGG′ + Vion(G−G′) + VH(G−G′) + Vxc(G−G′)

]
ci,k+G′

= εici,k+G′ .

(3.91)

The descriptions of local potentials (Vion, VH and Vxc ) in Eqn. (3.91) are in terms

of their Fourier transformation components. The solution of Eqn. (3.91) is obtained by

diagonalization of the Hamiltonian matrix represented in the brackets. Each plane wave

with coefficients ci,(k+q) has the corresponding kinetic energy 1
2 |k + G|2. The kinetic

energies in Eqn. (3.91) are diagonally aligned in a matrix. The size of the matrix is
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determined by the kinetic energy cut-off

Ecut =
1

2
|k + Gmax|2. (3.92)

To solve Eqn. (3.91) efficiently using iterative techniques encourages development for

DFT code. In practical calculations, the size of the kinetic energy cut-off is always mod-

erate because the description of rapidly oscillating wavefunctions of electrons in the core

region that require more plane waves is addressed by pseudopotential approximation.

3.5.3 k-point sampling

Mapping out the Brillouin zone (BZ) by a continuous set of k-points throughout the re-

ciprocal space plays a role in determining the properties of real material systems. From

the Bloch theorem (see Eqn. (3.90)), it is noted that a finite number of wavefunctions

in the unit cell can be considered for an infinite number of k-points within the first

BZ. Therefore, plane waves basis sets are required to represent the wavefunctions at an

infinite number of k-points within the BZ, such that an infinite number of electronic

states in a crystal is transformed into a finite number of electronic states in a unit cell.

First principles codes require functions to be integrated over the BZ in order to

calculate electronic properties. These integrations averaged over the BZ have the form:

F (r) =
Ω

(2π)3

∫

BZ
f(k) d3k (3.93)

where f(k) is the Fourier transformation of functions F (r) and Ω is the volume of the

unit cell. The functions are completely symmetric and periodic in k-space. The Fourier

transform can be expressed in terms of Am(k) as follows:

f(k) = fo +
∑

m=1

Am(k) (3.94)
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where Am(k) is the transformation expression defined as

Am(k) =
∑

eik·r. (3.95)

The sum in Eqn. (3.94) is taken over all r vectors related by the operations of the

lattice point group, and can be truncated because of the exponential decrease of the

terms at large r. Using a discrete set of special points in the BZ, the integration sum

(see Eqns. (3.94), (3.93)) can be calculated over all filled bands, since the functions

have identical values around any given point. One such method is that proposed by

Monkhorst and Pack [75]. This special k-point scheme has been developed to use a

few k-points at a low computational cost for a given accuracy. The scheme [75] is an

unbiased method for choosing the set of k-points, for sampling the BZ in a fractional

co-ordinate form in a rectangular grid of points (kx , ky , kz) based on

kn1 n2 n3 =
3∑

i=1

2ni −Ni − 1

2Ni
Gi. (3.96)

Eqn. 3.93 integrates exactly over the identical points, if the Fourier components for

each fi(k) only extend to NiRi in each direction. Based on this, the total energy of

the solid systems can be calculated with a very small number of special k-points. The

errors arising during calculations can be reduced by choosing a large set of Monkhorst

and Pack [75] k-points. For example, metals have partially filled bands, so that their

integrals over the BZ are given as

I =

∫

BZ
S(E(k− EF ))f(k)d3k (3.97)

where E(k) is the energy of bands and S(E(k − EF )) is the unit step function with

a drop off at the Fermi energy. Eqn. (3.97) is considered to be a density of states

calculation. The sharp drop in electron occupation just below the Fermi level would
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require a very high number of k-points to correctly define the Fermi surface and to

reduce the amount of errors in the total energy that might occur during the sampling

of the Brillouin zone. In 1989, Methfessel and Paxton [76] proposed a smearing method

for integration of the BZ, specifically for metals. The method is based on the smearing

approximants to smoothen the sharp drop in electron occupation just below the Fermi

level during the sampling of the BZ. The sampling converges exponentially, utilizing a

fairly small number of k-points.

3.6 The atomic pseudopotential approximation

The wave functions in materials vary with bonding. In the core region around the

nucleus, the wavefunction oscillates rapidly, whereas in the valence (bonding) region

they are smooth. This variation seriously affects the accurate description of the nature

of bonding by electronic structure methods. In the previous section, it has been shown

that Bloch’s theorem enables the electronic wavefunction to be expanded as the sum of

plane waves. In ab initio electronic structure calculations, that use the pseudopotential

(PPS) approximation, only the valence wavefunctions are expanded because the core

electrons are considered to be inert (unreactive). The inert electrons would require

too many plane waves to expand the core orbitals due to the very deep potential in

this region. Therefore, the computing time would be too costly and too much memory

would be occupied.

The PPS approximation does not completely ignore the inert core electrons, but

replaces the electrostatic potential (−Z
r ) that occurs during their interactions with the

nuclear charge by a weaker ionic PPS Vpseudo within a core region of cut-off radius

rc (see Fig. 3.1). The core radius rc is usually chosen to be approximately half the

nearest-neighbour distance.

The design of PPS is based on a set of fictitious pseudo wavefunctions rather than
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Figure 3.1: Schematic illustration of all-electron (solid lines) and pseudo electron (dashed
lines) potentials and their corresponding wavefunctions. The radius at which all-electron
and pseudo electron values match is designated rcut. Taken from Ref. [10]

the true all-electron (AE) wavefunctions. The advantage of PPS is that, in the region

occupied by the core electrons, its pseudo wavefunction oscillates smoothly compared

to the high rapid oscillation of the AE wavefunctions as shown in Fig. 3.1. This rapid

oscillation of the AE wavefunctions is due to the strong (deep) ionic potential well in

this region. This behaviour in the core region is necessary to ensure the orthogonality

between the valence and core wavefunctions, to obey the Pauli exclusion principle.

The PPS are constructed in such a way that they reproduce the effects of inert

core electrons usually felt by the valence electrons. But it is advisable to test the

pseudopotential, to ensure that all the salient features of a valence electron in a material,

including relativistic effects [84, 10] are well described.

3.6.1 Requirements for pseudopotential construction

There are various methods available for PPS generation. The most popular PPS are

norm conservation [77, 78], ultrasoft [79] and projector augmented wave (PAW) [81]. In

order for these PPS to be accurate and reliable, the following criteria must be obeyed
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during their generation:

1. The PPS used in electronic structure calculations must be generated from AE

density-functional calculations for spherical atoms such that the generation sat-

isfies ∫ rc

0
ΨAE(r)ΨAE∗(r) =

∫ rc

0
ΨPS(r)ΨPS∗(r), (3.98)

where ΨAE(r) is the all-electron wavefunction and ΨPS(r) is the pseudo wave-

function. Eqn. (3.98) guarantees that the AE and pseudo wavefunctions outside

the core region are equal. This property is for norm conserving pps [77, 78]. To

ensure the accuracy of this norm conserving PPS in describing the various atomic

systems, they must be highly transferable.

2. The PPS Vpseudo and pseudo wavefunction must be the same as the ionic potential

and AE wavefunction respectively, and continuous even outside of rc.

3. Pseudo electron and AE eigenvalues obtained from the atomic wavefunctions must

be identical.

4. Pseudo wavefunction and its derivatives must always be continuous at the core

radius and mus be non-oscillatory.

The PAW method [81] has recently become the most widely used technique in first

principles electronic structure calculations, and is basically the generalization of the

ideas arising from the construction of the Vanderbilt ultrasoft PPS [79] and the linear-

augmented-plane-wave (LAPW) [80] methods. Since the computational results of this

thesis were obtained using the pseudopotentials generated by the PAW method, we

give a brief overview of this method in the next section.
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3.6.2 The projector augmented wave (PAW) PPS method

The concept of the PAW PPS method was first introduced by Blöchl in 1994 [81]. In

1999 Kresse and Joubert published the formulation that performed the transition from

ultrasoft to PAW pseudopotentials [82]. Just like in the traditional PPS methods, the

PAW method reduces the complexity of electron-ion interaction by smoothly varying the

valence wavefunction inside the core region, but in a computationally efficient manner,

during the solution of KS equations.

The main idea behind the PAW method is to map the AE valence wavefunction Ψ

onto a fictitious pseudo nodeless wavefunction Ψ̃ using a linear transformation τ in this

manner:

|Ψ〉 = τ |Ψ̃〉. (3.99)

If the transformation τ from the pseudo wavefunction to the AE wavefunctions can

be determined, the physical quantities expressed as the expectation value 〈A〉 of op-

erator A can be calculated. The quantity which is of interest can be obtained from

pseudo wavefunction |Ψ̃〉 in the form 〈Ψ|A|Ψ〉, after transformation to the true AE

wavefunctions |Ψ〉 = τ |Ψ̃〉. The linear transformation τ acting between the AE valence

wavefunctions and fictitious pseudo wavefunctions can be expanded in terms of a sum

of local atom-centred contributions τR as

τ = 1 +
∑

R

τR = 1 +
∑

i

(
|φi〉 − |φ̃i〉

)
〈P̃i|, (3.100)

where φi and φ̃i are the AE and pseudo partial wavefunctions respectively. The index i

signifies that all the partial wavefunctions are from within the augmentation region ΩR

enclosing the atom (within a cut-off radius rc region), and that is where each contri-

butions τR acts. P̃i is the projector function for pseudo partial wavefunctions. The set

of projector functions P̃i with the pseudo wavefunctions must certify the orthonormal

condition 〈P̃i|φ̃j〉 = δij .
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After transformation, the complete form of Eqn. (3.99) can be written as

|Ψ〉 = |Ψ̃〉+
∑

i

(|φi〉 − |φ̃i〉)〈P̃i|Ψ̃〉. (3.101)

Eqn. (3.101) is determined in the following manner:

1. the all electron partial wavefunctions φi are obtained by radially integrating the

Schrödinger equation of the atomic energies,

2. the pseudo partial wavefunctions φ̃i are obtained as the mere solution of the

Schrödinger equation for the energy of all electron partial wavefunctions and

partial pseudopotential, due to the fact that the pseudo partial wavefunctions are

equivalent to the all electron partial wavefunctions outside a core radius rc [10].

The Ψ in Eqn. (3.101) is the Kohn-Sham wavefunction for one electron, and can be

obtained by rapidly varying the pseudo wavefunction Ψ̃.

Considering the information given by Eqn. (3.101), the AE charge density n(r) and

the total energy Etot, expressed as the expectation values of the pseudo wavefunctions,

can be evaluated. The charge density n(r) can be divided into three partial densities

as follows:

n(r) = ñ(r) + n1(r)− ñ1(r), (3.102)

where ñ(r) is the smooth charge density obtained directly from Ψ̃ as

ñ(r) =
∑

n

fn〈Ψ̃n|r〉〈r|Ψ̃n〉|, (3.103)

evaluated on a plane waves grid. fn is the occupation of the nth state. The other two

partial charge densities

n1(r) =
∑

n,(i,j)

fn〈Ψ̃n|p̃i〉〈φi|r〉〈r|φj〉〈p̃j |Ψ̃n〉 (3.104)
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and

ñ1(r) =
∑

n,(i,j)

fn〈Ψ̃n|p̃i〉〈φ̃i|r〉〈r|φ̃j〉〈p̃j |Ψ̃n〉 (3.105)

are treated on a radial support grid applying the projector wavefunctions P̃i.

Following Eqn. (3.101), the total energy functional Etot can also be divided into

three sub energy contributions:

Etot = Ẽ + E1 − Ẽ1, (3.106)

where Ẽ is the smooth (pseudo) energy defined as

Ẽ =
∑

n

fn〈Ψ̃n| −
1

2
∆|Ψ̃n〉+ Exc[ñ+ n̂+ ñc] + EH [ñ+ n̂]

+

∫
vH [ñZc][ñ(r) + n̂(r)]dr + U(R, Zion).

(3.107)

This equation is evaluated on regular grids in Fourier or real space. VH and EH

are the Hartree potential and energy, respectively, for electronic charge density n(r).

U(R, Zion) is the electrostatic potential energy arising from point charges Zion [83] and

Exc is the exchange-correlation energy functional. The charge density n̂ is called the

compensation charge. The energy contributions Ẽ1 and E1 can be expanded as

Ẽ1 =
∑

ij

ρij〈φ̃i| −
1

2
∆|φ̃j〉+ Exc[ñ

1 + n̂+ ñc] + EH [ñ1 + n̂]

+

∫

Ωr

vH [ñZc][ñ
1(r) + n̂(r)]dr

(3.108)

and
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E1 =
∑

ij

ρij〈φ̃i| −
1

2
∆|φ̃j〉+ Exc[n

1 + nc] + EH [n1]

+

∫

Ωr

vH [nZc]n
1(r)dr.

(3.109)

The contributions n1(r), ñ1(r), Ẽ1 and E1 are evaluated for each sphere on a radial

support grid with no problems arising from the string variations near the nucleus. All

the energy contributions mentioned in this thesis are from Ref. [82] which represents

the improvements of those in Ref. [81]. In these two references, the kinetic and Hartree

energies are treated in the same manner, but the core-core charges overlaps are ignored

in Ref. [82], in some of the above mentioned contributions. In Ref. [81], the core-

core electrostatic interactions are automatically included in the Hartree energy for all

terms; however in this thesis, those interactions are only evaluated in the U(R, Zion)

of contribution Ẽ.

In summary, an overview of the PAW method shows that it is more advantageous

than other traditional approaches due to the fact that it has an all-electron nature. In

the PAW method, the formulation of charge density and the total energy functional

are easy to follow. Lastly, the PAW method uses the full density and potential of the

entire system, and therefore the converged results do not depend on an isolated atom,

unlike in the other traditional approaches where PPS are constructed from an isolated

atom, which this does not guarantee the accuracy of the PPS for the description of the

entire system. In Ref. [82] it was concluded that the PAW method is able to handle

most of the structures, including those having strong magnetic moments and large

electro-negativity differences, with exceptional precision.
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3.7 Tests of convergence

The plane wave self-consistent field (PWSCF) code included in the quantum espresso

package [73] has been employed in this study of bilayer graphene systems. The pro-

jector augmented wave (PAW) method has been employed to mimic the electron-ion

interaction. In order to accurately compute the properties for real materials, we need

to test convergence for plane waves kinetic energy cut-off and the number of k-points.

For the convergence of energy in terms of plane waves kinetic energy cut-off, Fig. 3.2

depicts the variation of total energy with respect to energy cut-off for bilayer graphene.

For the description of the exchange-correlation interaction, these tests were done using

vdW-DF2-C09x. Fig. 3.2 clearly displays smooth variation in the total energies as the

Figure 3.2: Total energy versus energy cutoff for bilayer graphene structure.

energy cutoff passes 900 eV. It is noted that the total energy adequately converges

to within a meV at this energy cutoff. Further increase of the energy cutoff would

have no significant effect on the accuracy of the results. Therefore, for all calculations

presented in this thesis, the basis set contains the plane waves energy cutoff of 900 eV

unless otherwise stated.

For the most suitable number of k-points to sample the Brillouin zone, Fig. 3.3

illustrates the variation of total energies with respect to Monkhorst pack grid sizes

calculated at a suitable energy cut-off of 900 eV. It is noted that the total energy
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Figure 3.3: Plot of total energies variations with respect to Monkhorst Pack grid sizes
(kx × ky × kz) for bilayer graphene structure. Note that for two dimensional systems, grid
sizes are defined as kx=ky and kz=1.

converges adequately, to within a 1 meV, at the 8 × 8 ×1 Monkhorst pack k-points.

For the results computed in this thesis, the Brillouin zone integration was performed

using the set of 10 × 10 ×1. These tests were also carried out using the LDA and GGA

PBE for comparison of the functionals, but no significant differences were observed on

the plots.
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Chapter 4

Ab initio studies of hydrogen

adatoms on bilayer graphene

The work presented in this chapter has been published: R. E. Mapasha, A. M. Ukpong

and N. Chetty, PHYSICAL REVIEW B 85, 205402 (2012). In this chapter, we use the

newly developed exchange-correlation functionals to study various hydrogen configura-

tions on bilayer graphene at 50% coverage. As mentioned earlier, previous studies only

focused on hydrogenating the top and bottom external faces of the bilayer graphene,

in this study, we consider also the hydrogenation of the interlayer faces. Detailed in-

formation for this study is given in the attached publication. This publication outlines

the computational details used and the results that were obtained together with the

conclusions that were drawn from the study.
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Ab initio studies of hydrogen adatoms on bilayer graphene

R. E. Mapasha,1 A. M. Ukpong,1, ∗ and N. Chetty1,2

1Department of Physics, University of Pretoria, Pretoria 0002, South Africa
2National Institute for Theoretical Physics, Johannesburg, 2000, South Africa

(Dated: August 28, 2013)

We present a comparative density functional study of the adsorption of hydrogen on bilayer
graphene. Six different exchange-correlation functionals are employed to explore the possible con-
figurations of hydrogen adsorption at 50% coverage. Using the four variants of the non-local van
der Waals density functional, we identify three distinct competing configurations that retain the
coupled bilayer structure at 0 K. One of the configurations undergoes a spontaneous transforma-
tion from hexagonal to tetrahedral structure, under hydrogenation, with heat of formation ranging
between -0.03 eV (vdW-DF) and -0.37 eV (vdW-DFC09x). This configuration has a finite band
gap of around 3 eV, whereas all other competing configurations are either semi-metallic or metallic.
We also find two unique low-energy competing configurations of decoupled bilayer graphene, and
therefore suggest the possibility of graphene exfoliation by hydrogen intercalation.

PACS numbers: 71.15.Nc, 71.20.-b, 73.20.Hb, 73.22.Pr

I. INTRODUCTION

Graphene, a free-standing single-atom thick layer of
graphite, was first isolated in 2004.1 The first production
of graphene involved the ex-foliation and cleavage meth-
ods. These involve the peeling of single-atom thick layers
from bulk highly-oriented pyrolytic graphite (HOPG).1

Graphene has remarkable properties, such as the anoma-
lous quantum Hall effect, high carrier mobility and bal-
listic transport up to room temperatures.2–6 These prop-
erties suggest that graphene can be a reliable candidate
for applications in nanotechnology and microelectronic
devices.7 The local network structure of graphene, just
as in graphite, consists of sp2-hybridized carbon bonds.
In the plane of the hexagonal lattice, each carbon atom is
bonded to three nearest neighbors by strong σ-bonds.8 In
addition, there is a weak π-bond localized on each carbon
atom. The resulting band structure shows the π-bands
near the Fermi level.3,8 These arise from orbitals located
near the K and K ′ points on opposite corners of the Bril-
louin zone. The electronic signatures of the π-bands are
uniquely characterized by a Dirac-like dispersion at the
Γ-point. These form linear dispersions, at the K-point.
Since the valence and conduction bands meet at the K-
point, graphene exhibits a zero band gap.3,8 The resulting
semi-metallic behavior therefore limits the range of ap-
plicability of graphene monolayers in nanotechnological
and microelectronic applications.

As a result, concerted efforts have been directed to-
wards tuning the band gap in graphene monolayers both
experimentally9–15 and theoretically.16–24 There are var-
ious ways in which the graphene structure has been ex-
plored. These include producing nanoribbons,25–27 ro-
tating the carbon atoms at specific angles to form Stone-
Wales-type defects,18,21,28–32 and adsorbing different im-
purities on the monolayer.9–24 The latter has been re-
garded as the most promising method because the ad-
sorption of hydrogen modifies the local structure signifi-
cantly. At 100 % hydrogen-coverage, the local structure

is completely transformed from sp2 to sp3 hybridized
carbon bonds.14,15,24 Adsorption of hydrogen atoms on
graphene was first studied experimentally by Elias et
al.15 and theoretically by Sofo et al.24 The band gap was
found to be 3.5 eV in both cases. However, more recent
studies16–23 have focused on the energetics, and struc-
tural stability of the graphene monolayer using density
functional theory (DFT).

Bilayer graphene is a stacked double layer of graphene,
which is weakly bound by van der Waals forces. It
possesses interesting electronic properties, which are
slightly different from those of single layer graphene.
In bilayer graphene, electrons behave as massive chi-
ral fermions,33,34 whereas they behave as massless Dirac
fermions in single layer graphene.6 This results in bal-
listic electron transport seen in the graphene monolayer.
The linear dispersion around the K-point in a graphene
monolayer becomes parabolic in bilayer graphene.33 How-
ever, the valence and conduction bands also meet at
the K-point of the Brillouin zone. This arrange-
ment of bands indicate that bilayer graphene is also
semi-metallic.33,34 Experimentally, the first attempt to
open the band gap in bilayer graphene was successfully
achieved by the application of a strong electric field per-
pendicular to the graphene planes.35 In addition, this
has been achieved by chemical modification of the local
structure,15,19,22,34,36–39 and by the application of uni-
axial strain on the structure.40,41 Just as in single layer
graphene, the hydrogen adatoms were considered to be
the preferred candidates to facilitate the transformation
of the structure from a semimetal to an insulator.

Luo et al.36 reported that the hydrogenation of a few
single layers of graphene is less feasible than those of
bilayer and trilayer graphene. They also showed ex-
perimentally that the hydrogenation and dehydrogena-
tion of graphene depends on the number of monolayers.
They found that, depending on the plasma power, the
hydrogen coverage can be manipulated up to the satu-
ration level of 100 % H-coverage. Furthermore, Subrah-
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manyam et al.37 demonstrated the possible use of few
layer graphene in hydrogen storage. They showed that
few layer graphene can contain up to 5 wt% of hydro-
gen, which is more than the 3 wt% stored in carbon
nanotubes. Their spectroscopic measurements on hydro-
genated bilayer graphene showed that the local structure
contains some sp3-hybridized carbon bonds. They also
observed that hydrogen decomposes when the structure
is heated up to 500 ◦C. Jaiswal et al.38 investigated the
electronic properties of graphene sheets at different de-
grees of hydrogenation using Raman and charge trans-
port spectroscopies. They showed that partially hydro-
genated mono- and bi-layer graphene has weak insulat-
ing behavior, and that bilayer graphene is more readily
affected by hydrogen compared to few single layers of
graphene, in agreement with the measurements of Luo et
al.36

Few single layers of graphene (SLG) contain more than
three bound graphene monolayers. The observation by
Elias et al.,15 that the SLG is far more receptive to hy-
drogen than bilayer graphene is in direct contrast to the
measurements of Luo et al.36 Earlier, Boukhvalov et al.19

performed a comparative study of hydrogen adsorption
on single and bilayer graphene using DFT. They consid-
ered the single hydrogen and pair of hydrogen adatoms
and found that the lattice distortions were different in
single and bilayer structures. They observed that the
distance between any two bonded carbon atoms in the
bilayer is less than the equivalent distance in the single
layer. This is because the interlayer interaction makes the
layers to remain flat. Based on the chemisorption ener-
gies, they concluded that in both structures, the pair of
hydrogen adatoms stabilizes the structure better than the
single hydrogen adatom.19 This conclusion was also val-
idated using the activation energies, since the single and
pair of hydrogen adatoms yielded positive and negative
activation energies, respectively. They also found that
the hydrogenated monolayer is far more stable than the
hydrogenated bilayer graphene. Later on, Boukhvalov et
al.22 argued that the maximum hydrogen coverage on bi-
layer graphene is 25 %, and that this configuration gives
the most stable structure. At 25 % coverage, the inter-
layer distance reduces to 3.25 Å from the 3.35 Å obtained
in pristine bilayer graphene. In this configuration, the
band structure showed a wide gap between the conduc-
tion and valence bands.

Leenaerts et al.39 investigated the possibility of 50 %
hydrogen coverage on bilayer graphene. The interlayer
distance was found to reduce significantly, resulting in the
creation of strong covalent bonds that stabilize the struc-
ture. However this transformation only occurs when the
hydrogen is adsorbed on top of an indirect carbon atom
(i.e, on top of the carbon atom that faces the center of
the hexagon on the opposite layer). In this configuration,
the unhydrogenated carbon atom faces another unhydro-
genated carbon atom on the opposite layer. The resulting
structure has a wide band gap. Nevertheless, the forma-
tion energy is still higher than that of the hydrogenated

single layer graphene. On this basis, they also concluded
that the hydrogenated single layer is more stable than
the hydrogenated bilayer graphene.

Previous DFT investigations of hydrogen adsorption
on graphene mono-, bi-, and few single layers of graphene
have so far, not included the effects of van der Waals in-
teractions. Besides, Boukhvalov et al.19 investigated the
chemisorption of a single H atom, and a pair of H atoms
on a 32-atom supercell. These two configurations corre-
spond to hydrogen coverage of 3.1% and 6.3%, respec-
tively. In particular, these two levels of hydrogen cov-
erage are low, and insufficient to capture the H-induced
transformations of the bilayer graphene structure. More-
over, the more recent investigation of Leenaerts et al.39

considered a single configuration for hydrogen adsorption
at 50% coverage. Because previous studies only focused
on hydrogenating the top and bottom external faces of
the graphene bilayer,39 we consider also the hydrogena-
tion of the interlayer faces.

We present a comparative density functional study of
the structural configurations of hydrogen adsorption on
bilayer graphene. In our work, the number of hydrogen
adatoms is always chosen to be 50 % coverage in each of
the configurations. Leenaerts et al.39 suggested this as
the maximum possible H-coverage on bilayer graphene.
This has motivated us to systematically investigate the
stable competing low-energy configurations that may ex-
ist at this level of hydrogenation. The aim is to identify
energetically favorable configurations and identify com-
peting low energy structures at 0 K. We also investigate
the influence of H-adatoms on the electronic properties
of bilayer graphene within the framework of density func-
tional theory, using different exchange-correlation (XC)
potentials. We show that no single XC functional is
able to reproduce all the known physical properties of
all the configurations considered. The relative strengths
and weaknesses of the functionals are discussed.

II. METHODOLOGY

The ground state electronic structure was calculated
using the plane wave self-consistent field (PWSCF) code
as implemented in the Quantum ESPRESSO package.42

The calculations were first performed using the local
density and the generalized gradient approximations
(LDA)43 and (GGA)44 for the exchange-correlation inter-
action. We used the GGA parameterization of Perdew,
Burke and Ernzerhof (PBE).44 Thereafter, the Roman-
Perez and Soler implementation45 of the non-local van
der Waals density functional (vdW-DF) theory of Dion
et al.46 was used to study the ground state properties
of graphite, pristine and hydrogenated bilayer graphene.
The second version of the van der Waals density func-
tional (vdW-DF2) theory proposed by Lee et al.47 was
also used to calculate the properties of these materials for
comparison. In the vdW-DF2 calculations, an accurate
refit48 of the Perdew-Wang (PW86) semilocal exchange
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functional49 was used. Furthermore, the exchange func-
tional (C09x) of Cooper50 was also used within the two
vdW-DF schemes to perform a comparative study of
these materials, and results from these two schemes are
denoted as vdW-DFC09x and vdW-DF2C09x.

The core electron interactions were described using
the projector augmented wave (PAW) methods.51 Energy
cut-offs of 500 and 5170 eV were set for the wave func-
tion and charge density expansions, respectively, in the
plane waves basis. The Monkhorst-Pack scheme52 was
used for the integration of electronic states, using a grid
of size 10×10×1. The Methfessel-Paxton (MP) scheme53

was used in the self-consistent field calculations, with a
smearing width of 0.3 eV. The total energies were con-
verged to within 10−7 eV. The supercells were optimized
using the conjugate gradient algorithm with an atomic
force convergence criterion of 0.01 eV/Å. In each case,
the graphite and bilayer graphene structures were mod-
eled using a 1 × 1 periodic unit cell. The vacuum height
was set to 15 Å to avoid spurious interactions between
periodically repeated images of the graphene bilayer sys-
tem.

III. RESULTS AND DISCUSSION

A. Test of exchange-correlation functionals on bulk
bilayer graphene and graphite

In this section, the different exchange-correlation func-
tionals are tested on the properties of graphite and bi-
layer graphene. In bilayer graphene, the two monolay-
ers are arranged in two distinct stacking sequences: the
simple (AA) and Bernal (AB) conformations. Results
show that the Bernal stacking gives a more stable bilayer
graphene structure than the simple stacking sequence.
The AB-stacked structure gives a total energy per atom,
which is 0.02 eV (LDA), 0.01 eV (GGA) and 0.01 eV
(vdW-DF) lower than the corresponding total energy in
the simple stacking sequence. The LDA total energy dif-
ference is consistent with the results of De Andres et al.41

In addition, the AB-stacking sequence consistently yields
stronger interlayer binding from all the XC functionals.
For instance, the simple stacking sequence gives an in-
terlayer separation that is 0.21 Å (LDA), 0.02 Å (GGA)
and 0.22 Å (vdW-DF) larger than the corresponding dis-
tance in a Bernal stacked structure. As a result, we will
not discuss the AA-stacked bilayer graphene any further
and all subsequent adsorption studies are reported for
the AB-stacked structures.

Table I shows the lattice constant (a0), interlayer dis-
tance (d0), and the interlayer binding energy(EB) of
graphite and pristine bilayer graphene from different
form of exchange correlation functionals. The interlayer
binding energy in this case, is the total energy differ-
ence between the two coupled and uncoupled graphene
layers. The properties of the bilayer, i. e. lattice con-
stant and interlayer distance, are generally similar to

those of graphite as expected. For instance, although
slightly smaller than the experimental value (2.46 Å) in
both structures,58 the optimized LDA lattice constant
(2.45 Å) is the same for bilayer graphene and graphite.
The difference between their corresponding GGA val-
ues is less than 1%. This trend is also consistent with
other LDA and GGA calculations.54 The LDA interlayer
distance is 3.25 Å for graphite and 3.33 Å for bilayer
graphene. In both structures, the GGA predicts the same
value (4.10 Å) for d0 but overestimates the experimen-
tal value substantially (see Table I). More significant
differences are observed between our GGA-PBE values,
and the GGA-PBE(DCAP) data62 for d0 and EB respec-
tively. Nevertheless, there is good agreement between our
results and similar calculations. The calculated LDA in-
terlayer binding energy of graphite is 27.70 meV/atom.
Our calculated LDA bilayer binding energy decreases to
17.30 meV/atom. This value is nearly half the exper-
imental value of the binding energy in graphite. As
expected, results of our GGA calculations fail to accu-
rately describe structures that are bounded together by
van der Waals forces (see Table I). We also tested the
structural properties of the bilayer and graphite using dif-
ferent variants of the van der Waals (vdW) corrections
to DFT. Our calculated vdW-DF lattice constants for
graphite and bilayer graphene are 2.48 Å and 2.47 Å re-
spectively, in good agreement with results of other vdW-
DF calculations.55,56

TABLE I. Properties of graphite and pristine bilayer graphene
calculated using different exchange-correlation functionals to
show the equilibrium lattice constants a0, interlayer distances
d0 and the interlayer binding energies EB . Results of our
calculations are marked with an asterisk (*). The vdW-DF
exfoliation energy of graphite is also shown (in parenthesis).

Graphite Bilayer
Functionals a0 (Å) d0 (Å) EB (meV) a0 (Å) d0 (Å) EB (meV)

LDA∗ 2.45 3.25 27.70 2.45 3.33 17.30

LDA 2.44a 3.32a (-26.00)a 3.30h 13.98h

GGA∗ 2.47 4.10 3.00 2.46 4.10 3.00

GGA 2.46a 4.50a (-2.00)a 3.32i 27.00i

vdW-DF∗ 2.48 3.57 55.00 2.47 3.51 22.70

vdW-DF (-52.00)a 3.58h 25.43h

vdW-DF 2.47b 3.76c 24.00b

vdW-DF 3.60d 45.50d

vdW-DF2∗ 2.47 3.49 66.00 2.47 3.49 29.00

vdW-DF2 (-53.00)a 3.48h 25.84h

vdW-DF C09x
∗ 2.48 3.25 91.00 2.48 3.27 38.90

vdW-DF C09x (-73.00)a 3.23h 35.63h

vdW-DF2 C09x
∗ 2.47 3.29 59.60 2.48 3.29 28.60

vdW-DF2 C09x (-54.00)a 3.28h 25.86h

Experimental 2.46e 3.35e 52±5f , 35±10g 2.46j 3.40j

aReference54

bReference55

cReference56

dReference57

eReference58

f Reference59

gReference60

hReference61

iReference62

jReference35

Our vdW-DF optimized interlayer distance of 3.50 Å is
intermediate between the GGA and LDA values for both
graphite and bilayer graphene. However, this is closer
to the LDA value than to the GGA value. On the other
hand, vdW-DF2 yields the same structural properties for
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graphite and the bilayer. For graphite, we find that using
the Cooper exchange functional (C09x) within the vdW
scheme results in the highest interlayer binding energy
of 91.00 meV (vdW-DFC09x). This value is 18.00 meV
higher than the exfoliation energy predicted for graphite
within the vdW-DFC09x scheme.54 However, within the
vdW-DF2C09x scheme, the interlayer binding energy re-
duces to 59.60 meV. Consider that the graphite interlayer
binding energies of 55.00 meV (vdW-DF) and 66.00 meV
(vdW-DF2) are significantly lower, prior to correction
with C09x functional. Because the structural properties
of graphite predicted within the vdW-DFC09x scheme, in
Table I, agree with experimental values to within ±3%,
we attribute the large discrepancy in interlayer binding
energy to the inability of the vdW-DFC09x functional to
simultaneously describe the energetics and the structural
properties consistently. In Ref. 57, however, bilayer
graphene is used as a model to estimate the binding en-
ergy of graphite as 45.50 meV/atom using the vdW-DF
scheme. It is therefore expected a posteri that bilayer
graphene should have nearly the same binding energy.
The calculated bilayer binding energy is 22.70 meV/atom
(vdW-DF) and 29.00 meV/atom (vdW-DF2), which are
50% and 36% smaller than anticipated. Nevertheless,
our vdW-DF and vdW-DF2 values are within the range
of the results of other similar calculations (see Table I).

The use of the Cooper exchange functional (C09x)
shows a substantial increase to 38.90 eV/atom (vdW-
DFC09x), and a marginal increase to 28.60 meV/atom
(vdW-DF2C09x) in each case. Taken together, the vdW-
interaction corrections give bilayer binding energy that
agree with the experimental value of 35±10 meV/atom
for graphite, in agreement with previous vdW-DF
calculations.54 However, more recent experiments show
a substantially higher interlayer binding energy of
52±5.00 meV/atom in graphite.59 This is significantly
higher than the calculated bilayer binding energy, but
consistent with our calculated values for graphite. We at-
tribute this discrepancy to the inability of the functionals
to simultaneously account for both the structural proper-
ties and the binding energies of weakly bound structures
that are coupled together by vdW forces.

B. Hydrogen adatoms on bilayer graphene

1. Site geometries for hydrogen adsorption

The unrelaxed site geometries for hydrogen adsorption
on the bilayer graphene unit cell are shown in Fig. 1.
Because H prefers the on-top site,39 each coupled bilayer
graphene configuration has the H atoms occupying on top
sites in the unrelaxed state. However, we do not consider
the case of hydrogen adsorption at both the on top and
bottom sites of the same carbon atom - even if such con-
figurations can, in principle, give 50 % H coverage in the
unrelaxed state. This is to preserve the hexagonal sym-
metry of the sp2-hybridized carbon bonding in bilayer

graphene prior to relaxation. In the following analysis,
the carbon atoms that directly face another carbon atom
(i.e., a and b′ in Fig. 1) are labeled direct carbon atoms,
whereas indirect carbon atoms face hollow sites in the
adjacent layer (i.e., b and a′ in Fig. 1). In all the unre-
laxed configurations, the interlayer distance is the same,
and the C-C distance is unique in both A- and B-planes,
by symmetry.

FIG. 1. Hydrogen adsorption sites (marked x) in the un-
relaxed state of the bilayer graphene unit cell. The carbon
atoms denoted by a and b′ are the direct carbon atoms, while
atoms b and a′ are the indirect carbon atoms.

A total of 24 non-unique configurations are identified
for cases where the two hydrogen atoms are adsorbed at
on top sites on two different carbon atoms. From trans-
lational symmetry, this reduces to 18 configurations. In
Fig. 1, planes A and B are invariant under 180 ◦ rotation.
After correcting for double counting, only the 16 config-
urations listed in Table II are unique in the unrelaxed
state. We find that some configurations are energetically
equivalent after relaxation in spite of the uniqueness of
their initial unrelaxed states.

For instance, three distinct cases are identified for
formation of molecular hydrogen after relaxation. The
dimer forms above the coupled bilayer structure in con-
figuration c1 as shown in Fig. 2(a), and within the in-
terlayer region in configurations c12, c14 and c15. Be-
cause the dimer is oriented horizontally in both configu-
rations c12 and c14 (see Fig. 2(b)), we conclude that both
configurations are energetically equivalent. On the other
hand, the dimer in configuration c15 is oriented vertically
(Fig. 2(c)), and therefore represents a unique configura-
tion, and distinct from configuration c12 or c14. The three
cases of dimer formation are energetically non-equivalent
and unique, suggesting that their unrelaxed states are
not stable. As a result, we investigate the physisorption
of the H2 dimer above bilayer graphene, and within the
interlayer region as special cases of the hydrogen adsorp-
tion.

Each of the four schemes for correcting for vdW-
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interaction predict the same interlayer distances for the
two configurations of the horizontally-oriented dimer as:
6.67 Å (vdW-DF), 6.29 Å (vdW-DF2), 6.19 Å (vdW-
DFC09x) and 6.14 Å (vdW-DF2C09x) respectively. In
configuration c15 the dimer is vertically oriented, and the
interlayer distance changes slightly to 6.93 Å (vdW-DF),
6.53 Å (vdW-DF2), 6.26 Å (vdW-DFC09x) and 6.22 Å
(vdW-DF2C09x) respectively. When the Cooper (C09x)
functional is used within the two vdW-DF schemes, the
interlayer distances only reduce slightly. Because of this
marginal reduction in interlayer distance, we conclude
that vdW-DFC09x and vdW-DF2C09x schemes both
predict slightly stronger binding in the two cases of inter-
layer dimer formation. Nevertheless, the trend for vari-
ation in interlayer distances with exchange-correlation
functional in configuration c12, c14 and c15 is not uni-
form. For instance, although all the functionals consis-
tently yield large values of d0, the variations in d0 with
vdW-DF correction scheme are non-uniform. Particu-
larly, the vdW-DF2, vdW-DFC09x and vdW-DF2C09x

schemes predict smaller interlayer distances in configu-
rations c12 and c15 respectively. Similarly, LDA gives a
slight decrease from 5.90 Å (c12) to 5.84 Å (c14) although
both configurations are equivalent, whereas GGA-PBE
shows a slight increase from 8.42 Å (c12) to 8.51 Å (c14),
respectively. More importantly, apart from the vdW-
DFC09x functional, all other schemes show that d0 is
consistently larger when the dimer forms vertically in
configuration c15 compared to when it forms horizontally
in configuration c12.

FIG. 2. Relaxed configurations showing the formation of the
H2 dimer: (a) above bilayer graphene in configuration c1, and
within the interlayer region of the decoupled bilayer graphene
showing (b) horizontal intercalation in configurations c12 and
c14, and vertical intercalation in configuration c15.

Taken together, these interlayer distances are large rel-
ative to the equilibrium interlayer distances in pristine

graphene bilayer (see Table I). We ascribe the large in-
terlayer distances to the decoupling of the bound bilayer
graphene because of formation of the molecular hydro-
gen. The dimer formation breaks the symmetry of bi-
layer graphene structure. In the relaxed state, the large
interlayer distances in configurations c12, c14, and c15 im-
ply that the two bound monolayers of graphene are no
longer coupled, and are therefore structurally not equiv-
alent to the coupled bilayer system in configuration c1.
This is due to weakened van der Waals interactions be-
tween layer A and B. The formation of the dimer in the
interlayer region is analogous to hydrogen intercalation
of bilayer graphene. By extension, we suggest the mecha-
nism of hydrogen intercalation of graphite as a promising
method of exfoliating graphene monolayers.

2. Formation energy of hydrogenated bilayer graphene

Competing low energy configurations of hydrogenated
bilayer graphene are identified by investigating the for-
mation energy per carbon atom. The formation energy
was obtained using the expression24

Ef = [EH−b − NC × EG − NH × 1

2
EH2 ]/NC , (1)

where EH−b is the energy of relaxed hydrogenated bilayer
graphene, EG and EH2 are the total energy per atom of
the graphite and hydrogen molecule (H2). NC and NH

denote the total number of carbon and hydrogen atoms
in the 1 × 1 unit cell. Formation energies are presented
for LDA, GGA and the four implementations of the non-
local vdW corrections to compare their relative stabilities
and to predict the competing low energy structures at
0 K.
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FIG. 3. Formation energies of unique configurations of hydro-
genated bilayer graphene obtained using the LDA, GGA and
the four different applications of the non-local van der Waals
correlation functional.

Fig. 3 shows the formation energy per carbon atom
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7

in structurally unique configurations of hydrogenated bi-
layer graphene from six XC functionals. In the cases
where more than one configuration presents the same for-
mation energy, only one formation energy is presented.
The LDA gives the lowest formation energies Ef com-
pared to GGA and vdW-DF. The high formation energies
indicate that it is energetically more expensive to create
these configurations. In the relaxed state of configura-
tion c10, the local structure shows that the H-adatom on
the direct carbon of the interlayer region (i.e. hydrogen
atom adsorbed on site b′

above) undergoes interlayer diffu-
sion, and migrates to occupy another on top site. This
further confirms the affinity of hydrogen to the on top site
in graphene monolayers. However, the local structure in
configuration c10 is equivalent to that in configuration c2

because the difference between their heats of formation is
0.002 eV (LDA), 0.0 eV (GGA) and 0.001 eV (vdW-DF).
Hence the two configurations are energetically equivalent
in their relaxed states.

The vdW-DF schemes yield the same formation ener-
gies in energetically equivalent structures. For instance,
we obtain -0.13 eV (vdW-DF) and -0.23 eV (vdW-DF2)
in configurations c12 and c14, and -0.13 eV (vdW-DF)
and -0.22 eV (vdW-DF2) in configuration c15. These
energies change to -0.20 eV (vdW-DFC09x) and -0.11
eV (vdW-DF2C09x) in c12 and c14 respectively, and -
0.21 eV (vdW-DFC09x) and -0.11 eV (vdW-DF2C09x)
respectively in configuration c15. Because the energy of
formation of the vertical dimer in configuration c15 is dif-
ferent from the energy required to form horizontal dimers
in both configurations c12 and c14, we identify the forma-
tion of both dimer orientations as unique.

We identify six energetically favorable configurations
at 0 K. These are configurations c1, c2, c7, c8, c12 and c15.
Only configurations c1, c2, c7 and c8 retain the coupled
bilayer structure in the relaxed state. Because configura-
tion c8 is known39 to undergo a hydrogen-induced phase
transformation from hexagonal to tetrahedral geometry,
we suggest that the four low energy configurations are
competing structures at 0 K. Our calculated formation
energies for configuration c8 from both LDA, GGA and
vdW-DF functionals agree with the GGA and LDA cal-
culations of Leenaerts et al.39 Apart from configurations
c1 and c12, the LDA gives comparatively lower formation
energies than GGA and the vdW-corrected functionals.
We observe that GGA and vdW-DF yield nearly the same
formation energies for configurations c3, c4, c5, c8, c10,
c13 and c16. The formation energy differences ∆Ef be-
tween GGA and vdW-DF in configuration c1 is slightly
more than 0.05 eV, but less than 0.03 eV in configura-
tion c4, c5 and c10 (see Fig. 3). Our LDA calculation
gives small positive formation energy in configuration
c1, whereas both vdW-DF and GGA yields a negative
enthalpy of formation suggesting that configuration c1

may form spontaneously. The low formation energy from
vdW-DF in c1 suggests that the binding force between
the molecular hydrogen and the bilayer graphene arises
from van der Waals interaction because the H2 dimer is

physisorbed above layer A (see Fig. 2(a)).
The hydrogen adatoms are all chemisorbed in the re-

laxed state, except in configurations c1, c12, c14 and c15,
as shown in Table II. The local structures of compet-
ing low energy structures are shown in Fig. 4 for the
relaxed states. These suggest that the properties of the
hydrogenated bilayer graphene configurations are sensi-
tive to the location of the carbon atom in the unit cell,
and on the hydrogen adsorption site geometries. The
top layers in configurations c2 and c7 are equivalent to
the stable structure of monolayer graphene under the
condition of 100 % H-coverage. The resulting graphane
structure is known to be stable both theoretically24 and
experimentally.15 In the theoretical study of Sofo et al.,24

the GGA functional predicted short, and strong covalent
bonds between hydrogen and carbon atoms.

Fig. 3 shows that the most stable configuration of hy-
drogen adatoms on the bilayer graphene (i.e. with the
lowest formation energy) is obtained when sites babove

a′
below are fully saturated (Table II). The resulting lo-

cal structure is equivalent to the bilayer analogue of
graphane - a fully hydrogenated graphene monolayer.
Table II shows the properties of coupled structures of
pristine and hydrogenated bilayer graphene after relax-
ation. All the XC functionals give the same bond length
(lC-C = 1.429 Å) and bond angle (θ = 120◦) in the
pristine bilayer. Similarly, hydrogen adsorption causes
an increase in mean bond-length towards the value of
1.51Å expected in the diamond structure, while bond an-
gles simultaneously decrease towards sp3-hybridized an-
gle of 109.7◦. The inclusion of non-local vdW corrections
show minimal deviations in the bond length and bond
angle of configuration c8 relative to values expected in
graphane24,39 while configurations c2 and c7 give slightly
larger values (see Table III). Because the experimental
value of the layer-layer separation in pristine bilayer is
3.35 Å35 we conclude that LDA gives the most accurate
bilayer separation, although in configurations c2 and c7,
it overestimates it by 10.3 %. Within vdW-correction,
the interlayer distance is both underestimated; 3.29 Å
(vdW-DF2C09x) and 3.27 Å (vdW-DFC09x), and over-
estimated; 3.51 Å (vdW-DF) and 3.59 Å (vdW-DF2) in
the pristine bilayer. Both vdW- schemes and GGA over-
estimates the layer-layer distance of the bilayer by a max-
imum of 21.4 % and 41.3 % respectively.

Table III shows significantly reduced interlayer dis-
tance in configuration c8 after structural relaxation. Con-
figurations c2 and c8 exhibit the largest deviations in
bond angles, θ. Their low total energies, and heats of
formation at 0 K after correcting for vdW interactions
(see Fig. 3) suggest that their high relative stability could
be ascribed to puckering- mechanism, in good agreement
with Sofo et al.24 Thus, although the adsorption of hydro-
gen atoms on a single sublattice of either plane A or plane
B of the bilayer graphene structure does not result in
any stable structure, hydrogenating both external faces,
specifically at site babovea

′
below (see Table II) gives rise to

the most stable configuration. Our results confirms the
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recent observation39 that adsorption of hydrogen on the
both faces of bilayer graphene, at 50% coverage, causes
the transformation of the structure to the tetrahedral
geometry. In this H-mediated transformation, both the
top and bottom layer carbon atoms come into sufficiently
close proximity to allow interlayer chemical bonds to form
between them. This is also accompanied by a change in
the hybridization of the carbon bonds from sp2 to sp3 re-
sulting in increased mean bond length from 1.42Å in pris-
tine bilayer to 1.51Å expected in the diamond structure.
The low formation energy observed in configuration c8

suggests that the interlayer bond-formation mechanism
favors the binding of hydrogen atoms to the two exter-
nal faces of the bilayer in order to form the interlayer
bond. As suggested by Leenaerts et al.,39 the implica-
tion is that both sides of the bilayer graphene has to be
exposed to hydrogen for the transformation to occur be-
cause graphene is hard to penetrate.63,64

FIG. 4. Relaxed geometries of competing low-energy struc-
tures of coupled bilayer graphene at 50% hydrogen coverage
showing configurations: (a) c2, (b) c7, and (c) c8.

In configurations c2 and c7, the bond lengths in the
hydrogen-free bottom layer still retain their graphitic val-
ues of 1.42 Å. The difference between the H-adsorption
sites in configurations c2 and c7 (see Fig. 4) results in non-
trivial differences in the interlayer separation in the two
configurations (as shown in Table III). All the exchange-
correlation functionals consistently give wider interlayer
separation in configuration c7 compared to configuration
c2. The physical justification for the wider interlayer in
configuration c7 is unclear, since the bottom layer in both
structures are unhydrogenated. Nevertheless, it suffices
to attribute the wide interlayer separation in configura-
tion c7 to the fact that the interlayer adsorption of the

hydrogen atom directly on top of the bottom layer carbon
gives rise to a higher local displacement of the top layer
compared to configuration c2. Since the interlayer hydro-
gen atom in configuration c2 is not located on top of any
atom of the bottom layer, the net interatomic repulsion
is minimal, relative to configuration c7.

Boukhvalov et al.19 showed that adsorbing a single hy-
drogen atom on single layer graphene yields a positive ac-
tivation energy, and thus its chemisorption energy is not
favorable. In Fig. 3, configurations with high formation
energies (i.e., Ef > 0.4 eV) are considered metastable,
and therefore are unstable at 0 K relative to configura-
tions c2, c7, and c8. It is relevant to note that config-
urations c4 and c10 are equivalent, with the hydrogen
adsorption sites swapped. Because the formation energy
of all the metastable configurations (see Fig. 3) are less
than 1.00 eV relative to configurations c2, c7 and c8, and
consider that formation energies are determined with re-
spect to graphite and molecular hydrogen, we conclude
that it is distinctly possible to form these metastable
configurations under finite temperature conditions if the
temperature is high enough to overcome their formation
barriers.19

In the case of single graphene layer, the effects of the
hydrogen adatoms are balanced by the simultaneous ad-
sorption of hydrogen atoms both above and below the
layer. The observed instability in configuration c4, c5

and c10 arises from the high chemisorption energy ex-
pected in a single H-adatom configuration. This is due
to the absence of the hydrogen adatom on the opposite
face of the top, and bottom, of monolayers. Otherwise,
the presence of such configuration deviates from the 50%
coverage hydrogen adatoms on bilayer graphene. There-
fore, the absence of the single layer distortion-balancing
effect must be responsible for the observed structural in-
stability. The effect of this instability is clearly exhibited
in the inconsistency in C-C bond lengths within the top
and bottom layers of the metastable configurations.

In the electrostatic approximation, the top and bot-
tom layers in the metastable configurations (i.e, c4, c5

and c10) can be considered to carry charges q1, q2 and q3

respectively, of the same magnitude. This implies that
they carry equal charges on both layers, and are each
separated by the corresponding interlayer distances. For
the stable configurations, Table III shows that the inter-
layer separation varies significantly from the equilibrium
value (d0 = 3.35 Å), after relaxation. These variations
arise from the competition between the Coulombic repul-
sion, the puckering effect of hydrogen, and van der Waals
interactions between the polar layers. An effective polar-
ity develops in the metastable configurations because the
two unhydrogenated carbon atoms in the top and bottom
layers are indirect. This implies that a large number of
symmetry raising Jahn-Teller distortions are necessary
to change the interplanar ordering from the Bernal (AB)
stacking to the simple (AA) stacking sequence.

We therefore suggest that the high stability of compet-
ing low-energy, coupled hydrogenated bilayer, structures
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arise because the hydrogen adatoms are chemisorbed
on indirect carbon atoms. Because the indirect car-
bon atoms are not positioned directly above each other
along the c-axis, the effective repulsion between the car-
bon ion cores is minimized. The structural relaxation
effects of the hydrogenation reduces the effective inter-
layer separation, such that d�d0 as shown in Table III.
The reduced interlayer separation therefore brings all the
direct carbon atoms into sufficiently close contact, to
allow the overlap of the atomic wave functions. This
therefore creates strong C-C bonds due to the hydrogen-
induced rehybridization of the atomic orbitals. Moreover,
the interlayer separation in c8 is equivalent to the C-C
bond-length in the diamond structure. We therefore con-
clude that configuration c8 represents a viable template
for synthesizing nanodiamonds from graphene by hydro-
genation. This is consistent with the observation of the
formation of full sp3-hybridized structure from hydrogen
adsorption on bilayer graphene.39

C. Electronic properties

Fig. 5(a)-(d) shows the band structures of pristine bi-
layer graphene from the four forms of the non-local vdW-
functionals. The electronic states are labeled at high
symmetry points of the Brillouin zone with reference to
the Fermi level, in each case. These show a conical disper-
sion at the Γ-point, and a parabolic dispersion at the K-
point, as expected. There are four π-bands which nearly
meet at the K-point. The highest occupied molecular
orbitals (HOMO) and lowest unoccupied molecular or-
bitals (LUMO) levels nearly coincide at Brillouin zone
point K giving rise to zero-band gap. Fig. 5 show that
the four vdW-functionals give similar band structures for
pristine bilayer graphene. Despite the similarities in the
band structure, subtle differences are observed in the de-
pendence of band energies on Brillouin zone direction
(E(k) dispersion) and energy eigenvalues at high symme-
try points. The agreement of the vdW-interaction cor-
rected band structures with LDA and GGA band struc-
tures is qualitative because although the E(k) dispersion
is correctly predicted, slight differences are observed in
the band energies at high-symmetry points. Table IV
shows the eigenvalues of the HOMO and LUMO levels
in the pristine bilayer relative to the Fermi level calcu-
lated using the different functionals. After correcting for
vdW-interactions, the maximum and minimum eigenval-
ues of the HOMO (K1v) /LUMO (K1c) level are 1.38 eV
(vdW-DF2) and 1.21 eV (vdW-DFC09x) in the pristine
bilayer. The difference between the vdW-DF and vdW-
DF2C09x eigenvalues for both HOMO and LUMO levels
is 0.02 eV.

We have further investigated how the adsorbed hydro-
gen alters the electronic structures of bilayer graphene
in all the structural configurations considered. For the
pristine bilayer graphene, and for configurations c1, c2,
c7 and c8, the band energies decrease significantly for all
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FIG. 5. Electronic band structure of pristine bilayer graphene
calculated from four vdw-DF functionals: vdW-DF (a), vdW-
DF2 (b), vdW-DFC09x (c), and vdW-DF2C09x(d). The
Fermi level is marked by the dotted line.

the functionals. Nevertheless, the HOMO/LUMO levels
in configurations c2 and c7 are the same for all func-
tionals, and coincide at point K in the Brillouin zone.
These configurations show semimetallic behavior except
for configuration c8, where there is an energy gap be-
tween the Γ1v and Γ1c levels. From Table IV, the cal-
culated band gap (at Γ-point) in configuration c8 is 2.80
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eV (vdW-DF), 2.61 eV (vdW-DF2), 2.91 eV (vdW-
DFC09x), 2.90 eV (vdW-DF2C09x), 2.89 eV (LDA)
and 3.09 eV (GGA), respectively. It is noted in particu-
lar that the LDA and GGA energy gaps are in agreement
with previous results.39 We therefore conclude that use
of the Cooper exchange functional (C09x) in vdW-DF
and vdW-DF2 has very minimal influence on the band
gap of configuration c8. The implication is that vdW in-
teraction is not significant in configuration c8 because of
the formation of strong interlayer carbon bonds.

We also investigate the alignment of the hydrogen-
induced energy bands in bilayer graphene. Because
the electronic structures from LDA, GGA and the four
schemes for vdW interaction correction are similar, we
only show the vdW-DF band structures of selected hy-
drogenated configurations in Fig. 6.

In configuration c1, the physisorption does not alter
the physical properties of the bilayer structure. How-
ever, in comparison with the pristine band structure,
there are two extra bands due to hydrogen. These are
denoted in Fig. 6(a) by K3v and K3c. The extra bands
are attributed H-H bonding in the H2-dimer. The K3v

band arises from the σ-bonding state between the two H
1s-states, while K3c is an anti-bonding state. Neverthe-
less, the resulting structure is semimetalic. As seen in
Sec.III(B), configurations c2 and c7 are similar - differing
only in terms of their H-adsorption sites. In Table IV,
the energy difference at K1v for configurations c2 and
c7 is less than 0.01 eV. However configuration c7 has a
slightly lower Fermi energy compared to configuration c2.
Hence, we show the band structure for configuration c7

in Fig. 6(b) for comparison with other configurations. In
contrast with the pristine band structure, there are two
linearly-dispersed bands instead of the four bands coin-
ciding at point K1. This also shows that the system is
semimetalic. This same trend has also been seen experi-
mentally by Nourbakhsh et al.65 for oxygen adatoms on
bilayer graphene. We find that by fully saturating the
top layer in configuration c7, the two π-bands at point K
reduce to one (see Fig. 6(b)). Fig. 6(c) shows that con-
figuration c8 gives rise to a wide band gap at point K.
The relaxed geometry of configuration c8 (see Fig. 4(c))
shows that the network structure is fully saturated. Be-
cause the interplanar C-C bond length (see Table III) is
significantly reduced, strong sp3 hybridized bonds form
between neighboring C atoms and break the symmetry
of the π-bands. The band structures in configurations c4,
c5 and c10 are the same, despite the differences in the po-
sitions of the adsorbed hydrogen atoms after relaxation.
These are presented in Fig. 6(d), to show metallic trans-
port at 0 K in these configurations because there are no
HOMO and LUMO levels due to bands crossings at their
Fermi levels.

The metastable configurations yield longer C-H bond
lengths, and their band structures show metallic trans-
port properties. We also investigate the influence of the
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FIG. 6. The vdW-DF electronic band structure of c1 (a); c7

(b); c8 (c); and c10 (d). The Fermi level is marked by the
dotted line

C-H bond length on the electronic properties of config-
uration c8. Fig. 7 shows the variations in band gap for
the six XC functionals as a function of the C-H bond
length. At the equilibrium C-H bond length (1.10 Å),
all six functionals consistently give maximum band gaps.
We find that the vdW-DF yields higher band gaps for
stretched C-H bonds while compressed C-H bonds yield
low band gaps. By contrast, the LDA and GGA give an
opposing trend because the compression (or stretching)
of C-H bonds give rise to higher (or lower) energy gaps.
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FIG. 7. Band gap of configuration c8 as a function of C-H
bond lengths predicted from six exchange-correlation func-
tionals.

The GGA predicts larger band gaps in configuration c8

for all C-H bond lengths. At the equilibrium C-H bond
length vdW-DF yield the band gap. The vdW-DF2C09x

functional predicts the lowest band gaps when the C-
H bond lengths are stretched and, or compressed maxi-
mally. Both vdW-DF2 and vdW-DF2C09x give the same
band gap (2.53 eV) when the bonds are fully stretched
to 1.20 Å, but show a significant difference of 0.15 eV
for compressed bonds.

IV. CONCLUSIONS

This paper predicts, and characterizes the possi-
ble structural configurations for the adsorption of hy-
drogen atoms on bilayer graphene. Using different
exchange-correlation functionals, the relative stabilities
and electronic properties of the hydrogen-adsorbed bi-
layer graphene are explored at 0 K. We find that the dif-
ferent forms of the vdW-interaction corrections perform
best in relaxed configurations where the H2 dimer is ph-
ysisorbed, and the graphene bilayers are decoupled. On
the other hand, the LDA performs best in configurations
where the bilayer graphene is coupled in the relaxed state,
and the hydrogen atoms are chemisorbed. Our analyses
of the formation energies show that six of the configura-
tions can form spontaneously. Because of the low, albeit

positive, heats of formation in the metastable configura-
tions, we suggest that their formation can be achievable
by activation. The spontaneous formation of the lowest
energy configurations is strongly dependent on the ar-
rangement of the adsorbed hydrogen atoms. It is noted
that apart from configuration c1, this spontaneous for-
mation only occurs when the top layer of carbon atoms
is fully saturated, leaving the bottom layer completely
unhydrogenated, or when both top and bottom layers
are partially hydrogenated. The partial hydrogenation
of both the top and bottom layers is found to result in
a non-reversible transformation of the graphenic hexag-
onal structure to local diamond, tetrahedral, structure.
This H-induced local reconstruction results in shortened
C-H bonds and a considerable buckling of the tetrahedral
structure. Relatively longer C-H bonds are obtained in
configurations that display non-spontaneous formation,
and their local structures are only slightly buckled.

We conclude that hydrogen atoms adsorbed on the top
and bottom faces within the interlayer region causes con-
siderable interlayer repulsion, which leads to increased
interlayer distances (see Table III). This suggests hydro-
gen intercalation as a means of exfoliating graphene. The
relatively more stable competing configurations exhibit
either semi-metallic or insulating properties, whereas all
the unstable configurations are metallic. We find that
configuration c8 results in an insulator, displaying a
wide band gap. For this structure, the GGA yields the
largest band gap. It is therefore concluded that no sin-
gle exchange-correlation functional is able to describe the
energetics, stability and local structure properties of all
the configurations consistently.
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Chapter 5

Van der Waals density-functional

study of 100% hydrogen coverage

on bilayer graphene

The work presented in this chapter has been published: R. E. Mapasha,R.C. Andrew

and N. Chetty, Computational Materials Science 78 (2013) 1-8.

In this chapter, we use the newly developed exchange-correlation functionals to

study various hydrogen configurations on bilayer graphene at 100% coverage. As men-

tioned earlier, previous studies only focused on hydrogenating the top and bottom

external faces of the bilayer graphene, in this study, we consider also the hydrogenation

of the interlayer faces. Detailed information for this study is given in the attached

publication. This publication outlines the computational details used and the results

that were obtained together with the conclusions that were drawn from the study.
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Van der Waals density-functional study of 100% hydrogen coverage on bilayer
graphene
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2National Institute for Theoretical Physics, Johannesburg, 2000, South Africa
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We investigate all hydrogen configurations that exist in a 1×1 unit cell of bilayer graphene at 100%
coverage to find the low energy competing configurations using density functional theory (DFT).
Other unique configurations, obtained from a 2×1 supercell, are also investigated. The GGA-PBE
functional and four variants of non-local van der Waals density functionals namely, vdW-DF, vdW-
DF2, vdW-DF-C09x, and vdW-DF2-C09x are used to account for the exchange correlation effects.
Ten unique hydrogen configurations are identified for 1×1 unit cell bilayer graphene, and nine of
these structures are found to be energetically stable with three low energy competing configurations.
One arrangement found to exist in both 1×1 and 2×1 cell sizes is the most energetically stable
configuration of all considered. For some of the configurations identified from the 2×1 supercell,
it is found that the effect of hydrogenation results in greatly distorted hexagonal layers resulting
in unequal bond distances between the carbon atoms. Also, interaction between the hydrogen-
decorated planes greatly affects the energetics of the structures. The vdW-DF-C09x functional is
found to predict the shortest interlayer distances for all the configurations, whereas the GGA-PBE
functional predicts the largest. For the most energetically favorable configuration, hydrogenation is
found to reduce the elastic properties compared with pristine bilayer graphene.

PACS numbers: 68.43.Bc, 68.43.Fg, 73.22.Pr

I. INTRODUCTION

Density functional theory (DFT) is one of the most re-
liable and widely used electronic structure methods. Its
ability to correctly describe a wide range of condensed
materials has attracted the attention of a large number
of scientists and engineers. The well known local density
approximation and generalized gradient approximation
functionals (LDA and GGA-PBE) accurately describe co-
valent and ionic bonded networks, but fail to completely
capture the effects of van der Waals (vdW) forces in com-
plex systems. For the graphite structure, LDA gives a
relatively good interlayer distance between layers but a
poor binding energy,whereas GGA-PBE gives physically
meaningless values.

To resolve these issues, scientists have made signifi-
cant efforts in developing new exchange correlation func-
tionals that are compatible with the Kohn Sham equa-
tions while incorporating the long-range effects of van der
Waals forces.1–7 One such functional was developed by
Dion et al.1 in 2004 and is known as the van der Waals
density functional (vdW-DF). The vdW-DF functional
consists of three exchange correlation energy terms, viz.
(1) a non-local correlation energy Enl

c given by

Enl
c =

1

2

∫ ∫
n(r)n(r′)φ(r, r′)d3rd3r′, (1)

where φ(r, r′) is the vdW-DF kernel which depends on
the distance |r − r′|, the charge density and its gradi-
ent, (2) the local-density approximation correlation term
ELDA

c and (3) the revised Perdew Burke and Enzerhof8

(revPBE) exchange energy term ErevPBE
x . Using the al-

gorithm developed by Soler et al.,9 vdW-DF shows its

efficiency in describing a wide range of systems without
demanding too much computational cost. Calculations
for graphite indicate that vdW-DF correctly predicts the
weak binding energy between layers but overestimates
the interlayer distance when compared to experimental
results. This overestimation is due to the repulsive na-
ture of the revPBE exchange term. In 2010, Klimes et
al.10 and Cooper11 constructed a new exchange func-
tional (C09x) to replace the strongly repulsive revPBE
exchange term. The resulting vdW-DF-C09x functional
shows an improvement in the calculated interlayer dis-
tance but an overestimation in the binding energy of
graphitic systems, i.e. graphite and bilayer graphene.12

In 2010, Lee et al.13 improved the non-local correlation
term of vdW-DF to obtain better binding energies. This
improved functional is called vdW-DF2 and contains a re-
fitted Perdew-Wang PW86R exchange functional term.14

They later combined vdW-DF2 with C09x to develop
vdW-DF2-C09x which addressed the overestimated inter-
layer distances and binding energies obtained with vdW-
DF and vdW-DF-C09x, respectively.12,13

In this study, we investigate the performance of the
vdW-DF2-C09x functional to describe the energetics and
structural properties of hydrogenated bilayer graphene
and compare its performance to that of the GGA-PBE,
vdW-DF, vdW-DF2, and vdW-DF-C09x functionals. Bi-
layer graphene consists of two stacked graphene layers
bonded together by vdW forces. Graphene, a free stand-
ing layer of graphite, has drawn the attention of many
researchers following its synthesis by Novoselov et al. in
2004.15 Graphene and bilayer graphene are fascinating
materials because of their unique electronic properties.
The energy bands of single layer graphene at low energies
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are described by a two dimensional Dirac equation with
a linear energy-momentum dispersion near the K point
of the Brillouin zone.16–22 The electrons are comparable
to quasi-particles with an effective speed of 106 m/s, giv-
ing graphene excellent properties such as an anomalous
quantum Hall effect (QHE) at room temperature and the
ballistic transport of massless Dirac Fermions.17,19 In bi-
layer graphene, the π linear dispersion splits into two
parabolic bands near the K point.23,24 This split is a re-
sult of the strong interlayer coupling between the stacked
layers, and demonstrates the possibility of easily tuning
the band structure.23–25 These novel structures form the
backbone of future carbon based electronic devices.

The semi-metallic nature of these two materials lim-
its their direct technological applications in as much
as the fabrication of carbon based electronic devices is
concerned. This issue of zero band gap has attracted
much attention leading to efforts to engineer the band
gap. Several methods have been employed to alter the
electronic properties of these materials26–34,37,40 with
adsorption35–50 being the most commonly used technique
and hydrogen as the favored adatom. A wide band gap
of about 3.5 eV has been observed experimentally49 and
calculated theoretically.38,41,50 Numerous studies have al-
ready been conducted on hydrogen atoms adsorbed on
single layer graphene but there is little information about
hydrogen on bilayer graphene. A possible reason for this
could be the failure of the standard GGA-PBE functional
to correctly describes the vdW forces binding the layers
of the bilayer graphene structures.

Subrahmanyam et al.51 conducted some experimen-
tal studies of the adsorption of hydrogen on mono-
layer and few-layer graphene. Their spectroscopic stud-
ies revealed the existence of sp3 re-hybridization bond-
ing in the hydrogenated few-layer graphene. Jaiswal et
al.52 used a combination of charge transport and Ra-
man spectroscopy experiments to study the adsorption
of hydrogen on bilayer graphene. Different degrees of
hydrogenation where considered to examine the elec-
tronic properties of hydrogenated monolayer and bilayer
graphene. They deduced that partially hydrogenated
structures have weak insulating behavior and also that
bilayer graphene is quite susceptible to adsorption of hy-
drogen atoms compared to single layer graphene. Lately,
Wang et al.53 performed experimental studies of the ph-
ysisorption of H2 molecules on graphene at low and high
surface coverages. Their calculated heats of adsorption
indicated that high surface coverage was favored leading
them to conclude that graphene has a high hydrogen stor-
age capability. Several theoretical studies on the hydro-
genation of bilayer graphene have been considered at low
coverages.41,54,55 Recently, Rohrer et al.56 performed van
der Waals density functional (vdW-DF) studies on the
adsorption of hydrogen atoms on bilayer graphene and
bulk graphite at 100% coverage. Their results demon-
strated that vdW interactions can alter the electronic
behavior in the Brillouin zone. They also found that the
engineered band gap is caused by two geometry-induced

effects, viz. (1) the hybridization between unoccupied
wavefunctions in the lowest conduction band, and (2)
the modification of the electrostatic interaction between
hybrid wavefunctions and the total density.

It is known that hydrogenation of single layer graphene
at 100% coverage only allows for two hydrogen configu-
rations, i.e. (1) all the hydrogen atoms are adsorbed
above the layer, (2) half of the hydrogen atoms are above
and the remaining half is adsorbed below arranged in
an alternating pattern. This is true for a 1×1 unit cell
that contains only two atoms, but when the cell is made
larger there are many other possible configurations. In
this study, we use the GGA-PBE, vdW-DF, vdW-DF2,
and vdW-DF-C09x,vdW-DF2-C09x functionals to exam-
ine the structural properties for all the hydrogen configu-
rations that can possibly exist in a 1×1 unit cell of bilayer
graphene with 100% coverage and find the lowest energy
competing configurations. Thereafter, we increase the
size of the cell to 2×1 to show other energetically sta-
ble configurations at 100% that are not possible in the
1×1 cell. Lastly, the effect of hydrogen on the elastic
properties of one of the most energetically favorable con-
figurations is examined.

This paper is organized as follows: In section II we
present the computational methodology and the param-
eters used. In section III, we discuss our results, and we
summarize these results and draw conclusions in section
IV.

II. METHODOLOGY

Our calculations were carried out using a plane-wave
basis set and the projector augmented wave (PAW)57

pseudopotential method as implemented in the PWscf
code included in the Quantum ESPRESSO package.58

The calculations were performed using the GGA-PBE,59

vdW-DF, vdW-DF2, vdW-DF-C09x and vdW-DF2-
C09x functionals. For the expansion of the wavefunc-
tions, an energy cut-off of 500 eV was set for the plane
wave basis. We used the Monkhorst-Pack scheme60 with
a grid of size 10×10×1 to sample the Brillouin zone. For
SCF self-consistency, an energy convergence threshold
was set at 10−7 eV. The atoms were allowed to relax,
using the conjugate gradient algorithm, until the forces
were less than 0.002 eV/Å. We employed a 1×1 and 2×1
cell for the construction of the bilayer graphene struc-
tures, with a vacuum spacing of 30 Å to reduce the
interactions between periodic, vertical bilayer graphene
images. The equilibrium lattice constants and interlayer
distances for pristine bilayer graphene were obtained us-
ing all the above mentioned functionals, and were found
to be in agreement with previous results.55,61

100

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



3

III. RESULTS AND DISCUSSION

A. Identification of possible hydrogen adatoms
configurations on bilayer graphene

Fig. 1 shows (a) a 1×1 unit cell and (b) a 2×1 supercell
for AB (Bernal) stacked bilayer graphene that we have
used to identify possible hydrogen configurations. The
labels (a, b, a′ and b′) show the possible distinct car-
bon atoms on the bilayer graphene. The symbols aa and
ab show the hydrogen adsorbed at position x above and
below the carbon atoms labelled a, etc. Since we con-
sider 100% coverage, all the carbon atoms in each iden-
tified configuration are hydrogenated. By relaxing the
ten unique configurations identified from the 1×1 unit
cell ( listed in Table I), we see that the relaxed config-
urations, apart from configurations C7-C9, appear to be
completely different from their initial unrelaxed state be-
cause of the formation of H2 dimers.

Hydrogen dimers occur for configurations where two
hydrogen atoms are placed, on the same side, on top of
the two distinct carbon atoms at positions x (in the un-
relaxed state). Such configurations are severely energet-
ically unstable in their unrelaxed state but are stabilized
by the H2 dimer effect after relaxation. During relax-
ation, these hydrogen atoms simultaneously detach from
the layer and attract each other resulting in the forma-
tion of a H2 dimer. Configurations C3-C6 yield interest-
ing geometries because of the mixture of chemisorption
and physisorption. We therefore perform a thorough in-
vestigation of these structures.

We further constructed the 2×1 supercell that con-
tains four atoms per plane (layer) to examine the prop-
erties of other configurations that are not possible in a
1×1 unit cell. The configurations identified are referred
to as C11-C16, also presented in Table I. Some of these
configurations where first studied by Leenearts et. al.62

considering single layer graphene. In C11-C13, the chair,
zigzag and boat conformers are observed as shown on
Fig. 4, respectively. It must be mentioned that configu-
rations C14-C16 contain combinations of pairs of the var-
ious conformers as presented in Table I. The energetics
of these configurations are examined and discussed in the
next section.

B. Stability analysis and structural properties

To examine the relative stabilities of the identified con-
figurations, the formation energy of each configuration is
calculated. The formation energy (Ef ), is defined as the
energy per atom of the hydrogenated bilayer graphene
with respect to intrinsic graphene and the corresponding
H2 dimer, i.e. Ef = [EH−b −NC ×EG −NH ×EH2 ]/NC ,
where EH−b, EG and EH2 are the energies per atom of re-
laxed, hydrogenated bilayer graphene, intrinsic graphene,
and a H2 dimer, respectively. NC and NH denote the to-
tal number of carbon and hydrogen atoms in the 1 × 1

(a)

(b)

FIG. 1: The adsorption sites for hydrogen atoms on (a)
1×1 and (b) 2×1 cells of bilayer graphene. The labels
on top and bottom layers depict the distinct carbon
atoms on the AB stacked bilayer graphene. The letter x
shows the exact positions of hydrogen atoms before
relaxation.

unit cell respectively. Fig. 2 shows the formation ener-
gies per carbon for all identified hydrogen configurations
on bilayer graphene using all five exchange correlation
functionals. It is observed that for all identified config-
urations, the GGA-PBE functional predicts the highest
formation energies as compared to those functionals with
the non-local vdW density functional corrections.

Out of the ten uniquely identified configurations from
1×1 unit cell, Fig. 2 shows that, nine of these structures,
C1-C9 are energetically favorable while C10 is not. The
relaxed local structure of C10 shows that only one car-
bon atom on each plane is hydrogenated (see Fig. 3(e)).
This configuration has the highest formation energy of
0.968 eV/atom (GGA-PBE), 0.865 eV/atom (vdW-DF),
0.699 eV/atom (vdW-DF2), 0.508 eV/atom (vdW-DF-
C09x) and 0.705 eV/atom (vdW-DF2-C09x). It is there-
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fore energetically expensive to experimentally synthesis
C10. The effects of the vertically oriented H2 dimer ph-
ysisorbed between the two planes does not reduce the
formation energy of this structure. It is suggested that
under conditions of finite temperature, structures similar
to C10 may become energetically favorable.38

FIG. 2: The variation of formation energies with
respect to identified configurations from 1×1 and 2×1
cells predicted by GGA-PBE, vdW-DF, vdW-DF2,
vdW-DF-C09x and vdW-DF2-C09x functionals. The
letter G stands for 1×1 graphane.

Fig. 2 shows that amongst all energetically favorable
configurations, the employed exchange correlation func-
tionals predict C1 and C2 to be less stable than C3-C9.
It is observed that the adsorption occurring in configu-
rations C1 and C2 is the physisorption of H2 dimers as
seen in Fig. 3 (a and b) whereas that in C3-C9 is ei-
ther chemisorption or both. The observed low formation
energies in C3-C9 arise from the planes where chemisorp-
tion has occurred. For configurations C1 and C2, GGA-
PBE gives the small, positive formation energies of 0.062
eV/atom and 0.059 eV/atom respectively whereas the
non-local vdW density functional corrections give neg-
ative formation energies of -0.150 eV/atom (vdW-DF),
-0.331 eV/atom (vdW-DF2), -0.314 eV/atom (vdW-DF-
C09x) and -0.106 eV/atom (vdW-DF2-C09x) for C1 and
-0.156 eV/atom (vdW-DF), -0.331 eV/atom (vdW-DF2),
-0.364 eV/atom (vdW-DF-C09x) and -0.120 eV/atom
(vdW-DF2-C09x) for C2. These values indicate viable
metastability of these two structures. Based on these
formation energies, C2 is more energetically favorable
than C1. The presence of the H2 dimer between the two
graphene layers in C1, decouples the structure leading to
a large interlayer separation of 7.92 Å (GGA-PBE), 6.55
Å (vdW-DF), 6.38 Å(vdW-DF2), 6.27 Å(vdW-DF-C09x)
and 6.31 Å(vdW-DF2-C09x). The significant variation
between the GGA-PBE functional and the vdW variants
is attributed to the vdW force interaction arising be-
tween the observed H2 dimer and the decoupled layers.
In C2, the interlayer separation of 4.11 Å (GGA-PBE),

3.51 Å (vdW-DF), 3.49 Å (vdW-DF2), 3.28 Å (vdW-DF-
C09x) and 3.29 Å (vdW-DF2-C09x) still retains the pris-
tine (graphitic) value (see Fig. 5). The relative equilib-
rium interlayer distances ∆d (calculated with respect to
pristine bilayer graphene) of C2 is effectively zero. We
conclude that the H2 dimers physisorbed outside the bi-
layer have no effect on the vdW forces holding the layers
together.

(a) (b)

(c) (d)

(e)

FIG. 3: The selected relaxed configurations showing the
H2 dimers physisorbed and atomic hydrogen
chemisorbed on 1×1 unitcell bilayer graphene: (a) C1,
(b) C2, (c) C3,(d) C5, (e) C10.

In Fig. 2, it is observed that configurations C3-C6 have
less formation energies than C1 and C2 but higher than
C7-C9. These configurations, i.e. C3-C6 are grouped
together because they have both chemisorption and ph-
ysisorption. The strong covalent bond between the car-
bon and hydrogen atoms that causes a complete depuck-
ering in plane A, and the weak vdW interactions between
H2 dimer and the flat plane B seen in Fig. 3(c and d) are
responsible for the intermediate stabilities of these con-
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figurations. It is important to note that configurations
C3 is equivalent to C4 with the hydrogen adsorption sites
on plane A swapped (see Table I). The three functionals
vdW-DF, vdW-DF-C09x and vdW-DF2-C09x show that
C3 is 0.002eV/atom lower in formation energy than C4.
Configuration C5 is 0.001 eV/atom (GGA-PBE), 0.003
eV/atom (vdW-DF), 0.003 eV/atom (vdW-DF2), 0.004
eV/atom (vdW-DF-C09x), 0.003 eV/atom (vdW-DF2-
C09x) lower in formation energy than C6. We therefore
give a detailed discussion of the difference in properties
between C3 and C5.

From our calculated formation energy values, we ob-
serve that the energy of C3 is higher than that of C5

by 0.001 eV/atom (GGA-PBE), 0.006 eV/atom (vdW-
DF), 0.015eV/atom (vdW-DF2), 0.006eV/atom vdW-
DF-C09x, 0.005 eV/atom (vdW-DF2-C09x). This dif-
ference in formation energy is not significant whereas
the major difference is observed in the interlayer sep-
arations. Configuration C3 is a decoupled structure
with large interlayer separations of 12.67 Å (GGA-PBE),
7.86 Å (vdW-DF), 8.64 Å (vdW-DF2), 6.44 Å (vdW-DF-
C09x) and 6.75 Å (vdW-DF2-C09x), caused by the ef-
fect of atomic hydrogen bonded to plane A and a ph-
ysisorbed H2 dimer between the layers. Configuration
C5 has an interlayer separation of 4.68 Å (GGA-PBE),
4.16 Å (vdW-DF), 3.98 Å (vdW-DF2), 3.97 Å (vdW-DF-
C09x) and 3.91 Å (vdW-DF2-C09x). The relative inter-
layer distance ∆d in configuration C5 shows that the
effect of atomic hydrogen adsorbed on plane A, within
the interlayer region, increases the interlayer separation
by only 0.58 Å (GGA-PBE), 0.65 Å (vdW-DF), 0.47
Å (vdW-DF2), 0.69 Å (vdW-DF-C09x) and 0.62 Å (vdW-
DF2-C09x). We suggest that C5 is still coupled, and
therefore more stable than the decoupled configuration
C3. This is also indicated by the coupled configuration
C2 being more stable than the decoupled C1. It suffices to
mention that the effect of vdW interactions within bilayer
graphene greatly affect the energetics of these systems.

In Table II, we present the variations in the distances
between the H2 dimers and the planes. The GGA-PBE
functional predicts that the H2 dimer binds at a distance
of about 3.90 Å away from the layer (measured either in-
side (I) or outside (O) the bilayer). This value suggests
that the dimer is further away from the layer compared
to that predicted by non-local vdW corrections where
the dimer is about 2.80 Å (which is in agreement with
LDA results63). It must be noted that the LDA results
were obtained when a H2 dimer was physisorbed on single
layer graphene. Since it is well known that the H2 dimer
interacts with graphitic structures through a typical π-
involved weak interaction, we expect the vdW functionals
to predict better distances, particularly the recently de-
veloped vdW-DFs with the exchange functional (C09x) of
Cooper, namely, (vdW-DF-C09x) and (vdW-DF2-C09x).
It has been observed that, in general, vdW-DF-C09x and
vdW-DF2-C09x predict small distances.12 These small
values are attributed to the use of the exchange func-
tional C09x, since the vdW-DF correlation with in place

TABLE II: The calculated equilibrium distances dC−H2

(in Å) between the hexagonal layers of 1×1 bilayer
graphene and H2 dimer for the selected configurations.
The distance dC−H2 is considered to be measured when
the H2 dimer is either inside (I) or outside (O) the
bilayer graphene.

Functionals Position C1 C2 C3 C5 C10

GGA-PBE
I 3.93 3.91 3.86
O 3.98 3.96 3.99

vdW-DF
I 3.00 3.01 3.50
O 3.05 3.08 3.09

vdW-DF2
I 2.86 2.90 3.31
O 2.98 3.02 2.97

vdW-DF-C09x
I 2.78 2.82 2.98
O 2.86 2.85 2.86

vdW-DF2-C09x
I 2.81 2.81 2.73
O 2.87 2.87 2.85

of the repulsive revPBE exchange term overestimates in-
terlayer separations.12 It is also observed in Table II that
all the functionals predict the separation dC−H2 mea-
sured inside the layers (I) to be less than the dC−H2 mea-
sured outside (O). This is not surprising since at position
(I), both layers are attempting to reach their equilibrium
separation and are hindered by the presence of the dimer
whereas at (O), the dimer is free to adjust its position
away from the outer layer.

Fig. 2 shows that configurations C7-C9 are the low-
est energy competing geometries as compared to oth-
ers. Atomic arrangements of these configurations show
that all the hydrogen atoms are covalently bonded with
the carbon atoms after relaxations. We also compare
the formation energies of these configurations with that
of graphane (a fully hydrogenated graphene monolayer
where hydrogen atoms are arranged in an alternating pat-
tern). It is noted in Fig. 2 that their formation energies
are nearly the same. We further construct a 2×1 super-
cell of bilayer graphene to show that there are several
physically interesting configurations that are not possi-
ble for a 1×1 unit cell. Six unique energetically favorable
configurations are identified and presented in Table I. It
is noted that configuration C11 has a similar hydrogen ar-
rangement (chair-like) as C7-C9 (see Fig. 4). All of these
configurations have the same buckling, presented in Ta-
ble I, and they are uniformly distorted (see Fig. 4). It is
revealed that for the 1×1 unit cell, only one conformer
(chair-like) of hydrogen is possible. It is clear that only
C11 can be represented by both 1×1 unit cell and 2×1
supercell sizes. We also see in Fig. 2 that these configu-
rations (C7-C9 and C11) have nearly the same formation
energies per atom. As presented in Fig. 5, all the func-
tionals predict that these configurations also have nearly
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the same interlayer distance. When comparing the func-
tionals, it is noted that GGA-PBE gives the highest in-
terlayer spacing, whereas the vdW-DF2-C09x yields the
lowest.

When comparing configurations C11-C16, it is seen in
Fig. 2 that C11 is more energetically favorable whereas
C12 has the highest formation energies. We therefore sug-
gest that configuration C11 represents a possible template
that can be used for hydrogen storage. The formation en-
ergies of configurations C14-C16 are between those for C11

and C12. This is due to the fact that they are made up of
pair combinations of the conformers. The highest forma-
tion energy found for C12 is in contrast with the findings
of Leenaerts et al.62 for their studies of a similar kind
of hydrogen arrangement on 2×1 single layer graphene.
They found that a structure similar to configuration C12

is lower in formation energy compared to that of C13.
In this work, we have examined similar configurations on
2×1 single layer graphene, and our results show the same
trend as theirs62. When 2×1 bilayer graphene is consid-
ered, the trend alters. Interestingly, when the interlayer
distance of configurations C11-C13 is fixed at 7 Å, anal-
ysis of the formation energies shows the same trend as
the hydrogenated single layer graphenes (C13>C12>C11

). When the structures are allowed to relax to their equi-
librium interlayer distance the trend changes to C12>C13

>C11, which tells us that there is a possible interaction
between the hydrogen decorated planes that greatly af-
fects the energetics of the structures.

The stability observed in C11-C16 is ascribed to the
hydrogen induced puckering mechanism on both layers
which was also observed by Sofo et al.50 The relaxed
structures show that all the carbon atoms are hydro-
genated and the graphene layers are buckled (moved up
and down out of the planes). Mainly, this buckling occurs
during the wavefunction overlap between the carbon and
hydrogen atoms resulting in all the carbon atoms having
sp3 re-hybridization. It is noted in configurations C11-
C13 that the hydrogen atoms are differently aligned after
relaxation, and it is also shown in Table I that C11 is uni-
formly distorted whereas C12 and C13 are non-uniformly
distorted (see Fig. 4).

To quantify the distortions induced by hydrogen
adatoms on the 2×1 supercell of bilayer graphene, the
distances (la,ls) and angles (θa, θs) between the carbon
atoms are measured,and presented in Table III. Since
ls and θs are not measurable in C11, this tells us that
the structural properties deviate constantly for the en-
tire structure unlike in C12 and C13. We see in C12 that
all the exchange correlation functionals predict that la
stretches more than ls, which is a confirmation that the
hydrogen atoms are responsible for the non-uniform dis-
tortions in the structure. This observation is not always
the case for all configurations because in C13 the dis-
tance ls is more than la. This implies that the differ-
ent arrangements of hydrogen atoms result in different
deviations in structural parameters, where we suspect
the possible hydrogen-hydrogen interactions that lead to

(a) (b)

(c) (d)

(e)

(f)

FIG. 4: The relaxed geometries of the three lowest
energy competing configurations identified from a 1×1
unit cell: (a) C7, (b) C8, (c) C9. Configurations (d)
C11, (e) C12, and (f) C13 are selected geometries that
are only possible for a 2×1 supercell. The dashed
parallelograms show the 2×1 supercell that contains
four carbon atoms per plane. The distances ls and la are
the distinct distances between the carbon atoms with
the hydrogen atoms adsorbed on the same side or in an
alternating pattens, respectively. Similar for the angles.
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bending of hydrogen atoms in C12 and C13 but not in
C11 (see Fig. 4). It is important to note in Table III
that each distance stretches towards a value that is close
to that of cubic diamond value (1.53 Å) and their cor-
responding angle deviates towards the ideal tetrahedral
internal angle.

p C
7

C
8

C
9

C
11

C
12

C
13

C
14

C
15

C
16

Relaxed hydrogen configurations 

3.0

3.5

4.0

4.5

5.0

5.5

6.0

In
te

rla
ye

r 
 s

pa
ci

ng
 (

Å
) GGA-PBE

vdW-DF-C09x
vdW-DF2-C09x
vdW-DF
vdW-DF2

FIG. 5: The calculated equilibrium interlayer distances
d0 (in Å) for the lowest energy competing
configurations identified from 1×1 and 2×1 cells. The
letter P stands for pristine bilayer graphene.

Even if it is known that in configurations C11-C16, all
the carbon atoms are saturated resulting in the minimal
π-π interactions between the hydrogen layers, it is seen
on Fig. 5 that all the functionals vary in predicting the
equilibrium interlayer distances (d0). GGA-PBE gives
the largest d0 whereas vdW-DF-C09x gives the lowest.
It is also observed on Fig. 5 that the d0 greatly depends
on the arrangement of hydrogen adatoms. We see that
configuration C12, which is greatly distorted by the hy-
drogen atoms, has the shortest d0 compared to the other
configurations.

C. Elastic properties

We now look at the elastic properties of the most ener-
getically favorable configuration C9. The values for the
elastic constants and derived elastic moduli for all four
functionals considered are given in Table. IV as well as
those for graphene, bilayer graphene and graphane. Since
these structures are all isotropic, they only have two inde-
pendent elastic constants, namely c11 and c12 which can
be calculated by separately applying an isotropic bi-axial
strain and an area conserving strain.

From these the following elastic properties are defined

Y = c11 − c2
12

c11

G = c66 =
c11 − c12

2

ν =
c12

c11

(2)

where Y is the 2D Young’s modulus (in-plane stiffness),
G is the 2D shear modulus and ν is the Poisson ratio.

The results in Table. IV show that in the case of
graphane and C11, the elastic constants and modulus
values increase from vdW-DF→GGA-PBE→vdW-DF2-
C09x →vdW-DF-C09x. The Poisson ratios remain more
or less constant for all four functionals. The results
of Cadelano et al.64 are comparable to our values for
graphene and graphane with a slight discrepancy in c12

for graphane which results in a lower value of 0.08 for
the Poisson ratio. The bilayered structures have values
for the elastic constants and moduli which are approxi-
mately twice that of their monolayer counterparts. This
is expected since the two layers are very weakly bound.
The effect of hydrogenation is too reduce the elastic val-
ues of the pristine structures. For the elastic constants,
c11 approximately reduces by a factor of 0.7 whereas c12

reduces by 0.40∼0.43. This results in the moduli reduc-
ing by approximately 0.70∼0.78. The effect of the added
adatoms is to significantly reduce the strength of the pris-
tine structures.
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D. Electronic properties of H configurations on
bilayer graphene at 100% coverage

To examine the electronic nature of the identified con-
figurations, electronic band dispersions are plotted along
the selected high-symmetry points (M ,K,Γ). As dis-
cussed earlier, the vdW-DF C09x functional accurately
predicts the correct interlayer separation and also gives
the lowest formation energy as compared to other func-
tionals. We therefore, discuss the band structures of se-
lected configurations obtained using the vdW-DF C09x

functional. The calculated band gaps obtained from all
five functionals are presented in Table V.

M K Γ M
-20

-15

-10

-5

0

5

E
-E

F (
eV

)

FIG. 6: The electronic band structures of pristine
bilayer graphene. The Fermi level is marked by the
dotted line.

In this discussion, the emphasis is on the K and Γ
points since this is where the most drastic changes oc-
cur. Fig. 6 shows the band structure of pristine bilayer
graphene. It is observed that there are double bands
aligned towards the K point, appearing both on the va-
lence and conduction bands. We also notice that the
two bands from the valence band join the other two from
the conduction band at the Fermi level (exactly at the K
point), with a slight separation between the two bands in
each pair. The reason for the split is attributed to elec-
tronic coupling from one layer to the other. Neverthe-
less pristine bilayer graphene is semimetallic in nature.
Fig. 7(a) illustrates the band structure of configuration
c1. Even though it is known that the physisorption of the
H2 dimer does not alter the physical properties of the sys-
tem, it is observed that the four bands that nearly meet
at K point in the pristine band structure are superim-
posed on top of each other in c1. Also, splitting of the
bands is no longer visible as is seen in Fig. 6. This is
attributed to the fact that the layers (plane A and plane
B) in c1 are no longer bonded by vdW forces. In contrast
to configuration c1, the band structure of c2 shows visible
splitting of the bands at the vicinity of the K point (see
Fig. 7(b)), which indicates that c2 still retains the prop-
erties of the pristine bilayer structure. All the functionals
predict that configurations c1 and c2 are zero band gap
materials.

Simple electron counting reveals that c3, c4, c5 and
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(a)
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(b)
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(c)
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(e)

FIG. 7: The electronic band structures of: (a) c1, (b)
c2, (c) c3, (d) c5 and (e) c10. The Fermi level is marked
by the dotted line.
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c6 have similar electronic properties. We only show the
band structures of c3 and c5 since they are the most ener-
getically favourable ones of their group, as discussed ear-
lier. Fig. 7(c) depicts that the band structure of c3 has
two linearly dispersed bands that meet at the K point,
instead of the four bands seen in the pristine band struc-
ture. The disappearance of the other two bands in the
band structure of c3 is attributed to the fully saturated
network of σ bonding occurring in plane A, and the wave-
function overlap between carbon and hydrogen orbitals.
The remaining two linearly dispersed bands arise from
the original π network structure that exists in Plane B.
The same features also appear in the band structure of
c5 (see Fig. 7(d)). The band gap, measured at the Γ
point, is reduced from 6.68 eV (GGA), 5.96 eV (vdW-
DF), 6.07 eV (vdW-DF2), 6.02 eV (vdW-DF C09x) and
6.19 eV (vdW-DF C09x) in the pristine structure to 3.04
eV (GGA), 2.67 eV (vdW-DF), 2.90 eV (vdW-DF2), 2.83
eV (vdW-DF C09x) and 2.77 eV (vdW-DF2 C09x) in c4.
This reduction might be caused by the additional bands
from the atomic hydrogen. Nevertheless, configurations
c3 and c5 are still semimetallic in nature. In the band
structure of configuration c10 (see Fig. 7(e)), we observe
the bands randomly crossing the Fermi level. This tells
us that electrons are free to move from the valence to
the conduction band. During hydrogenation, the origi-
nal π-bond network breaks and the hydrogenated carbon
atoms have σ-bonds; therefore the unhydrogenated car-
bon atoms have an excess of de-localized electrons which
causes c10 to be metallic.

TABLE V: The calculated energy band gaps (in eV) of
the lowest energy competing configurations and
graphane. Five exchange-correlation functionals are
used to illustrate the variations.

Functionals C7 C8 C9 Graphane
vdW-DF C09x 2.99 3.00 3.08 3.04

vdW-DF2 C09x 2.87 2.94 2.94 3.04

vdW-DF 2.86 2.77 2.90 2.95

vdW-DF2 2.69 2.72 2.86 2.80

GGA-PBE 3.28 3.26 3.32 3.39

Fig. 8(a, b, c) illustrate the band structures of the
three lowest energy competing configurations (c7, c8 and
c9). These band structures exhibit sufficiently large band
gaps of about 10 eV measured at the K point. It is clearly
noted that the symmetries of the π bands on both layers
(plane A and Plane B) have completely vanished, leaving
all the carbon atoms in the sp3 hybridized state (carbon
atoms σ bonded with hydrogen adatoms). It must be
noted that in these configurations, the conduction band
minimum (CBM) and valence band maximum (VBM) are
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(c)

FIG. 8: The electronic band structures of: (a) c7, (b) c8

and (c) c9

separated by an energy band gap at the vicinity of the
Γ point. The band structure of graphane also exhibits
the same features. This result is not strange because
graphane resembles each of the planes in configurations
c7, c8 and c9.

Table V indicates that the GGA functional gives large
band gap values of 3.28 eV, 3.26 eV, 3.32 eV for c7, c8

and c9, respectively. These values reveal that these con-
figurations are wide band gap systems. The non-local
functional vdW-DF C09x predicts the largest band gaps
as compared to the other three non-local variants, even
though these values are still underestimated. In general,
we suggest that in this respect, these implementations
for vdW corrections still need to be improved.
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IV. CONCLUSIONS

In this study, we investigated all hydrogen configura-
tions that can possibly exist on a 1×1 unit cell of bilayer
graphene at 100% coverage where each carbon contains
an hydrogen adatom in the unrelaxed state. Thereafter
the cell was increased to a 2×1 supercell to show other
configurations that are not possible for a 1×1 unit cell.
All the exchange correlation functionals predict that, of
the ten identified configurations obtained from the 1×1
unit cell, nine are energetically favorable. The three low-
est energy competing geometries (configurations C7-C9)
are identified. We notice that in the case of physisorbed
H2 dimer, the coupled structures are more energetically
stable than the decoupled configurations.

In the case of a 2×1 supercell, only the six energetically
favorable configurations are presented in this work. In
these configurations, it is found that all hydrogen atoms
are attached to the substrate after relaxation. In some
of the configurations, it is found that the arrangement
of hydrogen atoms greatly distort the hexagonal layer to
such an extent, the C − C bond distances are unequal.
We notice that one of the identified configurations (C11)
exists both in 1×1 and 2×1 cells, and is the most ener-
getically stable structure. We therefore suggest that this
configuration represents a possible template that can be
used for hydrogen storage.

Our results tells us that there is a possibility of interac-
tion between the hydrogen decorated planes that greatly
affects the energetics of the structures. The effect of the
hydrogen adatoms greatly reduces the strength of the bi-
layer graphene structures. We found that the electronic
properties greatly depend on the hydrogen configuration,
whereby the three lowest energy competing structures are
wide band gap systems.

In conclusion, it is seen that the functionals vary in pre-
dicting the various properties. The vdW-DF-C09x func-
tional predicts the lowest formation energies and short-
est interlayer distances for all configurations considered,
whereas the GGA-PBE functional predicts highest for-
mation energies and largest interlayer distances. In the
case of the moduli results, vdW-DF gives the smallest
values, whereas the vdW-DF-C09x gives the largest val-
ues.
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Chapter 6

Comparative investigations of

lithium adatoms on AA and AB

stackings of bilayer graphene : a

van der Waals density functional

study

The work presented in this chapter has been accepted for publication: R. E. Mapasha

and N. Chetty, Computational and theoretical nanoscience.

In this chapter, we use the newly developed exchange-correlation functionals to

investigate the effects of lithium (Li) on bilayer graphene. Since it is known that

Li prefers to be sandwiched between the layers, it is important to examine how the

interlayer separation changes, using these functionals that do not neglect the effects

of van der Waals forces. Detailed information for this study is given in the attached

publication. This publication outlines the computational details used and the results
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that were obtained together with the conclusions that were drawn from the study.
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Comparative investigations of lithium adatoms on AA and AB stackings of bilayer
graphene : a van der Waals density functional study

R. E. Mapasha∗

Department of Physics, University of Pretoria, Pretoria 0002, South Africa

N. Chetty1,

National Institute for Theoretical Physics, Johannesburg, 2000, South Africa
(Dated: September 2, 2013)

We have systematically investigated the effects of lithium (Li) on AA and AB stacking sequences
of bilayer graphene using density functional theory (DFT). To accurately describe the bonding that
occurs in bilayer graphene, the following van der Waals corrected exchange correlation functionals
were used, namely, vdW-DF revPBE, vdW-DF C09x and vdW-DF2 C09x. Several configurations
that contain two Li atoms were considered to examine the effects of the Li-Li interaction on bilayer
graphene. For all configurations considered, we observe a variation in formation energies predicted
by these functionals. The vdW-DF revPBE consistently predicts the highest formation energies,
and vdW-DF2 C09x gives the lowest. One of the Li-configurations (c10(AB)) undergoes a sponta-
neous translation from the AB to AA stacking, and is found to be the most energetically stable
configuration compared to the other configurations. It is found that the change in the interlayer
distance caused by Li intercalation greatly depends on the exchange correlation functional used. The
GGA-PBE shows a reduction in the interlayer distance while the van der Waals corrected exchange
correlation functionals show an expansion. In the case of Li intercalated configurations, GGA gives
nearly the same interlayer distances as vdW-DF revPBE, unlike in the pristine structures. The
agreement of these two functionals is explicitly discussed. Even if the construction of these van
der Waals corrected exchange correlation functionals was based on the energetics (stability) and
structural properties, our calculated workfunction for pristine bilayer graphene obtained using, i.e.
vdW-DF2 C09x agrees very well with the experimental data compared to GGA-PBE.

I. INTRODUCTION

The isolation of free standing graphene from graphite
was first performed by Novoselov et al.1 in 2004.
Graphene has attracted a lot of interest because of its
fascinating properties, which include its charge carriers
that behave as massless Dirac fermions at the corner of
the Brillouin zone, the observed anomalous quantum Hall
effect, ballistic transport at room temperature, the rela-
tively high thermal conductivity and high specific surface
area.2–8 The latter property gives graphene the poten-
tial of being used in a rechargeable lithium ion battery
(LIB), enabling the LIB to charge and discharge within
a small volume.9–11 For the past years, LIB have been
used in portable electronic devices applying graphite as
the anode material.12–16 Graphite has more advantages
than plane metallic Li which was previously used. One
example is for safety reasons since metallic Li is highly
reactive while graphite is not.17 Moreover, graphite is
commercially more easily available.18

The performance of graphite as an anode has however
become limited. For instance it is not capable of be-
ing used in electric vehicles because of its low Li storage
capacity.19 Graphite has a Li storage capacity of about
372 mAhg−1.20 Recent studies have shown that single
and few layered graphene structures have larger Li stor-
age capacities compared to graphite, and therefore can
overcome the shortcomings of graphite in the context of
energy storage.19,21–23 Few layered graphene structures
refer to bilayer and trilayer graphene systems which have

more advantages compared to single layer graphene be-
cause of the possibility of sandwiching the Li atoms be-
tween the layers. This makes the processes of charging
and discharging in the LIB more easily controlled by the
intercalation and de-intercalation mechanism of Li ions
between the layers. Several authors have made a good
contribution in understanding the various properties of
these pristine layered systems before the defects can be
included.6–8,24,25 Theoretical26–29 and experimental30–32

studies have been performed on Li intercalated few lay-
ered graphene. Results obtained thus far give an insight
into how Li affects the electronic, structural, and other
properties including the intrinsic strength. It was found
that Li donates an electron to graphite through ionic
charge transfer. The transfered electron fills the empty
carbon orbitals, resulting in a shift of Fermi level into the
conduction band. This, in turn, transforms the structure
from semimetallic to metallic. The same behaviour was
also revealed in recent studies of Li adsorption on single
layer graphene.33–36

Recently, Sugawara et al.30 probed the Li intercalated
bilayer graphene experimentally. Using low-energy elec-
tron diffraction (LEED), it was found that the effects of
Li atoms between the layers increase the interlayer dis-
tance as compared to the pristine structure.30 Their30

angle-resolved photo emission spectroscopy (ARPES)
measurements revealed that the Li atoms that are in-
tercalated between the layers are fully ionized. Fur-
thermore, the ARPES spectra indicated that the Dirac
point shifted from the Fermi level into the valence bands

115

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



2

by 1.4 eV. Watcharinyanon et al.31 conducted exper-
imental studies of intercalated Li in hydrogenated bi-
layer graphene. Low energy electron microscopy indi-
cated that the deposited Li atoms form islands of defects
which disappear during annealing. It was found that
the workfunction of the sample decreases after deposi-
tion of Li ions. Similar to the observation of Sugawara
et al.30, Watcharinyanon et al.31 conducted the ARPES
measurements on the Li deposited sample and found that
the Dirac point also shifted from the Fermi level to the
valence bands by 1.25 eV. Virojanadara et al.32 used
low-energy electron microscopy (LEEM), photo electron
spectroscopy, angle-resolved photo emission spectroscopy
(ARPES) and micro-low-energy electron diffraction (µ-
LEED) to probe the influence of Li deposition on mono-
layer graphene grown on a silicon-terminated SiC (0001)
surface. They noted the occurrence of a carbon inter-
face (buffer) layer between the graphene and induced
bulk SiC. Their results showed that the Li penetrates
through the graphene and carbon buffer layer. The
LEEM measurements deduced that the workfunction of
the sample was reduced after Li deposition. Their angle-
resolved photo emission spectroscopy (ARPES) measure-
ments also confirmed the Li intercalation by showing the
lowering of the Dirac point from the Fermi level.32

Denis28 examined the chemical reactivity of Li doped
monolayer and bilayer graphene using density functional
methods. For the description of the exchange correla-
tion interaction, GGA-PBE and LDA functionals were
used in the Li adsorbed single layer graphene and bi-
layer graphene, respectively. The LDA functional was
employed ostensibly to take into account the effect of the
van der Waals forces. It was found that these Li doped
structures are metallic in nature. It was revealed that the
metallic character of Li-adsorbed single layer graphene
can be easily affected by the attachment of radicals (OH,
CH3,H, etc) resulting in an observable band gap, but in
Li-doped bilayer graphene, the metallicity is always re-
tained after the attachment of radicals. Zhou et al.27 em-
ployed the LDA functional to probe the Li intercalated
AA and AB stacking bilayer graphene. They found that
for each Li concentration, the Li intercalated AA stack-
ing is lower in total energy compared to Li intercalated
AB stacking. Interestingly, for the intercalation of one
Li atom, both stackings have the same interlayer spacing
but differ when the Li concentration increases. They also
revealed that due to an increase in the Li concentration,
the AB stacking translates to AA stacking. Kaloni et
al.29 conducted a DFT study of the intrinsic charge car-
rier densities in Li intercalated bulk graphite, bilayer and
trilayer graphene using the GGA functional. Firstly, it
was observed that for all systems under study, Li induces
a metallic character and enhances the intrinsic charge
carrier densities. They also deduced that Li-intercalated
bilayer graphene has higher charge carrier densities than
Li intercalated bulk graphite and trilayer graphene.

Kganyago26 and Imai37 considered standard DFT
functionals (GGA and LDA) in their description of lithi-

ated graphitic structures. There is, therefore, a need to
apply more accurate functionals in the study of these sys-
tems. Lately, various theoretically developed methods
can adequately describe a wide range of systems includ-
ing these graphitic related materials.38–44 In our paper,
we systematically investigate the effects of lithium (Li)
on AA and AB stacking sequences of bilayer graphene.
To accurately describe the bonding that occurs in bi-
layer graphene, the following van der Waals corrected ex-
change correlation functionals were used, namely, vdW-
DF revPBE45, vdW-DF C09x

46 and vdW-DF2 C09x
46,47

and we compare our results with GGA-PBE.48 In the
next section we present our computational methodology,
and in Section III we give the details of the various con-
figurations that we considered together with a discussion
of our results. We provide a brief set of conclusions in
Section IV.

II. COMPUTATIONAL DETAILS

Our ab initio calculations were performed using the
plane wave self-consistent field (PWSCF) code included
in the Quantum ESPRESSO package.49 For the descrip-
tion of the exchange-correlation interaction, our calcula-
tions were done using the following functionals: general-
ized gradient approximation parameterization of Perdew,
Burke and Ernzerhof (GGA-PBE)48, the non-local van
der Waals density functional (vdW-DF revPBE)45 and
the recently improved non-local van der Waals density
functionals employing the Cooper exchange functional
(vdW-DF C09x and vdW-DF2 C09x)46,47. These func-
tionals were implemented using the efficient algorithm
developed by Roman-Perez and Soler.50 For the electron-
ionic core interaction, the projector augmented wave
(PAW) pseudopotentials were used.51

The converged kinetic energy cutoff was set at 500 eV
for the plane wave expansion of the wavefunctions. For
the sampling of the Brillouin zone using the Monkhorst-
Pack scheme, convergence was tested for total energy dif-
ferences and we concluded that the grid size of 10x10x1 is
sufficient.52 The conjugate gradient method was used for
the atomic relaxation until the forces on the ions were less
than 0.002 eV/Å. The energy convergence threshold was
set at an accuracy of 10−7 eV for self-consistency. In or-
der to be able to study many different Li configurations, a
(2x2) supercell of bilayer graphene was constructed with
a vacuum spacing of 30 Å to avoid spurious interlayer
interactions between the periodic graphene images.

III. RESULTS AND DISCUSSION

A. Identification of Li configurations with AB and
AA stacked bilayer graphene

Fig. 1 depicts the AA (simple) and AB (Bernal) stack-
ing sequences that are used to identify all the possi-
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ble Li configurations on the (2x2) bilayer graphene su-
percell which are listed in Table I. Comparing these
stackings, our results show that AA stacking is 0.02
eV/atom (GGA), 0.04 eV/atom (vdW-DF revPBE), 0.13
eV/atom (vdW-DF C09x) and 0.12 eV/atom (vdW-
DF C092x) higher in total energy compared than AB
stacking. These results are in agreement with pre-
vious findings.53,54 Experimental investigations reveal
that bilayer graphene is realisable in both stacking
sequences.55–57 In contrast to pristine structures, it was
previously found that the Li intercalated AA stacking is
energetically more favourable than Li-AB stacking.27 In
this work, the systematic study of the adsorption of Li
atoms on both stacking sequences is conducted to com-
pare the energies and structural properties of all the Li
configurations, using different exchange correlation func-
tionals, and in so doing we also investigate the competing
low energy configurations.

There is already abundant, extensive experimental and
theoretical evidence that suggests that Li prefers to be
adsorbed above the hollow (centre of hexagon) site rather
than above the carbon or bridge sites in single layer, bi-
layer and few-layers graphene.

Our results for bilayer graphene demonstrate that
the adsorption of a Li atom above the hollow site
is 0.27 eV/atom (GGA-PBE), 0.19 eV/atom (vdW-
DF revPBE), 0.27 eV/atom (vdW-DF C091x) and
0.26 eV/atom (vdW-DF C092x) lower in energy com-
pared to above the carbon atom site. Also, we found
that the hollow site is 0.21 eV/atom (GGA-PBE),
0.15 eV/atom (vdW-DF revPBE), 0.20 eV/atom (vdW-
DF C091x) and 0.23 eV/atom (vdW-DF C092x) lower in
energy compared to above the bridge site.

For all these identified Li configurations, the Li atoms
were placed at an optimal distance of 1.80 Å above the
identified site outside the bilayer in the unrelaxed state
before determining the fully self consistent, relaxed fi-
nal state. We considered all the ordered structures of Li
atoms (α) on bilayer graphene (β), namely αββ, βαβ,
ααββ, αβαβ, αββα, and βααβ. The positions labelled
1, 2, 3, 4, (top layer) and 1′, 2′, 3′, and 4′ (bottom layer)
in Fig. 1 identify each hollow site present in the (2x2)
supercell, and are used to label distinct configurations in
Table I. The labels a and b denote whether the Li atom
is above or below the layer, respectively. For instance,
configuration c1 is named 1a which denotes that the Li
atom is adsorbed above hollow site number one.

In the case of single Li atom adsorption, only two
unique configurations are possible (see Table I). Two Li
atoms are considered to study all the Li ordered struc-
tures in (2x2) bilayer graphene and to examine the effect
of Li-Li interactions in this system. In order to avoid
double counting when identifying the Li configurations,
the periodicity of the lattice is taken into consideration.
For instance configuration 1a2a is periodically equivalent
to 1a4a and 2a3a, and therefore we only present configu-

(a)

(b)

FIG. 1. Li adsorption sites for (a) AA and (b) AB stacking
sequences (2x2) supercell of bilayer graphene in the unrelaxed
states. The symbols 1a and 1b depict the adsorbed Li above
and below the hollow site, respectively.

ration 1a2a in Table I. It must be mentioned that in some
cases, a single ordered structure can contain several dif-
ferent configurations, i.e. configurations 1a1′

b and 1a2′
b

have the same Li ordered structure αββα.
A total of 12 unique configurations for AB and 9 for

AA stackings were identified. We observed that some
configurations are energetically equivalent after relax-
ation in spite of the uniqueness of their initial unrelaxed
states. One Li configuration (c10(AB)) undergoes spon-
taneous translation from AB to AA stacking. This con-
figuration has the Li ordered structure βααβ. Configu-
ration c9(AA) has the ordered structure βααβ but is not
energetically equivalent to c10(AB). This is because the
vertically arranged Li atoms in c9(AA) break the symme-
try of the bilayer by moving the layers far apart from
each other, while in c10(AB) the horizontally arranged Li
atoms slide one layer over another, translating the struc-
ture from AB to AA stacking. The energetics of these
configurations are discussed in more detail in the next

117

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



4

T
A

B
L
E

I.
T

h
e

id
en

ti
fi
ed

L
i

co
n
fi
g
u
ra

ti
o
n
s

o
b
ta

in
ed

fr
o
m

A
A

a
n
d

A
B

st
a
ck

in
g

se
q
u
en

ce
s

in
a

(2
x
2
)

su
p
er

ce
ll

th
a
t

co
n
ta

in
s

ei
g
h
t

ca
rb

o
n

a
to

m
s

p
er

la
y
er

.
T

h
e

L
i

o
rd

er
ed

st
ru

ct
u
re

g
iv

es
a
n

in
d
ic

a
ti

o
n

o
f
h
ow

th
e

L
i
a
d
so

rb
ed

g
eo

m
et

ri
es

a
re

a
rr

a
n
g
ed

.
T

h
e

le
tt

er
s

α
,
β

d
en

o
te

th
e

L
i
a
to

m
a
n
d

g
ra

p
h
en

e
la

y
er

,
re

sp
ec

ti
v
el

y

A
B

st
ac

k
in

g
A

A
st

ac
k
in

g
In

d
ex

C
on

fi
gu

ra
ti

on
In

d
ex

C
on

fi
gu

ra
ti

on
L
i
or

d
er

ed
st

ru
ct

u
re

R
at

io
of

ad
so

rp
ti

on
%

C
ov

er
ag

e
c 1

(A
B

)
1 a

c 1
(A

A
)

1 a
α
β
β

1/
16

6.
25

c 2
(A

B
)

1 b
c 2

(A
A

)
1 b

β
α
β

1/
16

6.
25

c 3
(A

B
)

1 a
2 a

c 3
(A

A
)

1 a
2 a

α
α
β
β

2/
16

12
.5

0
c 4

(A
B

)
1 a

1′ b
c 4

(A
A

)
1 a

1′ b
α
β
β
α

2/
16

12
.5

0
c 5

(A
B

)
1 a

2′ b
c 5

(A
A

)
1 a

2′ b
α
β
β
α

2/
16

12
.5

0
c 6

(A
B

)
1 a

1 b
c 6

(A
A

)
1 a

1 b
α
β
α
β

2/
16

12
.5

0
c 7

(A
B

)
1 a

2 b
c 7

(A
A

)
1 a

2 b
α
β
α
β

2/
16

12
.5

0
c 8

(A
B

)
1 a

2′ a
α
β
α
β

2/
16

12
.5

0
c 9

(A
B

)
1 a

1′ a
α
β
α
β

2/
16

12
.5

0
c 1

0
(A

B
)

1 b
2 b

c 8
(A

A
)

1 b
2 b

β
α
α
β

2/
16

12
.5

0
c 1

1
(A

B
)

1 b
2′ a

c 9
(A

A
)

1 b
1′ a

β
α
α
β

2/
16

12
.5

0
c 1

2
(A

B
)

1 b
1′ a

β
α
α
β

2/
16

12
.5

0

118

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



5

subsection.

B. Stability analysis and structural properties

We present our calculated formation energies for the
various Li configurations in Fig. 2 for both stackings.
The formation energy is defined as the energy per Li
atom of the lithiated bilayer graphene with respect to
pristine graphene and metallic Li in the BCC structure.
In all configurations, we observe a variation of the func-
tionals in predicting the formation energies, showing a
decreasing trend from vdW-DF revPBE→ GGA-PBE →
vdW-DF C09x → vdW-DF2 C09x. Even if it is expected
that the usage of van der Waals corrected functionals,
more especially vdW-DF revPBE, should stabilize the
structure, it is noted in this work that the effect of the
ionic origin induced by Li alters the situation.

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12
Lithium configurations (Cn)
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FIG. 2. The variation in formation energies for different Li
configurations obtained from (a) AB and (b) AA stacking
sequences.

This unexpected observed largest formation energy in

vdW-DF revPBE, is mainly because the revPBE ex-
change is too repulsive to describe these Li induced ionic
systems. It is interesting to note in Fig. 2 that for lithi-
ated bilayer graphene, GGA-PBE gives comparable re-
sults to the other functionals, unlike in the case of the
pristine structure.

We first compared the formation energies of configura-
tions c1 and c2, since both contain one Li atom. All the
functionals give negative formation energies for c2 and
positive values for c1 in both the AA and AB stackings.
Imai et al.37 studied similar structures and found that
when the Li atom is adsorbed on unit cells that contain
two carbon atoms per layer, the structures have posi-
tive formation energies but when the number of carbon
atoms increases the formation energies drop to negative
values. Our results obtained using (2x2) supercells that
contain eight carbon atoms per layer reveal that the Li
atom prefers to be sandwiched between the layers (see
Fig. 3). When comparing the effect of Li on the two
stackings, Fig. 2 shows that configuration c1(AA) is lower
in energy than c1(AB), and that c2(AA) is more favourable
than c2(AB). It is clear that Li prefers AA stacked bilayer
graphene regardless of its position. The fact that c2(AA)

is more energetically stable than c2(AB) is due to the
Li atom preferring to be adsorbed over the hollow site.
Fig. 3 shows that in configuration c2(AA), the Li atom
faces two hollow sites whereas in c2(AB) the Li atom faces
a hollow above and an on-top site below.

We further investigated the stability of all the con-
figurations that contain two Li atoms on (2x2) bilayer
graphene to examine the effects of the Li-Li interaction.
Considering AB stacking, configurations c3(AB), c4(AB)

and c5(AB) have higher (positive) formation energies com-
pared to c6(AB) to c12(AB). For AA stacking we see that
c3(AA), c4(AA), and c5(AA) have higher formation ener-
gies compared to c6(AA), c7(AA) and c8(AA). We therefore
conclude that it is energetically less favourable to create
configurations c3(AB), c4(AB), c5(AB), c3(AA), c4(AA) and
c5(AA) that fall under the ordered structure ααββ and
αββα. It is seen in Table I that in all these configura-
tions, the Li atoms are attached outside the bilayer. In
both stackings, Fig. 2 shows that c3 is the least ener-
getically stable structure compared to all others. This
structure contains covalently bonded Li atoms adsorbed
on the same side of the layer as shown in Fig. 3. The
observed instability of c3 is rather surprising because

it is expected that the ionic charge distribution be-
tween the Li atoms and the substrate could result in
the spontaneous formation of this dimer structure. It
is seen in Fig. 2 that the formation energies for configu-
rations c4(AB), c5(AB), c4(AA) and c5(AA) are almost equal
to those for c1 in both stackings. In these configurations,
one Li atom is placed above the top layer while the second
Li atom is below the bottom layer. Therefore this finding
should not be unexpected since the Li-Li interaction is
considered to be minimal.
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(a) (b)

(c) (d)

(e) (f)

FIG. 3. The selected relaxed geometries showing the Li atoms
adsorbed either outside or within the bilayer graphene: the
intercalation of single Li atom in (a) AB stacking c2(AB) and
(b) AA stacking c2(AA), the adsorbed Li dimer outside the
(c) AB stacking c3(AB) and (d) AA stacking c3(AA), and the
intercalation of Li dimer in; (e) AB stacking c10(AB) and (f)
AA stacking c8(AA). Note that c10(AB) translate to c8(AA)

during relaxation.

Configurations c6(AB), c7(AB), c8(AB), c9(AB), c6(AA)

and c7(AA) have one Li atom adsorbed on the outside of
the top layer while the other is intercalated, and there-
fore fall under the ordered structure αβαβ (see Table I).
Apart from vdW-DF revPBE, Fig. 2 shows that all the
other functionals give negative formation energies for
these configurations. We suggest that the spontaneous
formation of these configurations arises from the effect
of the intercalated Li atom, since the nature of bonding

within the bilayer graphene is no longer van der Waals
but Li-induced ionic. Therefore, these configurations are
energetically stabilized by this complete change of bond-
ing, unlike in configurations c4(AB), c5(AB), c4(AA) and
c5(AA) where the bonding outside is ionic while on the
inside is the weak, distorted van der Waals interaction.
Fig. 2 shows that the formation energies for configura-
tions c6(AB), c7(AB), c8(AB) and c9(AB) are the same ir-
respective of the arrangement of Li atoms in the interca-
lated region. These configurations have not been experi-
mentally investigated but our results show that they are
energetically realisable.

Fig. 2 depicts that all the functionals give negative
formation energies for configurations c10(AB), c11(AB),
c12(AB) and c8(AA), indicating that they are more ener-
getically favourable compared to configurations c6(AB),
c7(AB), c8(AB), c9(AB), c6(AA) and c7(AA). It is shown
in Table I that all the Li atoms are intercalated in con-
figurations c10(AB), c11(AB), c12(AB) and c8(AA), but not
in configurations c6(AB), c7(AB), c8(AB), c9(AB), c6(AA)

and c7(AA). It is obvious that the low formation en-
ergies for configurations c10(AB), c11(AB), c12(AB) and
c8(AA), arise from the effects of the two intercalated Li
atoms. The intercalated Li atoms break the symmetry of
the AB stacking only in configuration c10(AB), which in
turn induces AA stacking after relaxation. This transla-
tion makes c10(AB) structurally equivalent to c8(AA), with
both having the same formation energy, and where the
two intercalated Li atoms are covalently bonded to each
other as shown in Fig. 3.

In configurations c11(AB) and c12(AB), we see that the
symmetry of the AB stacking is still preserved after relax-
ation, which reveals that the AB → AA translation crit-
ically depends on the position of the Li atoms within the
bilayer graphene. The high formation energy observed
for configuration c9(AA) shows that the intercalated Li
atoms do not prefer to be vertically arranged between
the layers. This kind of arrangement breaks the sym-
metry of bilayer graphene, resulting in a large interlayer
distance which implies that the layers are decoupled and
no longer equivalent to coupled bilayer graphene.

Next we investigate the effect of Li on the inter-
layer spacing of bilayer graphene. Table II summa-
rizes the interlayer distances for pristine and lithiated
bilayer graphene obtained using the different exchange
correlation functionals. In the case of pristine bilayer
graphene, the functionals vary in predicting the interlayer
distance with decreasing order from GGA-PBE→ vdW-
DF revPBE→ vdW-DF2 C09x → vdW-DF C09x. This
observation is in agreement with previous studies.54,58

The results for the functionals vdW-DF C09x and vdW-
DF2 C09x show an underestimation compared with the
experimental value59 of 3.40 Å, whereas GGA-PBE and
vdW-DF revPBE show an overestimation. We found
that the interlayer distances given by the two functionals
vdW-DF C09x and vdW-DF2 C09x are within 3% of the
experimental value.

Fig. 4 presents the variation of the relative interlayer
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distance (calculated as the difference between the
lithiated and pristine bilayer interlayer separations)
for all the Li configurations considered. It is seen
that for configurations c1(AB), c3(AB), c4(AB), c5(AB),
c1(AA), c3(AA), c4(AA), and c5(AA), the relative interlayer
distance is very small and negative. This indicates that
when the Li atoms are adsorbed outside the layers, a
slight reduction in the interlayer separation occurs, and
therefore the van der Waals forces are only marginally
distorted.

P C1 C2 C3 C4 C5 C6 C7 C8 C9C10 C11 C12
Lithium configurations (Cn)
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FIG. 4. The variation of the relative interlayer distances cal-
culated with respect to Li configurations predicted by all the
functionals (calculated as the difference between the lithiated
and pristine bilayer interlayer separations) for (a) AB and (b)
AA stacking.

We see in Fig. 4 that for configurations c2(AB), c6(AB),
c7(AB), c8(AB), c9(AB), c11(AB) and c12(AB), GGA-PBE
predicts that the layers move close to each other dur-
ing intercalation, whereas the vdW-DF revPBE, vdW-
DF C09x and vdW-DF2 C09x functionals predict that
the layers move slightly apart from each other. It was

also observed in Table II that in these seven configura-
tions, GGA-PBE and vdW-DF revPBE functionals give
approximately the same interlayer distance. When the Li
atoms are intercalated, the van der Waals bonding gets
greatly distorted and becomes overshadowed by the ionic
bonding between the Li atoms on the one hand and the
cloud of π-electrons on the carbon layers on the other.
Since the nature of the bonding in these configurations
is no longer simply van der Waals but Li-induced ionic
bonding, the agreement between GGA-PBE and vdW-
DF revPBE is not unexpected.

The relative interlayer distance for c10(AB) deviates
from that for c2(AB), c6(AB), c7(AB), c8(AB), c9(AB),
c11(AB) and c12(AB) due to the structural translation from
AB to AA stacking in configuration c10(AB). It is shown
in Fig. 3 that configuration c10(AB) has the same configu-
ration as c8(AA) after relaxation. All functionals predict
that c10(AB) has the same interlayer spacing as c8(AA)

after relaxation. This structure is also predicted to be
the most energetically favourable for all functionals con-
sidered. We therefore conclude that Li favours the AA
stacking, and that c8(AA) represents a feasible template
for experimentally synthesizing and characterizing a Li-
based anode material.

As presented in Table II, vdW-DF revPBE gives larger
interlayer separations compared to the other two van
der Waals corrected functionals. This large separation
originates from the repulsive nature of the revPBE ex-
change term.60 Such an overestimation was previously
observed in many systems, and several methods46,61–63

were subsequently developed to address these shortcom-
ings. Cooper46 proposed a new exchange term (C09x)
that showed a noticeable improvement in predicting the
bonding for a wide range of systems that have short and
long range interactions. Not surprising for C09x, for the
graphite, the interlayer spacing is within 2% of the ex-
perimental value.

Table III lists the equilibrium distances between Li and
graphene (Li-h) measured at the hollow site for all the
Li configurations using the different forms of exchange
correlation functionals. The letters O and I in Table III
indicate whether the distance Li-h is measured outside
or within the bilayer respectively. Our calculated values
agree well with the results obtained from others34–36,64

who studied Li atoms on graphite and graphene using
the GGA-PBE and LDA functionals. We see in Table III
that the intercalated Li atoms slightly overbind within
the layers compared to the ones that are adsorbed out-
side the layers. The intercalated Li atoms relax to the
middle of the layers in AA stacking since the value for
Li-h measured at position I is almost twice the interlayer
distance. This is not the case for AB stacking since the
Li atom faces a hollow site on the top layer and an on-
top site on the bottom layer. We therefore expect the
distances not to be the same.
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C. Electronic properties

To examine the influence of Li on the electronic prop-
erties of bilayer graphene, the total density of states
(TDOS) plots is presented in Fig. 5. Since it is known
that Li alters the graphene structure from semimetallic
to pure metallic, there is no need to present DOS plots
for all identified configurations. Fig. 5 depicts the vdW-
DF2 C09x TDOS of the most stable configurations c2 and
c10 for the ordered structures βαβ and βααβ from both
stackings respectively. We note that the Dirac point for
these configurations shifts into the valence states. This
occurs26 when the localized electron from the Li atom
becomes delocalized on the graphene bonding network,
resulting in the partial filling of π∗ unoccupied orbitals.

The Dirac shift was found to be 1.38 eV (GGA-PBE),
1.52 eV (vdW-DF revPBE), 1.50 eV (vdW-DF C09x)
and 1.49 eV (vdW-DF2 C09x) for c2(AB), and 1.37 eV
(GGA-PBE), 1.55 eV (vdW-DF revPBE), 1.59 eV (vdW-
DF C09x) and 1.59 eV (vdW-DF2 C09x) for c2(AA).
The GGA-PBE value is in good agreement with the ex-
perimental value of 1.40 eV obtained by Sugawara et
al.30 but greater than the value of 1.25 eV obtained
by Watcharinyanon et al.31 The results show that the
vdW corrected functionals overestimate the experimen-
tal Dirac shift of configuration c2.

In the case of two Li bonded adatoms, the Dirac shift
was found to be 1.65 eV (GGA-PBE), 1.71 eV (vdW-DF
revPBE), 1.83 (vdW-DF C09x) and 1.85 eV (vdW-DF2
C09x) for fully relaxed c10(AB) and c8(AA). The Dirac
shift is greater in c10 compared to c2. This is attributed
to the addition of an extra valence electron into the sys-
tem from the second Li atom. The first van Hove singu-
larity appears exactly in the vicinity of the Fermi level
for the c10(AB) and c8(AA) as shown in Fig. 5.

To quantify the interaction between the ionized Li
atom and the cloud of π electrons in the graphene bond-
ing network, the charge transfer (q) and workfunction (Φ)
are calculated. We extract the charge transfer by manip-
ulating the total density of states plots. This is the same
technique used by Chan et al.36 in their study of metal
atom adsorption on graphene and by Titantah et al.65 in
their study of Li-intercalated graphite. The method is
based on the integration of the pristine bilayer graphene
TDOS plots from EDirac to EDirac + ∆EFermi. It is
known that the interaction between the adatom and the
substrate alters the Fermi level; therefore the amount of
charge transfer depends on the Fermi level shift ∆EFermi

which is calculated by:

∆EFermi = EFermi − EDirac , (1)

where EDirac and EFermi are obtained from the lithiated
bilayer total density of states.

Table IV summarizes the charge transfer for configura-
tions c2 and c10 as predicted by the GGA-PBE, vdW-DF
revPBE, vdW-DF C09x and vdW-DF2 C09x functionals.
In agreement with previous studies,36,65 the charge trans-
fer is positive, which indicates a flow of electronic charge
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FIG. 5. The total densities of states for the most stable Li
configurations on AA and AB stacking bilayer graphene: (a)
c2(AB), (b) c10(AB), (c) c2(AA) and (d) c10(AA). The Fermi
level is marked by the dotted line.
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from the Li atoms to the substrate. In configuration c2,
it is noted that about 0.92 e of charge flows from the
Li atom to bilayer graphene, which suggests strong ionic
bonding between the Li atom and the substrate. Re-
cently, Valencia et al.64 used the Bader charge analysis
to obtain 1.00 e (LSDA) and 0.89 e (GGA-PBE) in the
study of Li-intercalated graphite.

In the case of two Li bonded adatoms in configurations
c10(AB) and c8(AA), we found that only a fraction of about
0.3 e charge flows from the Li to bilayer graphene. This
suggests that the majority of the electronic charge dis-
tribution is located in the Li-Li covalent bond that is
formed (Table IV). We therefore conclude that the in-
tercalated Li dimer weakly interacts with the graphene
layers compared to the intercalated isolated Li atom.

The workfunction is calculated by:

Φ = Evacuum − EFermi , (2)

where the vacuum energy (Evacuum) is obtained by cal-
culating the macroscopic average of the electrostatic po-
tential along the z-direction. In our case, we calculated
Evacuum about 50 Å away from the structure. Our cal-
culated workfunctions for pristine AA and AB stacked
bilayer graphene are presented in Table IV. Our GGA-
PBE results are in good agreement with previously cal-
culated values of 4.26 eV (GGA-PBE) for pristine single
layer graphene but lower than the experimental value of
4.65 eV obtained by Yu et al.66 and the graphite exper-
imental value of 4.60 eV obtained by Takahashi et al.67

There are no existing results obtained with van der Waals
corrected functionals to compare our results with.

It is seen in Table IV that GGA-PBE gives the low-
est values for Φ whereas vdW-DF C09x gives the highest
value for pristine bilayer graphene structures. The vdW-
DF C09x and GGA-PBE values for both stackings are
4.95% and 8.80% within the experimental value reported
by Yu et al.66 respectively. Murata et al.68 obtained val-
ues of about 4.42 eV from LEED patterns considering dif-
ferent orientations of the graphene layers. It has already
been discussed that the vdW-DF C09x gives shorter in-
terlayer distances than GGA-PBE and agrees very well
with the experimental value. Based on this, we conclude
that the better agreement of the calculated workfunc-
tion using the vdW-DF C09x with the experiment is due
to the interlayer distance. Therefore, the workfunction
is clearly affected by the strength of electronic coupling
between the layers.

We see in Table IV that the intercalation of the Li
atoms results in a decrease in the workfunction compared
to pristine bilayer graphene. Our GGA-PBE value for c2

is slightly larger than the value of 2.79 eV obtained by
Chan et al.36 in their studies of the adsorption of a single
Li atom on single layer graphene. Configuration c10 has
a workfunction which is 0.36 eV (GGA-PBE), 0.26 eV
(vdW-DF revPBE), 0.40 eV (vdW-DF C09x), 0.43 eV
(vdW-DF C09x) larger than that of c2. This indicates
that it is easier to remove an electron from configuration
c2 than from c10. Electronic charge is readily ionized
from the Li atom in c2, which results in the small value
of Φ while in c10 more energy is needed to break the Li-Li
covalent bond first to isolate the electrons before moving
an electron to the vacuum level.
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IV. CONCLUSIONS

In summary, we have systematically investigated the
possible configurations of two Li adatoms on the AA and
AB stacking sequences of bilayer graphene using den-
sity functional methods. Employing different forms of
exchange correlation functionals that correctly describe
the interlayer interaction within the bilayer graphene, the
relative stabilities, structural and electronic properties of
the identified configurations were explored. For all con-
figurations considered, we record a variation in formation
energies predicted by these functionals. The vdW-DF
revPBE consistently predicts the highest formation en-
ergies, while vdW-DF C09x consistently gives the low-
est. One of the Li-configurations (c10(AB)) undergoes
spontaneous translation from AB to AA stacking, and
is found to be the most energetically stable configuration
compared to the other configurations. It is found that
the change in interlayer distance caused by Li intercala-
tion greatly depends on the exchange correlation func-
tional used: the GGA-PBE shows a reduction while the
van der Waals corrected exchange correlation functionals
show an expansion in the interlayer distance. In the case
of Li intercalated configurations, GGA gives nearly the
same interlayer distances as vdW-DF revPBE, unlike in
the pristine structures. We suggest that since Li induced
ionic bonding between the layers is considered to be dom-
inant, both vdW-DF revPBE and GGA-PBE are treated
locally. In order to avoid double counting, the corrected
non-local correlation term in vdW-DF revPBE vanishes
(because the non-local correlation part is treated within

full potential approximation (FPA))45 because the Li in-
duced ionic bonding between the layers is considered to
be dominant. It is found that the inclusion of the C09x

exchange term in vdW-DF predicts shorter interlayer dis-
tances both in pristine and lithiated structures than the
revPBE exchange term in the vdW-DF functional. Even
if it is known that the construction of these van der Waals
corrected exchange correlation functionals is basically in
terms of the energetics (stability) and structural prop-
erties, our calculated workfunction for pristine bilayer
graphene using the C09x terms agrees very well with the
experimental value compared to GGA-PBE.

In general, this article specifically describes the elec-
tronic interactions between the Li atoms and graphene
layers, where the effects of van der Waals forces are not
neglected in our quantum mechanical model DFT. To
accurately describe the bonding that occurs in bilayer
graphene, we use the van der Waals corrected exchange
correlation functionals on the basis of quantum mechan-
ical theory. Various review papers such as Refs69–72 re-
veal coulomb aspects that still require thorough investi-
gations. Another challenging but interesting topic arises
from Ref72, on methodological development.
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Chapter 7

Summary and general conclusions

Conclusions for each specific theoretical result are provided at the end of every chapter.

In this chapter a summary and general concluding remarks on the overall results are

presented.

The study involved first principles DFT investigations of pristine, hydrogenated

and lithiated bilayer graphene material systems. Previous DFT investigations of these

materials have to date, not intensely included the effects of the vdW forces. The data

reported in this thesis was calculated using exchange-correlation functionals that take

these effects into account. For hydrogenated materials, the study was motivated by

the contradictory literature results for the electronic properties, wherein some revealed

that hydrogenated bilayer graphene exhibits metallic, whereas others reported insu-

lating behaviour. Therefore, we carried out extensive calculations to address these

discrepancies.

We were interested in finding all the possible configurations at 50% and 100% cov-

erage on a 1×1 cell. The aim was to identify and predict the lowest energy competing

configurations that may exist at 50% and 100% hydrogenation coverage, based on the

formation energies calculated using the newly developed four variants of the non-local

van der Waals density functionals (vdW-DF, vdW-DF2, vdW-DF C09x and vdW-DF2
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C09x). We compared these energies with GGA PBE and LDA. The obtained results

give an extensive set of data, which could be referenced in future studies.

7.1 Test of exchange-correlation functionals on bulk bi-

layer graphene and graphite

The test of these exchange-correlation functionals on pristine bulk bilayer graphene and

graphite was conducted by calculating the structural properties and binding energies.

As expected, it was found that GGA PBE gives relatively meaningless values for these

structures. The interlayer spacings predicted by LDA were found to be in good agree-

ment with the experimental data for both graphite and bilayer graphene. However, the

calculated LDA interlayer binding energy for graphite is nearly half the experimental

value. It is clear that the standard DFT exchange-correlation functionals are not able

to accurately describe all the properties for structures that are bound together by van

der Waals forces.

We also tested the four variants of the non-local van der Waals density functionals

on the structural properties of graphite and bilayer graphene. Using the first proposed

non-local van der Waals density functional (vdW-DF), a significant improvement on the

description of graphite and bilayer graphene was established as compared to GGA PBE.

In agreement with the previous studies, it was found that this functional drastically

overestimates the interlayer separation. It was suggested that this could be attributed

to the use of the revPBE exchange term which is repulsive in nature. The use of the

Cooper exchange functional (C09x), i.e vdW-DF C09x and vdW-DF2 C09x, predicted

the interlayer separation values to within ±3% of the experimental data. These findings

verified C09x as a suitable exchange functional for graphitic material systems.
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7.2 Hydrogen adatoms on bilayer graphene at 50% cov-

erage

For 50% hydrogen coverage, a total of 24 non-unique configurations were identified for

cases where two H atoms are adsorbed at on-top sites on two different carbon atoms

in a 1×1 unit cell. After correcting for double counting, only 16 unique configurations

were found in the unrelaxed state. By means of formation energy analysis, we iden-

tified six energetically favourable configurations. We found that some configurations

are energetically equivalent after relaxation in spite of the uniqueness of their initial

unrelaxed states. For instance, three distinct cases are identified for formation of molec-

ular H after relaxation. We suggested that dimer formation indicates that structures

are energetically unstable (unfavourable) in their unrelaxed states. The dimer formed

above the coupled bilayer in configuration c1, and within the interlayer region in con-

figurations c12, c14 and c15. In both configurations c12 and c14, the dimer is oriented

horizontally and they are energetically equivalent. On the other hand, the dimer in

configuration c15 is oriented vertically and is not energetically equivalent, compared to

configurations c12 and c14. It was noted that the dimer formation within the interlayer

region in configurations c12, c14 and c15 decouples the layers by doubling the interlayer

separation, thereby breaking the symmetry of bilayer graphene along the z-axis. We

therefore suggest H2 intercalation as a means of exfoliating graphene layers. A compar-

ison of the functionals on the description of these structures (c12, c14 and c15), showed a

variation of the interlayer distance with decreasing order from GGA PBE → vdW-DF

revPBE→ vdW-DF2 revPBE→ vdW-DF C09x→ vdW-DF2 C09x→LDA.

The results have demonstrated that configuration c1 still preserves the two dimen-

sional hexagonal symmetry, and we concluded that the formation of a H dimer above

the bilayer does not have a significant effect on the van der Waals forces holding the

layers together. Our LDA calculation gives a small positive formation energy in config-
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uration c1, whereas vdW-DF, vdW-DF2, vdW-DF C09x and vdW-DF2 C09x predict

negative values. We suggested that the low formation energies from these newly devel-

oped four variants of the non-local van der Waals density functionals vdW-DF for c1

reveal that the binding force between the molecular H and the bilayer graphene arises

from van der Waals interaction because the H2 dimer is physisorbed above the top

layer.

The results have indicated that configurations c2, c7 and c8, retain the coupled bi-

layer structure in the relaxed state and are low-energy competing structures at 0 K. It

is noted that apart from configuration c1, this spontaneous formation only occurs when

the top layer of carbon atoms is fully saturated, leaving the bottom layer completely

unhydrogenated (c2 and c7), or when both top and bottom layers are partially hydro-

genated in c8. Configuration c8 has been shown to undergo a hydrogen-induced phase

transformation from hexagonal to tetrahedral geometry with a reduction in interlayer

separation from 3.29 Å (vdW-DF2C09x) to 1.56 Å (vdW-DF2C09x). It was found that

both external faces of bilayer graphene have to be exposed to H for the transformation

to occur because graphene is hard to penetrate. In configuration c8, vdW-DF and

vdW-DF2 gave the highest formation energies, whereas vdW-DF C09x and vdW-DF2

C09x predicted the lowest. The variation of these functionals is attributed to the use

of the repulsive revPBE exchange in vdW-DF and vdW-DF2, and the attractive C09x

exchange in vdW-DF C09x and vdW-DF2 C09x.

These low-energy competing configurations (c2 and c7) exhibited semimetallic be-

haviour except for configuration c8, where a wide direct energy gap is observed. Al-

though DFT functionals are known to incorrectly predict the band gap, it is important

to determine the variation of the newly developed four variants of the non-local van der

Waals density functionals. The calculated band gap in configuration c8 is found to be

2.80 eV (vdW-DF), 2.61 eV (vdW-DF2), 2.91 eV (vdW-DF C09x), 2.90 eV (vdW-DF2

C09x), 2.89 eV (LDA), and 3.09 eV (GGA PBE), respectively. We therefore conclude
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that the use of the Cooper exchange functional (C09x) in vdW-DF and vdW-DF2 has

a very minimal influence on the band gap of configuration c8. It can be argued that

vdW interaction is not significant in configuration c8 because of the formation of strong

interlayer carbon bonds. Finally, we conclude that configuration c8 represents a viable

template for synthesizing nanodiamonds from graphene by hydrogenation.

7.3 Van der Waals density-functional study of 100% hy-

drogen coverage on bilayer graphene

At 100% coverage, ten unique H configurations were identified from a 1×1 unit cell.

After relaxation, all exchange-correlation functionals predicted nine of the structures to

have negative formation energies, with the three coupled low-energy competing struc-

tures (c7-c9) at 0 K. The vdW-DF C09x functional predicted the lowest formation

energies and shortest interlayer distances for all configurations considered, whereas the

GGA PBE functional gave the highest formation energies and largest interlayer dis-

tances. The behaviour of these exchange-correlation functionals is attributed to the

nature of exchange functionals used. In general, we noticed that in the case of a

physisorbed H2 dimer, the coupled structures are more energetically stable than the

decoupled configurations. It was noted that configurations that contain the physisorbed

H2 dimer have similar properties to those identified in 50% coverage. In configuration

c1, it was revealed that the H2 dimers physisorbed outside the layers are furthest away

from the layer as compared to the sandwiched ones. This is not surprising because both

layers are attempting to reach their equilibrium separation through a typical π-involved

weak interaction but are hindered by the presence of the dimer between layers, whereas

outside, the dimer is free to adjust its position away from the outer layer.

The relaxed configurations c7-c9 show that all the carbon atoms are hydrogenated,

and the graphene layers are buckled (moved up and down out of the planes). It is con-
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cluded that the stability observed in these configurations is ascribed to the H induced

puckering mechanism on both layers. Mainly, this buckling occurs during the wavefunc-

tion overlap between the carbon and H atoms, resulting in all the carbon atoms having

sp3 rehybridization. All functionals predicted that configurations c7-c9 are relatively

wide band gap semiconductors, whereas other configurations exhibit either semimetal-

lic or metallic character, revealing the unsaturation of the structures. The band gap

values for configurations c7-c9 were found to be very comparable to c8 identified in 50%

coverage since for these materials, all atoms have strong covalent tetrahedral bonding

(sp3 hybridizations).

The cell size was increased to 2×1, which contains four atoms per plane (layer),

to examine the properties of other low-energy configurations that are not possible in a

1×1 cell. The configurations identified are referred to as c11-c16 and show physically

interesting H arrangements such as chair-like (c11), zigzag-like (c12) and boat-like (c13)

conformers. Although the 1×1 unit-cell is able to present a clear picture for interaction

of H and graphene, our results reveal that it limits the occurrence of other interesting

physics. We noted that configuration c11 is the only configuration that can exist in both

2×1 and 1×1 cells. By analyzing the formation energy per atom, we deduce that c11

is the most energetically stable configuration in the 2×1 cell, and is almost nearly the

same as that for c7-c9. Interestingly, configuration c11 shows uniform buckling (perfect

tetrahedral bonding), unlike in c12-c16 where greatly distorted tetrahedral bonding is

realized. We concluded that the different arrangements of H atoms in these configu-

rations are responsible for great variation in bond distances and angles. We therefore

suggest that configuration c11 represents a viable template that can be used for H stor-

age. When comparing the elastic properties of pristine and hydrogenated structures,

results revealed that the effect of hydrogenation is to reduce the elastic values of the

pristine structures. In the case of the moduli results, vdW-DF gave the smallest values,

whereas the vdW-DF-C09x predicted the largest values.
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In general, it was concluded that no single exchange-correlation functional is able to

describe the energetics, local structure and electronic properties of all the configurations

consistently. The energetics, structural and electronic properties greatly depend on the

H configuration. Some H configurations on bilayer graphene present viable templates

for H storage and microelectronics applications.

7.4 Comparative investigations of lithium adatoms on AA

and AB stackings of bilayer graphene : a van der

Waals density functional study

We further performed a systematic investigation of the effects of lithium (Li) on AA

and AB stacking sequences of bilayer graphene, using these newly developed variants

of the non-local van der Waals density functionals. Two Li atoms were considered

to examine the effects of the Li-Li interaction on bilayer graphene. A total of 12

unique configurations for AB and 9 for AA stackings were identified. The results have

shown that the energetics and structural properties depend on the Li configuration.

For instance, all exchange-correlation functionals predicted that the Li intercalation

configuration has negative formation energy, whereas the Li adsorbed at the external

faces of the bilayer graphene exhibited a positive value from both AB and AA stackings.

The vdW-DF consistently predicts the highest formation energies, and vdW-DF2 C09x

the lowest. The unexpected observed largest formation energy in vdW-DF is mainly

because the revPBE exchange is too repulsive to describe these Li induced ionic systems.

Our results have demonstrated that for lithiated bilayer graphene, GGA PBE gives

comparable results to the other functionals, unlike in the case of the pristine structure.

One of the Li intercalated configurations undergoes a spontaneous translation from

the AB to AA stacking, and is found to be the most energetically stable configuration

compared to the other configurations. We therefore conclude that Li favours the AA

135

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



stacking. In the case of Li intercalated configurations, it was found that GGA PBE

yields nearly the same interlayer distances as vdW-DF, unlike in the pristine structures.

The agreement of these two functionals was explicitly discussed. We noted that the

Dirac point of these Li configurations shifted from the Fermi level into the valence states.

This mainly occurs when the localized electron from the Li atom becomes delocalized on

the graphene bonding network, resulting in the partial filling of π∗ unoccupied orbitals;

hence the structure becomes metallic.

To quantify the interaction between the ionized Li atom and the cloud of π elec-

trons in the graphene bonding network, the charge transfer (q) and workfunction (Φ)

were calculated. In the case of single Li adsorption, it was noted that about 0.92 e of

charge flows from the Li atom to bilayer graphene, which suggests strong ionic bonding

between the Li atom and the substrate. In the case of the two covalently bonded Li

adatoms configuration, only a fraction of about 0.3 e charge transfer was measured.

This suggests that the majority of the electronic charge distribution is located in the

Li-Li covalent bond that is formed. We therefore conclude that the intercalated Li

dimer weakly interacts with the graphene layers compared to the intercalated isolated

Li atom. Even if the construction of these van der Waals corrected exchange corre-

lation functionals is based on the energetics (stability) and structural properties, our

calculated workfunction for pristine bilayer graphene obtained using vdW-DF2 C09x

agrees very well with the experimental data compared to GGA-PBE. The results reveal

that the effect of Li is to reduce the workfunction of the pristine structures.

In general, all the exchange-correlation functionals are comparable in the lithiated

structures, unlike in the description of the pristine ones. It was also found that all the

various lithium configuration structures are always metallic. The clustered Li atoms

weakly interact with the graphene substrate. Unlike in hydrogenated bilayer graphene,

the effects of intercalated Li strongly couple the structure. We conclude that Li prefers

to be intercalated within the AA stacking, and represents a feasible template for ex-
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perimentally synthesizing and characterizing a Li-based anode material.

Possible future work will involve the following: we will investigate the response of

these newly developed variants of the non-local van der Waals density functionals on

topologically defected bilayer graphene material systems. We lack information about

the interlayer spacings and binding energies of these defected systems. The random

phase approximation will also be employed in these systems and compared with these

newly non-local developed functionals. Lastly we will study the effects of substitutional

doping on the various properties of bilayer graphene.
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