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Practicing engineers need an integrated building, HVAC and control simulation tool for optimum 
HVAC design and retrofit. Various tools are available to the researchers, but these are not ap
propriate for the consulting engineer. To provide the engineer with a tool which can be used for 
typical HVAC projects, new models for building, HVAC and control simulation are introduced and 
integrated in a user-friendly, quick-to-use tool. 

The new thermal model for buildings is based on a transfer matrix description of the heat transfer 
through the building shell. It makes provision for the various heat flow paths that make up the 
overall heat flow through the building structure. 

The model has been extensively verified with one hundred and three case studies. These case 
studies were conducted on a variety of buildings, ranging from a 4m2 bathroom, to a 7755 m2 

factory building. Eight of the case studies were conducted independently in the Negev Desert in 
Israel. 

The thermal model is also used in a program that was custom-made for the AGREMENT Board 
(certification board for the thermal performance of new low-cost housing projects). Extensions to 
the standard tool were introduced to predict the potential for condensation on the various surfaces. 
Standard user patterns were incorporated in the program so that all the buildings are evaluated on 
the same basis. 

In the second part of this study the implementation of integrated simulation is discussed. A solu
tion algorithm, based on the Tarjan depth first-search algorithm, was implemented. This ensures 
that the minimum number of variables are identified. A quasi-Newton solution algorithm is used 
to solve the resultant simultaneous equations. 

Various extensions to the HVAC and control models and simulation originally suggested by Rous
seau [1] were implemented. Firstly, the steady-state models were extended by using a simplified 
time-constant approach to emulate the dynamic response of the equipment. Secondly, a C02 model 
for the building zone was implemented. Thirdly, the partload performance of particular equipment 
was implemented. 

Further extensions to the simulation tool were implemented so that energy management strategies 
could be simulated. A detailed discussion of the implications of the energy management systems 
was given and the benefits of using these strategies were clearly illustrated, in this study. 

Finally, the simulation tool was verified by three case studies. The buildings used for the verifica
tion ranged from a five-storeyed office and laboratory building, to a domestic dwelling. The energy 
consumption and the dynamics of the HVAC systems could be predicted sufficiently accurately to 
warrant the use of the tool for future building retrofit studies. 
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Praktiseerende ingenieurs bet 'n behoefte aan 'n gelntegreerde gebou, lugversorgingstelsel en be
beer simulasie gereedskap vir ontwerp en opgradering fases. Verskeie sagteware pakkette wat op 
die navorsers gemik is bestaan, maar is nie geskik vir die praktiserende ingenieur nie. Om gereed
skap wat vir tipiese lugversorgingsprojekte gebruik kan word vir die konsultant beskikbaar te 
stel word die nuwe gebou, lugversorgingstelsel en beheer modellering in 'n gebruikersvriendelike 
pakket gelntegreer. 

Die nuwe termiese model vir geboue is gebaseer op 'n oordragmatriksbeskrywing van die warmte
oordrag deur die gebou. Die model maak voorsiening vir die belangrikste warmte-oordragspaaie 
deur die geboustruktuur. 

Die geboumodel is geverifieer deur een-honderd-en-drie gevallestudies. 'n Groot verskeidenheid 
geboue is in die gevalle studies gebruik. Agt van die studies is onatbanklik in die Negev-woestyn 
in Israel gedoen. Die vloerareas van die geboue bet gewissel van 'n 4m2 badkamer tot 'n 7755 m2 

fabriek. 

Die termiese model word ook gebruik in 'n program wat spesifiek vir die AGRENIENT Raad 
(die raad wat die termiese gedrag van nuwe lae koste geboue evalueer) ontwikkel is. Uitbreidings 
om kondensasie op die verskillende oppervlaktes te voorspel, is gelmplementeer in die standaard 
termiese gedrag gereedskap. Standaard gebruikerspatrone word in die program aangeneem sodat 
aile geboue op dieselfde gronde geevalueer word. 

Gelntegreerde simulasie word in die tweede deel van die studie bespreek. 'n Oplossingsalgo
ritme wat gebaseer is op die Tarjan-diepte eerste soektog-algoritme is gelmplementeer. Hierdie 
algoritme verseker dat die minimum aantal veranderlikes ge·identifiseer word. 'n Kwasi-Newton 
oplossingsalgoritme word dan gebruik om die gesamentlike vergelykings op te los. 

Verskeie uitbreidings aan die lugversorgings en beheer modelle en simulasie wat deur Rousseau [ 1] 
voorgestel is, is ge"implementeer. Eerstens is die gestadigde komponent modelle uitgebrei deur 'n 
eenvoudige tyd-konstante benadering om die dinamiese gedrag van die komponente te emuleer. 
Tweedens is 'n C02-model vir die gebousone gelmplementeer. Derdens is die deellasgedrag van 
spesifieke komponente ge'implementeer. 

Verdere uitbreidings is ge"implementeer om energiebestuurstrategiee te simuleer. 'n Gedetailleerde 
bespreking van die implikasies van energiebestuurstrategiee is gedoen en die voordele daarvan is 
uitgewys. 

Laastens is die simulasiegereedskap geverifieer met behulp van drie gevallestudies. Die geboue 
wat gebruik is, bet gestrek van 'n vyfverdieping kantoor- en laboratoriumgebou tot 'n woonhuis. 
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Die energieverbruik en dinamika van die lugversorgingstelsel kon met voldoende akkuraatheid 
gesimuleer word om die gebruik van die gereedskap vir toekomstige energiestudies te regverdig. 
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Chapter 1 

INTRODUCTION 

The background to this study is given in this chapter. After the importance of integrated simulation 

is established, an investigation into the state-of-the-art is made. Two major fields are investigated, 

namely building thermal modelling, and HVAC system component modelling and its integrated 

simulation. 

The need, major contributions and outline of this study are also presented in this chapter. 
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CHAPTER 1. INTRODUCTION 2 

1.1 PROBLEMS ENCOUNTERED BY THE HVAC CONSULTING 

ENGINEER 

1.1.1 Introduction 

At the early design stage of a building, the engineer is asked to advise the architect on enhancing 

the building envelope to reduce the HVAC system size and the energy consumption. This must 

be accomplished without compromising the indoor thermal environment. The engineer is also 

expected to provide a budget price for the best HVAC system option. 

He must further compare life cycle costs for different HVAC options. Both the minimum system 

size and life cycle cost can only be achieved successfully if a fully integrated simulation of the 

building, its HVAC system, and its controls can be performed by the engineer. 

The consulting engineer is also frequently asked to give advice to the building owner on how 

energy savings can be achieved in existing buildings. Similar problems to the ones encountered 

during design are also found here. Additional complications are however present. The building 

owner would only be interested in retrofits that have short payback periods. Again this can only be 

achieved successfully if a fully integrated simulation of the building its HVAC system and controls 

can be done. 

All of the above must usually be accomplished in very limited time. The engineer can thus not 

use the tools available to researchers, who have ample time in hand. This means that at present, 

minimum system size simulation, life cycle costing, and very efficient retrofits are not done satis

factorily in practice. 

With an integrated building, HVAC and control simulation tool developed with the consulting 

engineer's specifications in mind, the consulting engineer will be able to provide a better service 

by solving the abovementioned problems. 

1.1.2 A practical problem with a new HVAC design 

A practical example best illustrates the need for the proposed integrated tool. An HVAC project, 

in which the author was involved, is briefly mentioned here. The work began by meeting the 

architect. The architect enquired about the best HVAC options for the specific building. 

The development consists of seven buildings on one site. Two of the buildings are three-storeyed 

while the rest are double-storeyed. The total floor area is 18 833 m2. A parking basement is 

provided under the buildings. 
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CHAPTER 1. INTRODUCTION 3 

The options that had to be considered were console and split air-conditioning units, versus a chilled 

water central plant with fan coil units in the ceiling voids of the building zones. Answers were 

expected within five working days. 

For the author to provide a good service and the necessary information for the architect and the 

developer he needed to perform a full design and life-cycle costing analyses for the various options. 

This presupposed that a reasonable estimate of the energy consumption, maximum demands and 

indoor thermal comfort for each month could be made. 

To realise the maximum benefit of a central system, the consultant must suggest the best control 

strategy. (It is not possible to use specific control strategies with console units.) For this an 

integrated simulation tool is needed. 

To the knowledge of the author, no consultants do a full and accurate life-cycle costing analysis 

including detail control and comfort simulations at this early design stage - or at any stage of the 

design! This is an unfortunate state of affairs since good control strategies can reduce the system 

size and energy consumption by up to 50% without compromising indoor comfort. 

With comprehensive and quality information, good decisions can be made. Especially at this early 

design stage decisions significantly influence the initial and operating cost of the HVAC system. It 

is also the easiest to alter the course of the project at this stage. During the more advanced stages 

of the design any alterations will have many more cost implications. 

The need for an integrated simulation tool was clearly felt when the different options had to be 

compared for this project. 

1.1.3 A practical problem with an HVAC retrofit 

An integrated simulation tool is not only needed for new designs, but also for HVAC retrofits. 

The author was involved with a retrofit project where the client wanted to save energy without 

compromising the indoor comfort. 

The building is a multi-storeyed combined laboratory and office building situated approximately 

35 km west of Pretoria. The building was built in the seventies and fitted with a constant volume 

reheat HVAC system. Originally the system was designed as a constant volume system with the 

supply air temperature fixed for a given zone, irrespective of the load occurring inside the building 

or of the outside conditions. 

Usually, the most cost-effective solution to such a problem is improved control. However, to find 

the best control strategy is a difficult problem. The best way to solve this is by integrated building, 

HVAC system, and its control simulations. With the proposed tool it would be possible to simulate 

all possible options and choose the best one that would still ensure indoor comfort. 
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CHAPTER 1. INTRODUCTION 4 

1.1.4 Closure 

Existing research tools were found to be too difficult to use in the time limits set by the client for 

both the design and retrofit options. To achieve what is needed in practice a user-friendly, quick 

to use tool must be developed for the practicing engineer to generate this information. Such a 

tool was therefore developed in chapters 2, 3, 5 and 6. The solutions results for the two examples 

mentioned in sections 1.1.2 and 1.1.3 can be seen in sections 7.4 and 7.5. 

1.2 EXISTING TECHNIQUES 

1.2.1 The need for an integrated tool 

The need for a simulation tool that can be used to give quick and fairly accurate answers at the 

initial design stage, and for retrofit studies are established in the previous sections. It is now time 

to give the specifications of the consulting engineer for such a tool. These can then be used to 

evaluate existing tools. The specifications are the following: 

1. The tool should be easy to use. 

2. The tool should be robust, and the user should be able to use the tool without detailed 

knowledge of the simulation procedure. 

3. Taking the limited time that the consulting engineer has to provide the answers into account, 

the simulation time should not be excessively long. 

4. The tool should be flexible enough to simulate all commonly used systems without undue 

simplifications. 

5. The answers should be sufficiently accurate to warrant the tool's use for sizing, energy and 

indoor comfort simulations. 

In order to either choose or develop a tool, a literature survey to establish the state-of-the-art will 

be pursued next. It is not the intention to re-invent the wheel. Firstly the building model must be 

considered because it is the basis of an integrated simulation tool. 

1.2.2 Building thermal models 

There are a number of building thermal models already available. They are discussed in detail by 

Richards [1]. He recommends lumped parameter models of which the QUICK program [2] is a 

good example. 
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CHAPTER 1. INTRODUCTION 5 

The philosophy used in the QUICK program [2] fits in with what the author is trying to achieve 

here. For this reason, the building model and philosophy used in QUICK are used as a basis for 

this study. Unfortunately the model was originally intended as a passive simulation tool, and has 

some shortcomings. The most important is that internal loads are not accurately dealt with by the 

building model. The solution to this problem will be discussed in more detail in chapter 2. 

After the building model is established, the HVAC system, its controls and its integration must be 

considered. Here we are not so fortunate to have a method or computer package that fits in with 

our philosophy. A more detailed investigation is therefore warranted. 

1.2.3 Simulation techniques 

In this section we will consider integrated simulations. Most simulation and energy analysis tools 

were found not to be fully integrated. 

In the editorial of HVAC&R of October 1995 entitled HVAC and the Building: Siamese Twins (An 

Integrated Design Approach) [3], H. Hens makes the point that 'we are left with a need to find an 

optimal marriage between building and HVAC design'. Both the title and the statement emphasize 

the need to consider the building and the HVAC system in an integrated way. 

There are a myriad of energy analysis tools available. Some of these are (adapted from [4]): 

DOE-2 [5] developed by the Lawrence Berkeley Laboratory, E-CUBE [6] originally developed 

by the American Gas Association, AX CESS [7] developed by Edison Electric Institute, COM

TECH [8] developed by the Electric Power Research Institute, HAP E-20 [9] developed by Car

rier, BLAST [10] developed by the U.S. Army Construction Engineering Research Laboratory, 

TAS [11] originally developed by Amazon Energy in the UK and now supported by Environ

mental Design Solutions Limited, and TRACE [12] developed by the Trane Company. Of these, 

DOE-2 is probably the most popular and comprehensive, while TAS is the most user-friendly. 

System simulation programs include (again adapted from [4]) APACHE [13], CABERETS [14], 

HVACSIM+ [15, 16], HVAC-DYNAMIC [17, 18] and TRNSYS [19]. 

The primary function of an energy analysis program is to calculate system energy consumption. 

Various HVAC systems can be compared to reveal the system with the lowest energy consumption. 

System simulation programs endeavour to predict the dynamic response of the HVAC system and 

the building, i.e. indoor air conditions, system operation points and energy usage. In general, these 

tools are more flexible with fewer restrictions placed on the applicability. 

Simulation techniques cannot be discussed totally divorced from the building and HVAC system 

models. Calculations are usually performed sequentially (see Athienitis [20]). Firstly, a load 

calculation is performed using a building model, and specifying the indoor temperature. 
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CHAPTER 1. INTRODUCTION 6 

Secondly, the system calculations are performed, determining the thermodynamic response of 

the various components in the air-handling units. Thirdly, the plant equipment responsible for 

energy conversion, such as boilers and chillers, is calculated. For these simulations, various control 

sequences can be specified. 

Some of the techniques implemented in the design tools will be discussed in detail, also referring 

to the way in which the building and system simulation is performed. 

In DOE-2 [5], the load calculation is based on the combined response factor method and the weigh

ing factor method. The system model is then applied to the load output of the building model, and 

the plant model is applied to the results of the system model. This decoupling of the various ele

ments could result in errors. The real controller will invariably not keep the indoor temperature 

exactly at the right temperature resulting in the storing effects being incorrectly simulated. 

This problem is addressed in the DOE-2 (see ASHRAE [21]) program by using air weighting 

factors, but even so substantial errors can be introduced if the indoor temperatures vary greatly. 

Varying indoor temperatures can be encountered due to a number of conditions, such as large 

internal loads in a well-insulated building, badly tuned controllers, and large diurnal outdoor tem

perature swings. 

As described by Rousseau [22], the decoupling of the system and plant models also poses prob

lems. It could happen that the system requires a larger capacity than the plant can deliver. In 

DOE-2 an overload is reported, but in real life this would imply that the indoor temperature can

not be maintained seeing that the load cannot be offset. 

For a detailed discussion on the Custom Weighting Factor Method as implemented in DOE-2, 

reference [23] can be consulted. 

A separate load calculation model based on the response factor method is used to determine the 

loads that are used in the building model of HVACSIM+. No load modelling is attempted with 

the system simulation. Thus the problem of varying indoor temperature will also be experienced 

here [22]. 

This is not entirely true. According to Cheol Park [24], the building model is not necessarily 

solved at each time step, since the building response is not as fast as the system's response. The 

building model can however be solved in an integrated fashion. 

In the HVACSIM+ program it is assumed that the plant has infinite capacity. A realistic interaction 

between the plant and the system can thus not be simulated [22]. This method of simulating the 

plant can be used if, for example, the water inlet temperature to the secondary cooling equipment 

is specified as a boundary condition [24]. However, the program can simulate the plant operation 

in detail. 
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The execution time on an AT personal computer to obtain a simulation for a typical HVAC system 

(consisting of a heating coil, pumps, piping, a valve and a controller) for 24-hour operation could 

take up to 10 hours. This information is a little outdated. The only other substantiating remark 

found in the literature was the comment by Hanby [25]: HVACSIM+ and TRNSYS ' ... generally 

have long execution times, often of the order of real time, which inhibits their use in a design 

context.' 

APACHE makes use of a detailed finite difference technique to simulate the building envelope. 

It is well known that these techniques require substantial numerical effort to solve. The building 

model should however be suitable for use as a comparison tool in order to compare simpler solution 

procedures. This is done by Tindale [26]. 

A number of validation studies have been recorded in the available literature. Not all of them 

will be mentioned here but some are of interest. Zmeureanu et al. [27] discussed inter-program 

and analytical validation of a program CBS-MASS. Unfortunately the program does not include 

HVAC system simulation, but the comparisons provide valuable information on the agreement of 

the cooling load calculations and the indoor temperature responses. The program is compared 

to BLAST and TARP [28]. The comparisons show differences of less than 7 per cent between 

the estimations of peak load and of daily total load provided by the CBS-MASS program and the 

predictions of the BLAST and TARP programs. 

In 1988 Winkelmann [29] reviewed six building energy simulation programs, HVACSIM+, GEMS, 

ENET, TARP, BESA, and BEVA. HVACSIM+ uses a hierarchical description and a variable time 

stepping method. A component-based methodology is followed based on the TRNSYS program. 

The simulation procedure is: 

1. A building is divided into components each of which is described by a FORTRAN sub

routine from a component library. 

2. The user assembles an arbitrary system by linking component inputs and outputs, and by 

assigning component performance parameters. 

3. The program solves the resultant set of non-linear algebraic and differential equations to 

determine the system's response at each time step. 

The user is expected to break the system into blocks and superblocks in order to increase compu

tation efficiency. 

GEMS [30] follows a state-space approach used in control theory. In GEMS, the system processes 

are cast into the state-space form by deriving lumped parameter equations at each node from 

Taylor series expansions or conservation equations. Sparse-matrix techniques and user-selected 

integration methods are then used to solve the resultant system of equations. 
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CHAPTER 1. INTRODUCTION 8 

GEMS allows a wide range of simulation detail to be handled, from full thermal coupling between 

zones, to simplified, fast executing models for non-critical components. The state-space approach 

relies heavily on matrix manipulation, so in the 1980's it was ideally suited to computers with 

array processors. 

An approach developed by the IBM Los Angeles Scientific Centre is called ENET. This program 

generates customised, optimised code that reduces the number of variables that have to be solved. 

At the time, the procedure only handled steady-state time-independent systems. 

TARP [31] is an evolutionary development of BLAST. TARP does not have equipment simulation 

capabilities, but does contain detail of interzone heat transfer. Heat balances are calculated at each 

time step between the various surfaces and the room air, which is assumed constant throughout 

the room. Air flow through the rooms is calculated by taking the wind and thermal effects into 

account. 

BESA (building energy system analysis) consists of twelve packages tailored to the needs of build

ing design processes [32]. The packages were planned to be menu driven, and designed to run on a 

personal computer. One component of the packages is a small time step TRNSYS-like component

based simulation capable of modelling energy management control systems. 

The last approach, discussed by Winkelmann, is BEVA macroscopic analysis. This tool uses 

measured data from the building to set up the transfer functions for the building performance. The 

tool can then be used to predict future trends. 

Hensen [33] reported in 1993 that: 'early research focussed on the relation between building 

design and energy consumption. Only later was more attention directed to the plant side of the 

overall problem domain.' He also points out that with the former approach the HVAC system is 

more or less neglected, while in the latter approach the complex building energy flow dynamics 

were over-simplified. He comes to the conclusion that both the building and the HVAC system 

must be simulated in similar detail and completeness. 

A historical description of the development of building energy calculations is provided by J.M. 

Ayres and E. Stamper [34]. In their opinion, the most widely used and continuously supported 

proprietary programs are TRACE, HAP, HCC(loads), and ESP( energy). The first two have been 

discussed previously and the last one was developed by Automated Procedures for Engineering 

Consultants Inc.(APEC). 

The two major public domain software tools are BLAST and DOE-2 (again according to refer

ence [34 ]). These tools evolved from two opposing load calculation methods. BLAST is based 

on an ASHRAE heat balance algorithm, and DOE-2 is based on transfer functions and weighting 

factors. 

As stated earlier, their perspective is a historical one and few technical details of the programs 

and procedures are given. They do however end their discussion with the opinion that most of the 
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CHAPTER 1. INTRODUCTION 9 

future effort will be used to improve the user interface. 

Energy efficiency retrofit studies conducted in Sweden, and reported on in reference [35], are 

based on Carrier's HAP (Hourly Analysis Program). 

Staib et al. [36] reason that the downturn in the economy (in the USA) and stricter environmental 

policy are prompting more building owners to undertake retrofit projects. One of the primary 

steps is to model the existing building, and to compare various suggestions for energy savings 

using energy analysis programs. Unfortunately they do not recommend any programs. 

Athienitis [37] proposes a methodology for integrated building and HVAC system thermal ana

lysis. This method uses LaPlace transfer functions of the building and the HVAC system and 

controls. Integrating the complete system is done by obtaining the transfer function for a system 

as a whole from standard block diagram control theory. The response of the system is obtained by 

an efficient numerical LaPlace transform inversion technique. 

Markov models are investigated for simulation of long-term building and HVAC systems by Hanby 

and Dil [25]. They propose techniques for finding the optimal discretisation of the simulation 

models to reduce the error introduced by the discretisation. 

They claim that this modelling technique can reduce the execution time of the simulations when 

compared to simulations performed on HVACSIM+ and TRNSYS (which they claim 'generally 

have long execution times, often of the order of real time, which inhibits their use in a design 

context.'). They do give accuracy and number of variables (bins) obtained,' but do not compare the 

execution times with the two simulation codes mentioned. 

Many integrated design tools are proposed. The ICAtest [38] system employs a common building 

model (CBM) that can provide building data to a range of design tools. These include a simple 

thermal design simulation tool SUNCODE, DOE-2, weather data files and the DXF exchange 

standard for CAD systems. 

A second integration project is the EU COMBINE project [39, 40]. This project uses the STEP 

standard as the data standard between various building design programs. These include inter alia 

DOE-2, a lightning tool, VENT (a duct sizing program), and ESP (a building simulation program). 

Robin et al. [ 41] report on the SETIS program. This program supports the thermal design of build

ings and the HVAC system. SETIS also has decision-making abilities facilitating the adherence to 

design goals previously fixed by the user. 

They also point out the shortcomings of software systems that are available. Firstly, these systems 

often dissociate the building envelope and the HVAC system. Secondly, the largest part of the 

software is devoted to qualitative studies. These approaches are restrictive in the whole design 

process. They propose a systems approach to solving this problem. 
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An interesting application of a building simulation tool is using it as an emulator for testing energy 

management and control system. The emulator uses building simulation programs to determine 

the response of the system to inputs that are generated by real controller hardware. Feedback from 

the building simulation program occurs via a digital to analogue interface. 

In the specific application reported in reference [42], the simulation software used is HVACSIM+ 

and TRNSYS. This gives us an indication that these are the most comprehensive simulation tools. 

Applications for such an emulator are: 

1. testing and comparison of EMC systems, 

2. designing and testing control strategies, 

3. pre-commissioning EMC systems, and others. 

Simulation tools are not to be used blindly. To substantiate this statement, refer to Haberl et al. [ 43] 

and Norford et al. [44]. Haberl et al. [43] propose an algorithm to calibrate the simulation program 

DOE-2 (DOE-2.1D). 

The hundreds of input variables are adjusted to obtain good agreement between measured and 

simulated results. They distinguish between weather dependent and non-weather dependent data. 

A procedure is proposed for the calibration of non-weather dependent data. 

They report a discrepancy of 26% (under estimation) between the uncalibrated program and meas

ured data for the same six-month period. After the calibration, the discrepancy is reduced to 4%. 

Descrepancies of two-to-one are reported for simulated and as-built buildings [ 44]. Energy us

age by the occupants accounted for 64% of the two-fold discrepancy. Equipment being operated 

for more than the predicted 10 hours per weekday contributed 24% of the underprediction. The 

remaining 12% is attributed to equipment that did not operate to standard. 

These comments are not necessarily intended as criticism of the simulation tool, in this case DOE-

2, but as a warning to users of these tools not to rely blindly on the results obtained. 

From the discussion in this section it could be seen that no tool exists that satisfies all the specific

ations of the engineer as set out in section 1.2.1. 

Component models 

Now that we have discussed HVAC simulation methods it is time to investigate the models for the 

HVAC components. 
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The detailed energy transfer processes in HVAC components are well known. Heat transfer coef

ficients for various situations can be determined from theory and empirical data. To model the 

transfer processes at this level however will result in models that require lots of numerical effort 

to solve. Instead, fairly accurate correlation equations can be used to estimate the response of the 

major HVAC components. These simplifications can reduce the numerical effort to solve the vari

ous models. It would thus require less numerical effort to predict the interaction among various 

components. 

Component models for various components were presented by Rousseau [22]. Rousseau classifies 

models according to the following categories: 

1. Purely empirical models. 

2. Semi-empirical models. 

3. Semi-theoretical models. 

4. Fundamental principle models. 

The models presented are steady-state models that use correlation coefficients. Correlation coeffi

cients are obtained from regression of the model equation on performance data from the supplier's 

data sheets, or if these are lacking, from experimental results. 

A toolkit has been developed by Brandemuehl and Gabel [45], sponsored by the ASHRAE tech

nical committee TC 4. 7. The toolkit reported on provides simplified and complex models of the 

various HVAC components. The routines are written in ANSI FORTRAN 77 and standard variable 

names are given. Unfortunately the authors do not mention if the models are dynamic or steady 

state in nature. 

Having considered the models and the integrated simulation, we next consider the control state

of-the-art. 

1.2.4 New controller initiatives in building and HVAC systems 

In the simulation tool presented in this study, the basic controls that are in common use in practice 

are modelled. In this section, some of the latest developments in the HVAC control field will be 

mentioned and will be considered as suggestions for further work. 

There have been a proliferation of papers and articles applying new controller technologies to 

HVAC systems. These include neural nets and fuzzy logic control. 

Neural net technology uses the concept of neurons that are connected in a network topology. The 

neurons have a number of internal parameters called weights. These weights can be "trained" to 

produce a relation between the input and output. 
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Curtiss et al. [46] present a proof of concept experiment for local and global control of HVAC 

systems. Their conclusions are that considerable savings are possible when ANN methods are 

used to adapt the plant setpoints to match the current loads. 

Mistry and Nair [47] propose the use of neural nets for the calculation of non-linear HVAC com

putations. The authors claim that the neural networks are computationally faster than standard 

methods to calculate typical psychrometric functions and PMV calculations. 

Sebald and Schlenzig [ 48] discuss the application of neural net controllers for highly uncertain 

plants. HVAC applications are given as an example where the techniques can be implemented 

fruitfully. 

Neural control of a non-linear HVAC plant is presented by Hepworth and Dexter [49]. The authors 

compare standard PI (proportional plus integral) control performance with that achieved by neural 

control. The response is characterised by the maximum absolute error. For their example, the error 

is 0.6 °C for a well-tuned PI controller, while the neural controller produces errors of 0.32 °C. 

Fuzzy logic controllers use a set of if-then rules to model the system under consideration. Fuzzy 

set theory was first introduced by Zadeh [50] in 1965, and is an extension of classical set theory. 

Applying the fuzzy control theory and decision support to HVAC system control is the subject of 

two papers [51, 52]. The conclusions by Kajl et al. [51] are that building loads can be predicted sat

isfactorily. They compared their modelling to results obtained with DOE-2. Such predictions may 

be useful for the purposes of HVAC diagnostics, identification, control and energy management 

optimisation. 

Arima et al. [52] do not compare results to standard HVAC control methods. They do however 

show that the techniques could be applied successfully to HVAC control applications. 

After discussing the building model, HVAC component models, controls and the integration of 

these models, the need for this study, based on the literature survey, will be summarised. 

1.2.5 A summary: needs identified from the literature 

The need for this project can probably best be paraphrased in the words of LeBrun [53]. He 

discusses the simulation of building, HVAC systems and its control and notes that 'The dream 

o( many engineers is to find simulation software allowing them to go, without any discontinuity, 

through all steps of a technical production: early design, selection and sizing of components, 

system optimization, control design and testing, system balancing and commissioning, control 

tuning, system management, audit and monitoring, retrofits, etc ... ' 

Further according to LeBrun: 'The main challenges from now ( 1994) are: 
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CHAPTER 1. INTRODUCTION 13 

1. to propose models easy to understand, easy to use and improve whenever necessary; 

2. to produce reference data allowing the user an easy parameter identification; 

3. to introduce the simulation in earliest design stages and develop the simulation models in 

such a way that they can be used all along the "life" of the system.' 

The aim of this project is to address all the issues as stated by LeBrun [53], by developing a tool 

with the consultant's and LeBrun's specifications in mind. 

1.3 THE NEED, OBJECTIVES AND CONTRIBUTIONS OF THIS 

STUDY 

1.3.1 introduction 

It was shown, through practical examples and trough a literature review, that fully integrated sim

ulation is a helpful tool for retrofit studies to obtain energy saving suggestions, and to perform 

problem finding in existing HVAC systems. These techniques could also be of great benefit to the 

engineer at the design stage, for equipment size and energy consumption reduction. 

Although the author has shown that there are a myriad of partially integrated building, HVAC 

system and control simulation tools available to the researcher, it has been our experience that 

none of these tools are used on a day-to-day basis by practicing engineers. 

There is a need for a fully integrated user-friendly building energy simulation tool developed to 

the specification of the consulting engineer. The tool should be easy to master and at the same 

time, give representative answers to the questions that are usually answered with simulation tools. 

In order to contribute to the field of user-friendly simulation tools that are also fully integrated, the 

following objectives are set for this study. 

1.3.2 First objective: a building model 

Firstly, building models are usually extremely complex and require long computer execution times 

to solve. Secondly, these building models are not flexible enough to allow direct integration with 

the rest of the plant and system models. 

The first objective of this study is thus to establish a building thermal model that would be simple 

enough to incorporate into an integrated simulation tool. This building thermal model will also 

have to be sufficiently accurate and substantially verified. 
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CHAPTER 1. INTRODUCTION 14 

1.3.3 Second objective: integrated simulation 

The overall objective of this study is to accomplish integrated simulation. The simulation should 

be efficient so that several design and retrofit options can be investigated in one day. The results 

should be verified sufficiently. 

Component modelling 

Various component models have already been established. Inadequacies in some of these models 

have been identified and the models will be enhanced. 

Control modelling 

Control modelling is also improved to simulate reality more closely. 

1.3.4 Contributions of this study 

The major contributions of this study are: 

1. A new building thermal model. 

2. Extending component models to incorporate dynamics and part -load performance. 

3. Implementation of energy management systems. 

4. A user-friendly simulation tool. 

1.4 OUTLINE OF THIS STUDY 

The new thermal model for predicting heat transfer in building zones is presented in chapter 2. 

This provides a basis for the integrated thermal modelling of the building and HVAC system. The 

model makes provision for the main aspects that need to be treated in building passive simulation 

as well as a convenient interface between the building and an HVAC system. 

In chapter 4 an application of the passive model is presented. This application is currently being 

used to certify all the official low-cost houses that are built in South Africa as part of the Recon

struction and Development Programme (RDP). The program used the proposed thermal model in 

chapter 2 to predict the indoor air temperature. Prediction of condensation is done by solving the 

heat flow through each surface in order to obtain the surface temperature. 
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A detailed discussion on the implementation of integrated design is given in chapter 5. Aspects 

covered are the solution approach and optimisation, the extensions to existing models and the 

introduction of new models. 

Modern Direct Digital Control (DDC) systems provide the control engineer with many Energy 

Management Systems (EMS). It would be extremely useful if a simulation tool could predict the 

potential savings of such systems. The implementation of EMS is discussed in chapter 6. 

An application of integrated simulation and how it can be used to predict energy savings in build

ings is presented in chapter 7. This illustrates the usefulness of integrated simulation to HVAC 

scientists. 

Finally in chapter 8, recommendations for future work are presented. 
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Part I 

Passive Building Modelling 
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Chapter 2 

NEW THERMAL MODEL FOR 

BUILDING ZONES 

An accurate and efficient thermal model of the heat transfer processes in a building is essential 

for the accurate prediction of the thermal performance of buildings. The model presented in this 

chapter is a compromise between simplicity and accuracy. Although comprehensive finite differ

ence techniques are available to determine the thermal performance of buildings, these are often 

computationally time consuming. A simple yet accurate model is needed if integrated building and 

HVAC system simulation is to be achieved. 

Eventually the model presented here will be incorporated into an integrated simulation. The model 

would however also be applicable to passive simulations. 

21 
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NOMENCLATURE 

a Jrokpcp 

Area Area, m2 

A,B,C,D, 

E ,F, G ,H Elements in the transfer matrix 

acs 

Cp 

c 
h 

k 

q 

Q 

R 

T 

Vol 

z 
~X 

£ 

p 

Air changes per second 

Thermal capacity of building material, J/kgK 

Thermal capacity, J/kgK 

Convection heat transfer coefficient, W/m2K 

Imaginary unit operator 

Thermal conductivity of the slab, W/mK 

Heat flow, W 

Heat source, W 

Thermal resistance across the surface, K1W 

Absolute temperature, K 

Volume, m3 

Impedance, KIW 

Thickness of slab, m 

Error 

Density, kg/m3 

ropcp(Lix) 2 

2k 

Excitation angular frequency, rad/s 

Subsripts 

a air 

c convective 

e envelope 

hm high mass 

inside 

im inside mass 

lm low mass 

0 outside 

r radiative 

s surface 

ss steady state 

t total 

v ventilation 

z zone 
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CHAPTER 2. NEW THERMAL MODEL FOR BUILDING ZONES 23 

2.1 INTRODUCTION 

The aim of this chapter is to develop a new thermal building model. Previous work done by 

Richards [1], which resulted in a first-order building model. was used as a point of departure. The 

aim of his study was to accurately predict the behaviour of passive buildings. 

A thorough investigation into the applicability of a first-order model to building zones showed that 

first-order models do not adequately represent the thermal response of thermally thick elements. 

It was found that the first-order model, as proposed by Richards [1], gives very good results for 

passive buildings where no heat sources are present inside the building zone. 

Results for buildings with air-conditioning equipment installed are however not accurate enough. 

In validation calculations, differences of up to 80 % were found in peak load predictions, and up to 

50 % difference in average loads predicted by the first-order model and numerical methods. This 

prompted further investigation. 

The philosophy used here is similar to that used by Richards. Here the building transfer properties 

(expressed as transfer matrices) are obtained numerically. Elements in the transfer matrix of the 

model are compared to corresponding elements in the building transfer matrix, and the sum of the 

square of the differences of the corresponding elements is minimised. 

2.2 BUILDING TRANSFER PROPERTIES 

A theoretically rigorous procedure will be followed here to find the heat flow in a building zone. 

First the heat flow through a single wall will be discussed. The heat flow through various walls can 

then be added to find the heat flow in a zone as a whole. At this stage, the radiative and convective 

heat generated in the zone will not be included. The theory is established here to facilitate the 

finding of parameters for use in the electrical analogy to be introduced later. 

2.2.1 Wall transfer matrices 

The heat flux through a single homogeneous element is well established and can be written as a 

transfer matrix, given by 

[ 
Tos ] = [ A B ] . [ Its ] . 
qos C D q,s 

(2.1) 
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Walls consisting of different layers can be represented by multiplying the individual layers to 

obtain 

(2.2) 

For a homogeneous slab of any thickness, the elements are given by: 

A = cosh 'T cos 'T + i sinh 'T sin 'T (2.3) 

B = (cosh 'T sin 'T +sinh "Ccos 1) I (a Vi)+ i( cosh 'Tsin 'T- sinh "Ccos 1) I (a Vi) (2.4) 

C = (-cosh 'T sin 'T + sinh 'T cos 'T )a I V2 + i (cosh 't sin 't + sinh 't cos 't )a I J2 (2.5) 

D = cosh 'T cos 'T + i sinh 'T sin 'T (2.6) 

where 

'T= (2.7) 

and 

a= Jrokpcp. (2.8) 

Further 

ro is the excitation frequency, Hz 

p is the density of the slab, kg/m3 

Cp is the thermal capacity of the slab, J/kgK 

k is the thermal conductivity of the slab, J/mK, and 

Llx is the thickness of the slab, m. 

The transfer matrix for the film resistance is 

[ 
~Js ] = [ 1 h)rea ] . [ ~s ] 
qos 0 1 qts 

(2.9) 

Here hi is the convective heat transfer coefficient for the inside of the slab, J/m2K. 

Obtaining the overall transfer properties for a single non-homogeneous wall consisting of several 

homogeneous layers is then a matter of complex matrix multiplication. 
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2.2.2 Zone transfer matrices 

Equations 2.1 - 2.6 then describe the thermal response for a wall of any construction. Various 

walls then have to be combined to obtain the overall transfer properties for a zone. The transfer 

presented in equation 2.1 can be rewritten as 

[ 
qos ] = [ D I B -1 I B ] . [ ~Js ] 
qis 1IB -AlB Iis [ E F ] . [ ~~s l· 

G H Iis 
(2.10) 

The total heat flow into the zone can then be added 

For the complete zone the various walls can be combined by 

(2.12) 

with similar expressions for F, G and H. 

After the zone matrix has been obtained, equation 2.10 has to be rewritten in the form of equa

tion 2.1. The elements are given by: 

B= 1IG 

D=EB 

A=-HB 

AD-1 
C=--

B 

(2.13) 

(2.14) 

(2.15) 

(2.16) 

Equation 2.16 results from the fact that the determinants of the transfer matrices are unity with no 

complex component, i.e. 1 + iO. 
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2.2.3 Equivalent forcing temperature 

Equating the right-hand side of equation 2.10 and equation 2.11 results in an equivalent temperat

ure forcing function. 

[ 
4~2 ] [ E F ] -l { [ E 1 F1 ] . [ 4~s 1 ] + ... + [ En Fn ] [ 4~sn ] } . 
Tzz G H G1 H1 'Fts1 Gn Hn Ttsn 

(2.17) 

This equation, in conjunction with equation 2.1 0, would result in the complete solution for a 

building zone. The matrix representation is in the frequency domain, and to get the complete 

solution, transforming this solution into the time domain would be necessary. This is a simple 

procedure, but it will not be pursued here. 

2.3 AN ELECTRICAL ANALOGY 

The question can rightfully be asked: if we have an analytical solution for the heat flow into 

a building zone, why is an electrical analogy necessary? There is really only one reason. In the 

analytical solution provided in the previous section, it is assumed that the spectra of all the relevant 

parameters are known beforehand. 

This is not generally true, e.g. when an air-conditioning unit is used in the unit that is controlled, 

implying that the operation is dependent on the solution to the equations given in the previous 

section. Thus, for a simulation model that endeavours to simulate the building zone with the 

air-conditioning plant and its controls, another approach is required. 

The transfer matrix for a building zone consists of four complex elements for a given frequency. 

The real and imaginary parts are counted as separate quantities, resulting in eight elements for 

which the values have to be determined. There is however a relation between the elements, i.e. the 

determinant of the matrix, AD- BC, is equal to 1 + iO, thus reducing the number of independent 

values to six. 

Theoretically, six independent parameters would be adequate to exactly predict the thermal re

sponse for a building zone for a given frequency excitation (see Davies [2]). Keeping with the 

philosophy that the thermal model has to be physically interpretable, negative values of the thermal 

capacities and resistances cannot be allowed. This restricts the values of the model and thus the six 

parameters cannot generally adequately describe the transfer matrix. Further physical restrictions 

on the values of Ci and Ri are: 

1. the steady state thermal resistance used in the model must be equal to the total thermal 

resistance of the building; and 
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2. the total capacity used in the model must be equal to the thermal capacity of the building. 

This reduces the number of independent parameters by two. (The second restriction will be 

relaxed later.) 

Any model to represent the actual transfer matrix at a given frequency would thus need six inde

pendent parameters. An asymmetric T-section (first-order model) would have only one indepen

dent parameter, i.e. the ratio of the resistance placed on the outside of the mass. A second-order 

model would have five parameters, three of which are independent and can be chosen within the 

constraints of total resistance and total capacitance. A third-order model would have five inde

pendent parameters, seven in all. Higher order models could thus be used, but the calculation 

procedure would then become progressively more complex. 

The frequency of the excitation also has to be considered. Richards [1], Davies [2], Tindale [3] 

and other workers in the field have all used 24 hours as the dominant period. That approach was 

thought to be sound but, adequate accuracy was not obtained. Taking only 24 hours as a dominant 

period is justifiable for passive buildings, but for active buildings the assumption is not generally 

valid. 

2.3.1 Third-order model 

RJ 
Tl 

R2 T2 R3 T3 R4 T T. 0 
fii@®l%1 I 

qo I qi 

cl c2 c3 

I 
-

Figure 2.1: Three-capacitor representation of a building element. 

The third-order model is treated first since the lower order models are just special cases of this 

more general model. Equation 2.1 is equally applicable to the model of three masses and four 

resistances. The elements for the matrix can be obtained for a 3-T configuration (shown in fig

ure 2.1 ), by multiplying the matrices for three single T sections. They are: 

(2.18) 

(2.19) 
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Re{ B3rd} = (R1 + R2 + R3 + R4) 

-co2[C1C2R1R2(R3 +R4) +C1C3R1(R2 +R3)R4 +C2C3(R1 +R2)R3R4] 

lm{B3rd} = co[C1R1 (R2 + R3 + R4) + C2(R1 + R2) (R3 + R4) + C3(R1 + R2 + R3)R4] 

-co3C1 C2C3R1R2R3R4 

2.3.2 Second-order model 

28 

(2.20) 

(2.21) 

(2.22) 

(2.23) 

(2.24) 

(2.25) 

The second-order model's transfer matrix elements can be obtained from the equations above by 

setting C3 and R4 equal to zero. For the second-order model the elements are: 

(2.26) 

(2.27) 

(2.28) 

(2.29) 
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(2.30) 

(2.31) 

(2.32) 

(2.33) 

2.3.3 First-order model 

For the first-order model a further simplification can be made. Setting C2 and R3 equal to zero 

would reduce the model to the solution as proposed by Richards [ 1]. For the sake of completeness 

the elements are given here: 

(2.34) 

(2.35) 

Ctst = iroC1 (2.36) 

(2.37) 

The res ponce of the transfer matrix description and that of the electrical analogy can be compared, 

and the differences can be minimised. 
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2.3.4 Forcing functions 

The procedure outlined above results in a single thermal network representing the building. The 

various surfaces of the building experience different outdoor conditions. A representative forcing 

function thus has to be obtained if more than one wall is being modelled. A procedure similar to 

that suggested by Mathews [ 4] will be adopted. The outdoor temperatures for the various walls 

will be weighed by the steady state thermal resistance. 

2.4 VALIDATION OF THE WALL MODEL 

The model validation studies were first performed for single walls. The walls were taken from the 

ASHRAE handbook [5]. Outdoor design conditions for Pretoria were used in these studies. In 

all cases zones with the same walls throughout were used. The results from the model simulations 

were compared to full numerical simulations. For the numerical simulations the diffusion equation 

was solved using a Crank-Nicolson algorithm. Three different cases are described. 

2.4.1 Passive studies 

For the first case the building was simulated as a passive building, i.e. the inside temperature was 

permitted to float as heat was transferred to and from it. For these studies, passive parameters 

were used to compare the data. A mean temperature, the average of the 24-hour values, was used, 

as a first parameter. The temperature swings, the difference between the minimum and maximum 

temperature during any 24-hour period, were used as a second parameter. A phase shift was also 

used. This is the average of the difference in time between the model and numerical maxima and 

minima. 

For this passive case the means are not compared because they will always be correct. In fact, the 

deviations that were present were probably from numeric errors rather than inaccurate models. In 

figure 2.2 and figure 2.3 the swings predicted by the third- and first-order predictions are compared 

to those obtained by the numerical procedure. The next figure (figure 2.4) shows the average and 

one standard deviation of the phase errors. 

2.4.2 Constant inside air temperature 

For the second set of studies, the inside temperature was kept constant at 22 °C. For this study the 

energy usages over a 24-hour period for the models were compared to that predicted numerically. 

The results are shown in figure 2.5 and figure 2.6. The correlation between the third-order model 
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Temperature swings 
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Figure 2.2: Comparison between third-order model and numerically deter
mined inside temperature swing predictions. 
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Figure 2.3: Comparison between first-order model and numerically deter
mined inside temperature swing predictions. 
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Phase error 
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Figure 2.4: Comparison between the third-order and first -order model phase 
errors. The average and one standard deviation are shown. 
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and the numerical values is very good (0.9999). The correlation for the first-order model is almost 

as good (0.9994). The difference is really academic. 

Next, the swing in the load is compared. Figure 2. 7 shows the comparison for the third-order 

model, while in figure 2.8 the first-order model is compared. Here one can clearly see that the 

third-order model is superior to the first-order one. The correlation coefficient for the third-order 

model is 0.993 compared to the 0.945 for the first-order model. Figure 2.9 shows the mean phase 

error and one standard deviation for the two models. 

2.4.3 Intermittent plant operation 

The reason for investigating a new model is that the first-order model does not perform well when 

sudden changes occur in the inside air. This behaviour is investigated in this paragraph. Predicted 

energy usage is compared in the first two figures (figure 2.10 and figure 2.11). The energy usage 

as predicted by the first order model is, on average, 21.3 % lower than the numerically predicted 

values. In contrast to this, the maximum error predicted by the third order model is 14.7 % (see 

appendix A). 

Maximum predicted loads are compared next (figure 2.12 for the third-order model, and figure 2.13 

for the first-order model). Here we can see that the first-order model fails dismally (correlation 

coefficient of 0.477). The results obtained by the third order model are considerably better. The 

maximum error here is still 53.1 % (see appendix A), but the correlation between the third-order 

model and the numeric values is 0. 904. This gives us confidence in the loads predicted for inter

mittent plant operation. 
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Figure 2.5: Comparison between the energy usage as predicted by the third
order model and the numeric procedure. 
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Figure 2. 7: Comparison between the load swings as predicted by the third
order model and the numeric procedure. 
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Phase error 
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Figure 2.9: Comparison between the phase errors for the third-order model 
and the first-order model. The average and one standard deviation are shown. 
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Figure 2.10: Comparison between the energy usage for intermittent plant op
eration as predicted by the third-order model and the numeric procedure. 
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Figure 2.11: Comparison between the energy usage for intermittent plant op
eration as predicted by the first-order model and the numeric procedure. 
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Figure 2.12: Comparison between the maximum load for intermittent plant 
operation as predicted by the third-order model and the numeric procedure. 
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Figure 2.13: Comparison between the maximum load for intermittent plant 
operation as predicted by the first-order model and the numeric procedure. 
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Real-life buildings have more than one type of wall, and each wall is usually exposed to various 

outdoor conditions. A complete validation study of 70 test cases will be discussed in detail after 

the complete zone electrical analogy is given. 

2.5 COMPLETE ZONE MODEL 

The following procedure is recommended. 

• The air node is treated as a separate node, its capacitance is simply Ci = Volcp. 

• The ventilation, infiltration and environmental control are treated separately, i.e. the resist

ance is given as l/air changes per second (acs). 

• Any internal masses are combined and treated as one capacitor. 

• Provision is made for two structural heat flow paths: 

1. Glass, fenestration in general, and other low mass structures (low mass path, single 

node); 

2. A heavy mass path (triple node). 

• The heat gains through the floor are treated separately, or incorporated into the internal mass. 

• Convective heat gains act directly on the air node. 
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• Radiative heat gains are weighed according to surface area and act directly on the surface. 

This would result in six capacitances or temperatures that must be solved simultaneously at each 

time step. Although this is a considerable complication (from a single-order model such as 

Richards'), the increase in accuracy should justify the effort. 

R T<~m R<lm2 
dml 

Tslln R 
~1m 

Figure 2.14: Electrical analogy for a zonemodel. 

The governing equations for the given circuit can be solved by adding the currents at each node. 

The resultant equations are: 

C dTehml 
ehml dt 

T.whm- Tehml + Tehm2 - Tehml 

Rehml Rehm2 
(2.38) 

C dTehm2 
ehm2 dt 

Tehml - Tehm2 + Tehm3 - Tehm2 

Rehm2 Rehm3 
(2.39) 

C d1'ehm3 
ehm3 dt 

Tehm2 - Tehm3 + T...,hm - Tehm3 

Rehm3 Rehm4 
(2.40) 

C dTetm _ T.wtm - Tetm + Iistm - Tetm 
elm dt - R R elm1 elm2 

(2.41) 

d Iim T..,im - Iim 
Ctm--=----

dt Rtm 
(2.42) 

dij Tshm - 7i Tstm - 7i T..,im - 7i To - 7i Q 
Ct- = + + + + c· 

dt Rahm Ralm Raim Rv 
(2.43) 

This concludes the nodes that involve a capacitor. Expressions for the surface temperatures still 

need to be derived. They are: 
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Q 
_ T'ihm - Tehm3 + T'shm - 1j 

rhm-
Rehm4 Rahm 

(2.44) 

Q 
Tslm - Teim T'itm - 7i 

rim= +---
Relm2 Ratm 

(2.45) 

Q 
T'iim -Iim T'sim -Ij T'iim- ~J 

rim= + + · 
R;m Raim Rss 

(2.46) 

From equations 2.44 through 2.46 the surface temperatures can be substituted into equations 2.40 

through 2.43. This would eliminate three equations. However, these temperatures have to be 

calculated later anyway, and eliminating them results in very messy equations for the remaining 

temperatures. 

The differential equations resulting from the nodes containing a capacitor can be discretisised 

using a forward-in-time differencing scheme. This results in nine equations that have to be solved 

simultaneously. At first this might sound like a formidable task, but fortunately the resultant 

matrix is sparse with an almost tri-diagonal structure. Most of the coefficients remain constant 

thus allowing that the matrix be inverted only once, and the data stored. At each time step only the 

backward substitution needs to be done. This can be done very efficiently. 

2.6 CLOSURE 

Using a theoretically rigorous approach an expression for the thermal performance of a building 

zone was obtained. An electrical analogy was used to approximate the analytical response. This 

was done by matching the frequency domain response of the electrical analogy to that of the 

analytical solution. From the model for a single wall, an extension was made to a number of walls. 

The resultant thermal model makes provision for all the structural heat flow paths, i.e. a high mass 

flow path, a low mass flow path, internal mass, floors in ground contact, and convective heat flow 

by ventilation. Internal loads are also accounted for in the form of convective and radiative heat 

gains. Convective heat gains act on the air node directly, while radiative heat gains act on the 

surfaces. 

The model is solved using a forward-in-time differencing scheme. The resultant simultaneous 

equations can be solved very efficiently. All that remains is to comprehensively verify the model. 

This is done in the next chapter. 
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Chapter 3 

EXPERIMENTAL VERIFICATION 

OF THE BUILDING MODEL 

In order to establish confidence in a simulation model, the model needs to be verified extensively. 

In this chapter, one hundred and three verification studies from fifty six different building zones are 

presented. 

The comparisons are drawn to empirical data which, if successful, give us confidence that the 

underlying assumptions are in fact valid. 

41 
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NOMENCLATURE 

ach Air changes per hour 

C Ventilation constant 

T Absolute temperature, K 

V Velocity, rn/s 

Subscripts 

inside 

o outside 

3.1 INTRODUCTION 

42 

The success of a building thermal model lies in successful verification studies. Analytical or 

numerical verification goes a long way to ensure that a building model is error free. Comparisons 

between models could prove helpful to verify a new model, but at this stage no absolute model is 

available to which one can compare. Comparisons to actual measured data are however, invaluable 

to provide confidence in the predictions made by a model. 

The advantages and disadvantages of these approaches are given by Bowman et al. [1] and 

Irving [2]. Bowman also gives a comprehensive list of errors that can be introduced when valid

ating a building model. In this chapter, a comparison is made between measured and predicted 

values for a wide range of buildings. 

3.2 VENTILATION RATES 

Direct convective heat exchange between the outdoor environment and the building interior can be 

divided into two categories, i.e. ventilation and infiltration. Ventilation occurs deliberately when 

windows and doors are opened to ensure an inflow of outside air. Infiltration is an unintentional 

effect due to openings under doors and between window frames. 

The model used for the infiltration rates as given by Richards [3] will be used here in this valida

tion study. The model is an empirical one also used by the thermal analysis program HVACSIM+ 

[4]. 

ach = C(0.215 + 0.042V + 0.013ITo -'Iii) (3.1) 

The constant C depends on the tightness of the building (the degree to which the building is sealed), 

and is given as follows 
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tight building 

standard building 

leaky building 

C=0.5 

C= 1.0 

C= 1.5 

very leaky building C = 2.0. 
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Ventilation rates can be more cumbersome to determine. Ventilation is usually achieved by either 

natural flow of air or, for a larger building, mechanical ventilation. These ventilation rates would 

depend inter alia on thermal effects, i.e. the temperature difference between inside and outside, 

the nature of ventilation openings, and the wind velocity and direction. 

Unfortunately, the data required to calculate the ventilation rates were not available for the seventy 

case studies described by Richards. The results for the ventilation rates obtained by Richards [3] 

for the case studies were used in the cases where windows and other ventilation openings were 

open. Richards obtained his ventilation rates by the procedure described in ASHRAE Hand

book [5]. 

For the remainder of the studies (study71 to studyl03), the ventilation model presented by P.G. 

Rousseau [6] was used. The infiltration rates were determined using equation 3.1. Where mech

anical ventilation was used, the ventilation rates were determined by direct measurements. The 

procedures are described by Weggelaar [7]. 

3.3 DESCRIPTION OF THE 56 BUILDING ZONES 

Validation studies were performed in 56 different building zones in various types of buildings. 

To extend the study some of these zones were modified by adding insulation, changing exterior 

colours, opening and closing windows, generating heat, and so forth. This section only describes 

the basic 56 building zones, while the following section describes the modifications made to arrive 

at a total of 103 case studies. 

Most of the data pertaining to the building zones and validation studies are provided on a magnetic 

disk included at the back of this study. The data is given in project files which can be read with 

the provided program. The files are organised into various directories that will be explained in the 

text where applicable. To follow the discussions given in this chapter, the data on the disk is not 

necessary since relevant data is sufficiently described in the text. The data is given on the magnetic 

disk to facilitate future use by other developers of design tools. 

The thermal properties of the building materials used in the analyses are given in the material and 

climatic database in Directory A of the included magnetic disk. These properties were obtained 

from tables available in the literature [5, 8], and were thus not measured. Although measuring 

these properties could have eliminated some uncertainties in the validation, the same information 

usually available to designers is again used. 
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Directory B on the disk contains a self-extracting file with 103 projects files. To facilitate future 

use, a brief description of each building zone and its environment is also given here. The names 

used for buildings correspond to the description of the project in Directory B of the magnetic disk. 

Experim I (studyl, study5, study9, study13, studyl7, study21, study25), Experim 2 (study2, 

study6, studylO, studyl4, studyl8, study22), Experim 3 (study3, study7, studyll, studyl5, study-

19), Experim 4 (study4, study8, studyl2, studyl6, study20, study23, study 24): These single-zone 

experimental huts are all situated in close proximity and it can be assumed that they are sub

jected to approximately the same outdoor environment. The buildings are surrounded by a few 

other low-rise buildings on a fairly open test terrain of the National Building Research Institute in 

Pretoria. 

The construction of the huts is nearly identical except for the roofs. The first two huts have 

identical corrugated iron roofs, the third hut has a tiled roof, and the fourth hut has a high-mass 

concrete slab as a roof. Various studies were conducted in the buildings by modifying the con

struction, exterior colour and window operation. The buildings were not furnished. 

Bedroom 1 (study26 to study31): This furnished room forms part of a townhouse in a residential 

area in Verwoerdburg. Adjacent rooms are a study and a dining-room. The door leading into the 

rest of the building was left open while measurements were taken but the room was not occupied. 

Bedroom 2 (study32): This furnished room forms part of a house in a residential area in Wingate 

Park, Pretoria. Adjacent rooms are a living area and another bedroom. The exposed facade is 

shaded by a big tree. The door was closed and the room was unoccupied during the validation 

study. 

Bedroom 3 (study33): This furnished room is situated on the first floor of a house in a residential 

area in Moreleta Park, Pretoria. Adjacent rooms are two bathrooms. The door was closed and the 

room was unoccupied during the validation study. 

Bathroom (study34): This room forms part of a house in a residential area in Faerie Glen, Pretoria. 

Adjacent rooms are a bedroom and living area. The door was closed and the room was unoccupied 

during the validation study. The exposed southern wall is covered by plants. Large mirrors are 

attached to some indoor surfaces. 

Dormit I (study35 to study37) and Dormit 2 (study38 to study40): These precast concrete units 

form part of an arrangement consisting of twenty units. The buildings are situated in the Negev 

Desert in Israel. Indoor partition walls divide the units into four smaller zones. Indoor temperature 

measurements are however representative of the whole unit. The large windows are fitted with 

external openable PVC louvres acting as a shading device. During monitoring the units were 

unoccupied. 

Prefab (study41 to study43): This low-mass prefabricated unit is situated in an open area in the 

Negev Desert in Israel. The building consists of two similar zones, separated by a dividing wall 
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without a door. Only one of the zones was monitored. During monitoring the units were unoccu

pied. The building is placed on steel beams approximately 20 em above the ground. Windows are 

fitted with external shading devices consisting of openable PVC louvres. 

Garage (study44 and study45): This empty garage is attached to a townhouse similar to the de

scription given for Bedroom 1. No ceiling is provided and the southern wall mainly consists of a 

steel door. 

Shop (study46 to study48): The vacant shop is located in a single-storeyed shopping mall in the 

low-rise city centre of Verwoerdburg. Exposed glazing is well protected by building eaves. The 

interior walls are shared by an adjoining restaurant and a loading zone. 

Schooll (study49 and study 50): The monitored classroom is on the third floor of a school situated 

in a residential area in Menlo Park, Pretoria. Adjacent rooms are another classroom and a store

room. Measurements were taken during the holidays and the rooms were therefore not occupied. 

The room is furnished with school desks and chairs. 

School 2 (study51): The walls of this single-storeyed classroom are made from prefabricated 

asbestos cement panels. An adjacent classroom was occupied during validation but the room under 

consideration was used to store various pieces of furniture. The school is situated in a residential 

area in The Willows, Pretoria. 

Store I (study52): The storeroom is attached to another storeroom and a classroom at the same 

school described as School 2. Clothing was stored on shelves against the walls and on parts of the 

floor. 

Store 2 (study53): This single-zone corrugated iron store is situated on an open area in the indus

trial area of the rural town of Volksrust. The store was vacant and closed during the validation 

study, and ventilation was achieved by means of ventilation openings in the roof. 

Studio (study54): The southern and western external walls of this studio consist of very large 

glazing areas allowing solar penetration. Walls are fairly high and a ventilation opening is located 

in the roof. Interior partition walls form a smaller zone inside the main building. The studio is used 

as a showroom for furniture and is situated in a residential area in Brooklyn, Pretoria. Validation 

was done on a Sunday when the building was closed. 

Church (study55): The church was designed with the aim to achieve sound human comfort and 

hence incorporates various techniques enhancing natural ventilation. The main zone of the church 

can be considered as a single zone with fairly high walls. It is situated in a residential area in 

Arcadia, Pretoria, and is surrounded by various high trees. Monitoring was done on a Sunday and 

consequently includes church services in the morning and in the evening. 

Factory (study56): The building is situated on an exposed terrain in Groenkloof, Pretoria, with 

no surrounding buildings. It is naturally ventilated by means of roll doors at ground level and 
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roof-mounted ventilators. The factory was used for the assembly of mechanical components with 

no significant heat generation during monitoring. At least half of the roll doors were kept open 

during the day. The south wall is a partition between the zone under consideration and another 

factory. 

Office 1 (study57 and study58): This office is on the second floor of a naturally ventilated office 

block on the grounds of the Council for Scientific and Industrial Research in Pretoria. The building 

is situated on an open terrain but is sheltered by other buildings. High-mass beams are located in 

the roof. The office was vacant during monitoring. 

Office 2 (study59), Office 3 (study60 and study61) and Office 4 (study62): These three adjacent 

offices are on the first floor of the air-conditioned G H Marais building in the city centre of Pretoria. 

Office 2 faces east, Office 3 is on the comer of the building facing north-east, and Office 4 faces 

north. The floors of Office 2 and Office 4 are exposed to an open parking area, while Office 3 is 

above the air-conditioning plant room. The offices were furnished but vacant, and closed during 

monitoring. The air-conditioning was also inoperative for validation purposes. 

Office 5 (study63): This office is in the naturally ventilated Central Governments Offices building 

in the city centre of Pretoria. The office was occupied during the day. 

Office 6 (study64): This office is on the 22nd and top floor of the Liberty Life building in the city 

centre of Pretoria. The office was occupied during the day but air-conditioning equipment was 

inoperative. 

Office 7 (study65): This office is on the 16th floor of the Poyntons building in the city centre 

of Pretoria. The office was furnished but vacant and closed during monitoring. Air-conditioning 

equipment was inoperative. 

Office 8 (study66): This office is on the fourth floor of the UNISA building near the city centre 

of Pretoria. The office was furnished but vacant and closed during monitoring. Air-conditioning 

equipment was in operation. 

Office 9 (study67) and Office 10 (study68): These offices are on the 9th floor of the air-conditioned 

Engineering Tower Block on the campus of the University of Pretoria. The offices were furnished 

but vacant and closed during monitoring. Air-conditioning equipment was inoperative. 

Office ll (study69) and Office 12 (study70): These offices are on the second floor of the J G Strij

dom building on the campus of the University of Pretoria. Office ll was empty and Office 12 was 

furnished but vacant and closed during monitoring. Air-conditioning equipment was inoperative. 

Lightweight (study71 and study73) and Heavyweight (study72 and study 74): These are two build

ings at the Desert Architecture Unit of the Jacob Blaustein Institute for Desert Architecture at 

the Ben Gurion University in Israel. The lightweight building is a prefabricated building. The 
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heavyweight building is a demonstration building of heavy construction. For this study the model 

presented by Rousseau [6] was used to determine the ventilation rates. 

The next 23 studies were conducted at animal laboratories on the Onderstepoort campus of the 

University of Pretoria. Three separate facilities on the campus were included in the case studies 

namely, the conventional laboratory-animal facility, the infectious-diseases facility and the meta

bolic facility. 

Room 1-79 (study79), Room 1-80 (study80), Room 1-82 (study81), Room 1-83 (study82), Room 

1-90 (study76), Room 1-91 (study75), Room 1-93 (study78), Room 1-94 (study77): These rooms 

housed cats, dogs and rodents and were supplied with two constant volume direct expansion units. 

The supply air flow rate and temperature were measured and entered as the ventilation data for 

these rooms. 

Room 1-122 and 1-123, Room 1-125 to 1-127, Room 1-141 to 1-143 and Room 1-145 (study83 to 

study91): These are the infectious-diseases laboratories. The laboratories were all supplied with 

air from an evaporative cooler. The temperature after the evaporative cooler and the flow rate to 

each room was again measured and used in the program as input. 

Room 1-7 (study93 and study95), Room 1-9 (study92 and study94): The metabolic facilities were 

supplied with fresh air, and conditioning of the air was done by ceiling-mounted cassette units. 

Each room was also equipped with a heater bank. 

Sasol-e (study96), Sasol-f (study97), Sasol-n (study98 and study99), Sasol-s (study100 and 

study101), Sasol-w (study102 and study103): The zones make up an administrative building. 

These specific zones were only serviced with mechanical ventilation. 

Clearly a wide range of building types and construction techniques are covered. A validation study 

of these buildings should thus help to achieve a high level of confidence in the applicability of the 

design tool in practice. The following section describes the 103 validation studies carried out in 

these buildings. 

3.4 DESCRIPTION OF 103 VALIDATION STUDIES 

A summary of the 103 validation studies is provided in Appendix B. The building zone names, 

location and date of each experimental study, and additional information are listed. The building 

zone names correspond to the descriptions given in the previous section. 

Although most of the building zones formed part of multi-zoned buildings, only thirty-eight stud

ies are listed as multi-zone experiments. The indoor air temperatures in these thirty-eight zones 

differed considerably from the air temperatures in adjacent zones. In all other cases, the assump

tion of similar temperatures in the zone under consideration and adjacent zones was acceptable. 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 3. EXPERIMENTAL VERIFICATION OF THE BUILDING MODEL 48 

Seventy-nine of the 103 studies were performed in single-storeyed buildings, and thus incorporate 

the ground contact model described earlier. 

Forty-four studies were monitored with open windows. The ventilation rates in these studies are 

determined by the procedure given in ASHRAE [5], except for studies 71 to 74 where the model 

presented by Rousseau [ 6] was used. The infiltration rates in the other studies are determined 

by means of equation 3.1. Six studies are listed as YN, indicating that the windows were open 

and closed during monitoring. The window operation of these six studies is discussed later in 

this section. The heat generation column lists forty-seven studies which included interior heat 

generation by means of small domestic heaters. 

Solar penetration occurred in most of the 103 studies and is thus not listed here under heat gener

ation. 

Climatic data for each of the 103 validation studies are provided in the data base in Directory A. 

The 103 file names in the directory are STUDY I to STUDY103. Climatic data and air change rates 

are given for all the studies but internal loads and occupancy are only given where applicable. The 

climatic data includes hourly outdoor air temperatures, as well as global and diffuse solar radiation 

measured on a horizontal surface. The longitude and latitude of the location are also given. It is 

important to note that studies 35 to 43 and 71 to 74 were performed in the Northern Hemisphere, 

and the rest in the Southern Hemisphere. 

It was explained earlier that 103 studies were performed in 56 buildings by modifying the con

struction and operation in some buildings. The following discussion describes the modifications to 

obtain the 103 studies. Studies not described here were handled exactly as described in Directory 

B on the magnetic disk, and in Appendix B. 

Twenty-five validation studies were performed on the experimental huts. Studies 1 to 4 were 

carried out in the huts without any change to the construction. In studies 5 to 8 the floors of the 

four huts were insulated with 25 mm thick expanded polystyrene. Studies 9 to 12 were again 

carried out in the buildings without any change to the construction, but the windows were open as 

opposed to the closed windows in studies 1 to 8. 

In studies 13 to 16 the windows were again open but the floors were insulated with 25 mm thick 

expanded polystyrene. The floors were not insulated in studies 17 to 20, but the ceiling was 

insulated with 25 mm thick expanded polystyrene. No floor or ceiling insulation was incorporated 

in studies 21 to 25, only the exterior colours of the buildings were modified. For studies 21 and 23 

the roofs were painted black and the walls painted dark brown. The colour of the huts in studies 

22, 24 and 25 was unchanged from the descriptions in Directory B of the magnetic disk. 

The validation studies carried out in the Negev Desert were a joint project between the University 

of Pretoria and the Desert Architecture Unit of the Jacob Blaustein Institute of Desert Research 

[9]. Primarily the twelve studies differ only in window operation. 
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For studies 35, 38 and 41, the windows were closed for the whole duration of monitoring while 

the windows were open for the whole duration in studies 37, 40, 43, and 71 to 73. For studies 36, 

39, 42 and 74 the windows were opened during the night from 20:00 to 8:00 and closed for the 

rest of the period. 

Study 56 involving the factory also employs open and closed window operation. Although the 

building did not have openable windows, some of the doors were kept open during the day between 

7:00 to 19:00. Ventilation was achieved by means of these open doors and roof-mounted ventilat

ors. 

3.5 EVALUATION OF THE PROPOSED THERMAL MODEL 

When validating the thermal model, considering each study individually is impossible, therefore 

criteria need to be established to facilitate the evaluation of the model. In this section several global 

parameters are defined (following the approach of Richards [3]). This enables us to evaluate all 

the data at once and make comparisons between different models. 

Three global thermal parameters are defined, i.e. the mean indoor temperature, the indoor temper

ature swing, and the phase shift between the measured and predicted indoor air temperatures. The 

mean indoor air temperature is simply the mean of the 24-hourly values. The temperature swing 

is determined by taking the difference between the maximum and minimum indoor temperatures. 

In this study the phase shift is determined by first calculating the difference in time between the 

measured and predicted indoor maxima. 

Secondly, the difference in time between the measured and predicted indoor minima are deter

mined. The phase shift is then the mean of these two values. The phase lags are defined to be 

negative, and phase leads to be positive. Maxima and minima were determined using a spread

sheet for all cases and not by inspection as Richards suggested. Although global parameters can 

be considered representative of the thermal response of the indoor temperature, hourly values will 

also be compared, but in an aggregated form. 

In this study, the model suggested by Mathews and Richards will be used as a reference study for 

the first 70 case studies. Only the final model presented by Richards will be referred to here. The 

data presented by Mathews and Richards were not recalculated, but their simulated values were 

used. 

Figure 3.1 shows a comparison between measured and predicted indoor temperature means for the 

first 70 validation studies using Ridhards' model. In figure 3.2 the same data for the new third

order model is shown. The graphs compare well, with the new model performing better than the 

one by suggested by Richards. The correlation coefficients for the two models are 0.979 and 0.994 

respectively. 
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Figure 3.1: Comparison between the measured and predicted air temperature 
means for the thermal model as proposed by Richards. 
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Figure 3.2: Comparison between the measured and predicted indoor air tem
perature means for the third-order model. 
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Temperature swings 
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Figure 3.3: Comparison between the measured and predicted inside air tem
perature swing for the model of Richards. 
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Figure 3.4: Comparison between the measured and predicted indoor air tem
perature swings for the third-order model. 
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Error distribution 
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Figure 3.5: Comparison between the phase shifts for the model of Richards 
and the third-order model. 
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A similar comparison between the measured and predicted temperature swings is shown in fig

ure 3.3 (for the Richards model) and in figure 3.4 (for the third-order model). Here the correla

tion coefficients are 0.968 and 0.959 respectively. Again there is seemingly very little to choose 

between the two models. 

The phase shift errors are directly compared in figure 3.5. From this it seems that the model of 

Richards compares well (better than the third-order model) to the measured values. 

From the presentation of the data in the previous paragraphs it is difficult to choose between the 

two models. Therefore we are going to look at another statistical method to compare the models. 

The difference between the predicted and measured values of the parameters defined above is 

calculated, and the average and standard deviations are calculated. Table 3.5 shows a comparison 

of these values. 
Means Swings Phase shifts 

Average St.dev. Average St.dev. Average St.dev. 
oc oc oc oc hours hours 

I Richards model 0.074 1.187 0.709 1.328 -0.095 1.056 
[ Third-order model -0.060 0.642 0.311 1.103 0.049 0.924 

Table 3.1: Comparison between the Richards model and the third-order model. 

The same values are presented in visual form in figure 3.6, figure 3.7 and figure 3.8. From these 

figures the third-order model produces better results than the model by Richards. For the means 

and the swings, both the average of the error and the standard deviation are smaller. Although the 

average of the phase error for the model by Richards is smaller than that for the third-order model, 

this is so by design since the model incorporates a phase correction. The standard deviation for 
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the third-order model is however smaller, so the margin of confidence in the third-order model is 

better, as can be deduced from figure 3.8. 

The cumulative frequency distribution of the difference between the hourly measured and pre

dicted indoor air temperatures are shown in figure 3.9. From this figure it is evident that the 

third-order model outperforms the Richards model substantially. Qualitatively, figure 3.9 shows 

that 72.5 % of the third-order model predicted indoor temperatures fall within 1 °C of the meas

ured values, 96.1 %fall within 2 °C and 98.8% fall within 3 °C. This is a substantial improvement 

on the model by Richards. 

Mean errors 

Richards model f, II , I 

Third-order model , I I I 

-3 -2 -1 2 

Figure 3.6: Average and one standard deviation of the error of the mean tem
perature predictions. 

The same parameters will be applied for the next 33 case studies. The comparison with the 

Richards model will however not be pursued. The temperature means as shown in figure 3.10 

show a comparison between measured and predicted indoor temperature means for the next 33 

validation studies. The correlation coefficient for these studies is 0. 94 7. 

A similar comparison between the measured and predicted temperature swings is shown in fig

ure 3.11 (for the third-order model). Here the correlation coefficient is 0.954. 

The difference between the predicted and measured values of the parameters defined above is 

calculated and the average and standard deviations are calculated. Table 3.5 shows these values. 

Means Swings Phase shifts 
Average St.dev. Average St.dev. Average St.dev. 

oc oc oc oc hours hours 
f Third-order model -0.561 1.094 0.664 0.944 -1.047 1.810 

Table 3.2: Average and standard deviations of the errors for the 33 case studies. 
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Figure 3.7: Average and one standard deviation of the errors of the temperat
ure swing predictions. 
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Figure 3.8: Average and one standard deviations for the errors of the temper
ature phase shift predictions. 
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Figure 3.9: Cumulative frequency distribution for the difference between 
hourly measured and predicted indoor air temperatures for the validation stud
ies. 
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Figure 3.10: Comparison between the measured and predicted indoor air tem
perature means for the third-order model. 

55 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 3. EXPERIMENTAL VERIFICATION OF THE BUILDING MODEL 

Temperature swings 

---~---I-- ,--- -1--- 1--- -,---I---

- - - I - - - ~- - - -~ - - - C - - - - - - T - - -

'D 

' D ' 

0 5 10 15 20 25 30 35 40 
Measured temperatures [°C] 

Figure 3.11: Comparison between the measured and predicted indoor air tem
perature swings for the third-order model. 
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Figure 3.12: The phase shifts between the measured and predicted temperat
ure profiles. 
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The cumulative frequency distribution of the difference between the hourly measured and pre

dicted indoor air temperatures for the last 33 case studies is shown in figure 3.13. Qualitatively, 

figure 3.13 shows that 47.1 %of the third order model predicted indoor temperatures fall within 

1 °C of the measured values, 87.2 % fall within 2 °C and 96.8 % fall within 3 °C. 

100 

90 

<l.) 80 
(.) 
s:: 

70 <l.) 
1-< 
1-< 
::l 60 (.) 
(.) 

0 
50 <l.) 

;> 

-~ 40 
3 s 30 
::l 
u 20 

10 

0 
0.5 

Error distribution 

1.5 2 2.5 3 3.5 4 4.5 5.0 
Error [°C] 

U Third-order model 

Figure 3.13: Cumulative frequency distribution for the difference between 
hourly measured and predicted indoor air temperatures for the last 33 validation 
studies. 

3.6 CLOSURE 

As described in the previous section, the verification of the third-order model can be considered 

successful. A wide range of buildings under a wide range of ventilation rates and internal loads 

were considered. Of all the predicted temperatures, none were more than 5 °C from the measured 

data. This gives us confidence that the model is an accurate representation of the actual thermal 

transfer processes that occur in buildings. 
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Chapter 4 

THERMAL MODEL APPLICATION: 

LOW-COST HOUSING DESIGN 

NORMS 

With the coming of the new dispensation in South Africa came the promise from government that 

every South African is entitled to a house to live in. This promise is a means of establishing a 

better livelihood for all South Africans. 

It is thus important to establish norms for such houses in order to secure a healthy and comfortable 

indoor climate. The reasons are numerous: health, comfort and economics are all important. 

There is no sense in providing a cheap house that requires much heating in the winter, or is 

unbearable to live in in summer. 

This is a second field where the expertise of a consulting engineer could be called for. In this 

chapter, norms are established and the criteria that should be considered from a thermal design 

perspective are identified. 
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NOMENCLATURE 

A 

A,B,C,D 

ACH 

Cp 

c 
d 

F 

h 

h 

hfg 

hm 
I 

1 

k 

l 

L 

LCT 

LST 

p 

q 

Q 
R 

R 

SCT 

T 

w 

a 

£ 

p 
(J 

Area, m2 

Elements in the transfer matrix as defined in chapter 2 

Air Changes per Hour 

Thermal capacity, J/kgK 

Cloudiness coefficient 

Declination, 0 

Shape factor 

Hour angle, 0 

Convection heat transfer coefficient, W/m2K 

Latent heat of evaporation (or condensation), J/kg 

Mass transfer coefficient, m/s 

Radiation, W 

Radiosity, W 

Thermal conductivity of the slab, W /mK 

Latitude, 0 

Longitude, 0 

Local Civil Time 

Local Standard Time 

Pressure, Pa 

Heat flow, W 

Heat source, W 

Gas constant for vapour, 461 J/kgK 

Thermal resistance, KIW 

Standard Civil Time 

Absolute temperature, K 

Total rate of condensation (or evaporation), kg/m2 s 

Thickness of slab, m 

Tilt angle of surface, 0 

Solar altitude, 0 

Wall solar azimuth, 0 

Emissivity 

Density, kg/m3 

Stefan-Boltzmann constant 5.669 x 10-8 W/m2 K4 

Relative humidity 

Solar azimuth, 0 

Wall azimuth, 0 

Angle of incidence, 0 
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ro Excitation angular frequency, rad/s 

Subscript 

a air 

inside 

is inside surface 

long wave 

0 outside 

r radiation 

s surface, saturation 

sa solar air 

t total 

v vapour 

4.1 INTRODUCTION 

With the new dispensation in South Africa came the promise of houses for everyone. This implies 

that a large number of houses would have to be erected in the shortest time and at the lowest 

overall cost. A number of important issues need to be addressed. Houses have to be erected, 

energy utilisation has to be optimised, and a better life for everyone has to be realised. 

Providing houses and electricity to everyone are two of the key objectives of the Reconstruction 

and Development Program (RDP). Here in lies an exciting opportunity to contribute to the overall 

energy efficiency of the country, and in particular, to minimise the costs of individual households. 

When designing houses for mass production, it is very tempting to minimise the capital cost of 

the unit without giving any consideration to other criteria such as comfort, health and heating 

cost. These costs will greatly determine the quality of life of the occupants, and should be the 

primary consideration for the developer. It is therefore important to have norms for the evaluation 

of proposed dwellings. 

In this chapter a number of criteria will be established to facilitate the evaluation of building 

designs. From a thermal design perspective, a number of factors need to be considered, for ex

ample the energy consumption required to keep the dwelling comfortable in winter, a means of 

determining whether condensation will occur on surfaces, and the comfort of the occupants in 

warm months. 
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4.2 EXTENSIONS 

All the objectives mentioned above can be met if a tool exists to accurately predict the thermal 

performance and the internal wall temperatures of a building. To this end, a number of extensions 

to the existing tools have been implemented. They are: 

1. A new thermal model of which the extensive verification is given in appendix B. 

2. The correct treatment of radiation in heat load estimations. 

3. The accurate determination of loads through individual surfaces. 

4. Inside wall temperature determination. 

5. Prediction of condensation on specific surfaces. 

6. A new Windows-based user interface was also developed. The interface provides user

friendly input utility and a summarised table of the important results. 

The theoretical base for these extensions will be provided in subsequent sections. In the next 

section, the treatment of slanted surfaces will be treated in some detail. Most of the results are 

well known and will be repeated for the sake of completeness. 

Load determination and inside wall temperatures will be considered together as they are closely re

lated. Condensation will only then be treated, as it can only be predicted if an accurate assessment 

of the inside surface temperatures is available. 

4.3 RADIATION BUILDING HEAT GAINS 

Estimating the effect of solar radiation is an important part of any calculation procedure to de

termine the total space heat gain. Both the external air temperature and the incident solar radiation 

change drastically during the day. Many researchers have treated this topic in the past, Parker and 

McQuiston [I] among others. 

In this reference, a complete discussion of the topic is provided and it will therefore not be repeated 

here. Both authors give a procedure for estimating the direct and diffuse radiation intensity based 

on general meteorological data as presented in ASHRAE [2]. In this work it will be assumed that 

the values for direct and diffuse radiation are available. Values for direct and diffuse radiation can 

usually be obtained from meteorological institutions. 

Radiation from building surfaces are not treated as extensively and commonly in the literature as 

incident radiation. An attempt will be made to quantify the heat loss due to night-time thermal 

radiation from building surfaces. 
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4.3.1 Requirements 

To calculate the solar radiation incident on a given surface a number of parameters are required. 

Information concerning radiation intensities, sun angles, surface orientation, etc., will now be 

discussed in tum. 

Radiation data. Radiation incident on a given surface can be divided into three categories: dir

ect radiation from the sun, diffuse radiation that is scattered by atmospheric gases, and radiation 

reflected from other surrounding surfaces. Reflected radiation is almost impossible to determine 

in the design phase of a building. If there are highly reflective surfaces in the proximity of the 

building, this radiation can not be ignored. For now however, it will be assumed that there are no 

such bright surfaces. 

In this work it is also assumed that the direct and diffuse radiation are known for the location of 

the building. This information is available from the local meteorological offices. Data given by 

these institutions is usually measured on a horizontal surface on the ground, and the values quoted 

are total and direct radiation. The diffuse radiation can then be calculated. 

Solar angle data. To treat the direct radiation correctly we need the position of the sun in the 

sky relative to the position at which the building is located. The orientation of the surface with 

respect to some reference orientation is also required. 

For the sun position we need the longitude, L, and the latitude, I, of the building location on the 

earth's surface, the time of year, and the time of day. From this we can determine the sun hour 

angle, h, the latitude, I, and the declination, d. These angles are shown in figure 4.1. 

Rays from the sun 

Figure 4.1: Latitude, hour angle, and sun's declination. 
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It is convenient to specify the sun's position for a given observer in terms of the solar altitude, ~' 

and the solar azimuth, cp. These angles are relative to a horizontal surface, and <1> is measured from 

south through west to north to east. See figure 4.2. The relation between these quantities will be 

given in the next section. 

Sun 

s 

E 

Figure 4.2: Solar altitude, B. and azimuth angle, <jl. 

Surface orientation. The surface orientation can be completely specified by two angles. These 

are the wall azimuth angle, \jf, and the tilt angle, a. The wall azimuth angle is the angle between 

the projection of the normal to the surface on the horizontal and the south direction. The tilt angle 

is the angle between the normal to the tilted surface and the vertical. See figure 4.3. 

Normal to horizontal surface 

Normal to tilted surface 

Projection of sun's 
rays on horizontal--::,:;----, 

surface 

Normal to vertical surface 

Figure 4.3: Wall azimuth angle, \jf, and angle of tilt, a, for an arbitrary tilted 
surface. 

For any arbitrary oriented surface with no shading, these parameters fully describe the radiation 

incident on such a surface. We now need the relation between these parameters. 
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4.3.2 Analytical relations 

We need to be able to determine the hour angle, h, and the latitude, 1, and the sun's declination 

from the given data, i.e. the location on earth and the time of year and time of day. 

The hour angle can be determined from the longitude, the time of day and the equation of time. 

First, the Local Civil Time, LCT, must be determined. This is given by the difference between 

the Standard Civil Time, SCT, (i.e. the time given by your watch), and the time equivalent of the 

distance from the current location to the standard meridian. 

LCT = SCT +(longitude- standard meridian) x 4°. (4.1) 

Local Standard Time, LST, is obtained from Local Civil Time by adding the Equation of time, 

I.e. 

LST = LCT +Equation of time. (4.2) 

This accounts for the obliquity of the earth's orbit and the fact that the orbit is elliptic. Finally the 

hour angle is: 

h = (LST -12h) X 0.25. (4.3) 

The Equation of time is given in McQuiston [1] for a number of days in each month (Table 6.1, 

p 182). A simple curve can be fitted through the data to give the equation of time for any date. 

The sun's declination is a function of the time of year only. This data is also tabulated for a 

number of days in each month in McQuiston [1] (Table 6.2, p 184). A curve was fitted through 

this data and is given by 

d = 0°21' + 23°15' cos(2nX- 2.9830) -0°231 cos( 4nX + 0.1172) -0° 11' cos( 6nX + 0.4433) 
(4.4) 

where X= (dayofyear)/365.25. This expression is accurate within 4' (i.e. four arc minutes). If 

the last cosine term is ignored then it is accurate to within 15' , and if only the first cosine term is 

used then a value of the declination can be determined within 45'. 
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The latitude is simply the geographic latitude. 

The solar altitude can be determined from analytical geometry to be 

sin~ = cos l cosh cos d + sin l sind. (4.5) 

The solar azimuth can then be found from 

cos<j> = (sin~sinl- sind)/(cos ~cosl). (4.6) 

Here, problems are encountered if~ = 90° (i.e. the sun is not visible) or I is close to ±90° (close to 

the North or South Pole) as the numerator becomes very large. Any design engineer that designs a 

building for those conditions will obviously appreciate that he should use a value close to but not 

equal to ±90°. As for ~ = 90° we can take the limit as ~ approaches ±90°. 

The wall solar azimuth, y, is y == <1> ± 't'· For morning hours, with walls facing east of south and 

afternoon hours for walls facing west of south: 

(4.7) 

For morning hours, with walls facing west of south and afternoon hours for walls facing east of 

south: 

r==l<l>+'t'l· (4.8) 

And obviously if y > 90° then the surface is in the shade! 

The angle of incidence, e , is given by the geometric relation 

cos 8 = cos ~cos ysin a+ sin~ cos a. (4.9) 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 4. APPLICATION: LOW-COST HOUSING DESIGN NORMS 67 

Shape Factor One further consideration is the shape factor for diffuse radiation for tilted sur

faces. The shape factor for a tilted surface is 

4.3.3 Long wave radiation 

F = (1 +sin a). 
2 

(4.10) 

Until now the discussion was only based on the radiation from the sun. It is generally known that 

the radiation from the sun is at a short wavelength when compared to the earthbound radiation (see 

for example Holman [3], Mills [4]). The short-wave radiation incident on a surface is absorbed, 

and an increase in surface temperature results. The surface then emits radiation due to its temper

ature. Long- wave radiation from the sky is also incident on the surface. For horizontal surfaces 

receiving radiation from the sky, the radiation intensity is approximately 63 W /m2 [2, 5]. 

This effect is negligible during the daytime. At night however, when there is a large difference 

between ambient temperature and building surface temperature, this effect can become important. 

Experimental data based on measurements for vertical surfaces were obtained at the NBRI [6]. An 

average value for sky long-wave radiation based on this study is 40 W/m2. Joubert [7] suggested 

using this value as a constant in his thermal model. A theoretically more rigorous approach will 

be taken here. 

Mills [ 4] suggests that the radiosity of the sky can be given in terms of the air temperature near the 

surface of the earth as 

( 4.11) 

Brunt [8] recommended the following approximate correlation for the emissivity of the sky 

( 4.12) 

where PH
2
o is the partial pressure of the water in the air and Pis the total atmospheric pressure. 

For the surface, the radiosity is given by 

(4.13) 

where the subscript s is for surface. 
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In the thermal analysis of buildings we will always have the case (for horizontal surfaces) that the 

surface 'sees' only the entire sky, and that the area of the sky is much larger that the surface of the 

building. In this case the radiation heat transfer is simply 

qrs ( 4 4 ) A = Es<J T,., - T,,ky . 
s 

(4.14) 

The net long-wave radiation heat transfer for a surface is thus a function of the difference between 

the effective temperatures, and the emissivities of the surfaces, as expected. However, the fact that 

the sky 'area' is much larger than the building surface renders the emissivity of the sky redundant. 

To use the radiation transfer equation it is customary to linearize the equation in order to treat the 

radiative and convective heat transfer together. 

(4.15) 

Obviously this heat transfer coefficient is a very strong function of temperature, but if the range 

of temperature differences are small compared to the absolute temperature, one can assume this 

coefficient to be constant. 

In the CIBSE Guide [9], data for long-wave radiation are given as a function of the cloudiness, 

and not as a function of the surface temperatures at all. The values for horizontal surfaces are 

lz = 93 -79C 

and for vertical surfaces 

lz = 21-17C 

where !1 is the long-wave radiation loss, and 

C is the cloudiness (C = 0 implies clear skies). 

The sol-air temperature is defined as: 

Tsa = Tr)(l + (ales - Eft) I ho 

where £ is the long-wave emissivity and 

a is the absorptivity. 

(4.16) 

(4.17) 

(4.18) 
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4.3.4 Closure 

In the previous section a procedure was outlined to calculate the radiation incident on a arbitrary 

tilted surface. If the information for vertical and horizontal surfaces are available, the only addi

tional information needed would be the tilt angle, a, and for horizontal surfaces we also would 

need the orientation. 

The treatment of radiation heat transfer in the night, especially from horizontal surfaces, could be 

done purely according to Stephan-Boltzmann's law. The radiation transfer coefficient is obtained 

from linearisation of the radiation transfer equation. Consensus on the treatment of long-wave 

radiation heat transfer from building surfaces seems to be to use a constant value. It is suggested 

that the relation from ASHRAE is used instead of the Stephan-Boltzmann approach because it is 

extremely easy to implement. 

4.4 SURFACE LOAD DETERMINATION AND CONDENSATION 

4.4.1 Surface temperature and load estimates 

Inside wall temperatures for a given zone are important for two reasons. Radiation off these 

surfaces influences the comfort perception inside the room or zone and these surfaces will be the 

most likely place where condensation will occur. To this end it is important to have an accurate 

estimation of these surface temperatures. 

Mcquiston [1] uses steady state conduction theory as a simplification to calculate the heating load 

in cold climates. It is well known that this approach will give larger loads than when the storage 

effect is taken into consideration. A safety factor is thus built into the calculation procedure, since 

the steady state values constitute an upper limit of the heating load. 

If the steady state resistance was used to determine estimates of inside wall temperatures so that 

the occurrence of condensation can be predicted, conservative estimates will again be obtained. 

The result would thus be that condensation is predicted but would not actually occur. 

For thermally low-mass elements this approximation is a valid one, and would result in temper

atures that are very close to reality. For such a thermally low-mass element (such as windows, 

doors, and low-mass structures) the inside wall temperatures are given by: 

( 4.19) 

where Tts is the inside surface temperature, °C 
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lia is the inside air temperature, °C 

Two is the sol-air temperature outside that specific surface, °C 

Rts is the total thermal resistance over the surface KJW 
' 

his is the inside convection heat transfer coefficient, W 1m2 K. 

Rts can be calculated from 

where Ax1 is the thickness of layer j, m 

kJ is the thermal conductivity of layer j, W/mK. 

70 

(4.20) 

Calculating the surface temperature for a thermally low-mass element is thus comparatively easy. 

For a thermally thick element, the procedure is somewhat more involved. To calculate the heat 

transfer rate into the surface in this case, a procedure based on transfer matrices is used. This 

procedure was first proposed by Pipes [10] in 1957. A detailed discussion of the method was more 

recently given by Davies [11]. 

4.4.2 Wall transfer matrices 

The heat flux through a single homogeneous element is well established and can be written as a 

transfer matrix given by equation 2.1 in chapter 2. 

If the heat flow at a surface on which radiation is incident is considered (see also [12]), the follow

ing relations apply: 

(4.21) 

and 

(4.22) 

If equation 4.22 is substituted into equation 4.21 we can rewrite them in matrix form as: 

(4.23) 
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T 
() 

Figure 4.4: Energy balance at the inside surface of a wall. 

Now equation 2.1 can be substituted and simplified to obtain the heat flux into a zone in terms of 

the outside conditions: 

[ ~ ] = [ 
-(RaA+B) 

-A 
(4.24) 

Finally, solving for qi: 

(4.25) 

This representation of the conduction through a building element is in the frequency domain and 

the elements are therefore a function of frequency. To obtain a solution for passive buildings, a 

frequency of 1 in 24 hours is usually assumed. 

For passive buildings this is an assumption that results in an accurate estimate of building thermal 

performance. However, if the building temperature is regulated or other sudden changes occur, 

there are other important frequencies. The actual building performance is then a superposition of 

a number of responses at different frequencies. 

Time domain solutions then can be obtained from adding the solutions of the various frequency 

components. Once the heat flux is known the surface temperature can be determined from 

(4.26) 

For thermally thin structures this expression is equally valid. 

4.4.3 Thermal bridged constructions 

There is an exception to the way in which the temperatures and loads were determined in sec

tion 4.4.1. In the case of walls consisting of hollow bricks a part of the brick will transfer heat as 
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a solid brick while for the rest of the brick the heat will be transferred through brick, air gap and 

brick. 

This phenomenon will be referred to as thermal bridges. The bridge is the part of the brick that 

is solid, thus having the lowest thermal resistance. In this case it could happen that the average 

temperature of the wall is above the dew-point temperature of the air in contact with it. However, 

there are local surface temperatures that are below the dew-point temperature of the air, allowing 

condensation to occur. 

A correct treatment of this problem would be to resort to three- dimensional heat flow solutions. 

This is costly however and a simplified solution is suggested. The problem could be solved using 

an area-weighted method. In most cases treating the heat flow through the thermally bridged 

construction by the area-weighted method would lead to conservative estimates of condensation 

occurring. That is, condensation will be predicted although it would not actually occur. 

It will be assumed that the wall has a solid area and the remainder of the wall area to be composed 

of brick - air space - brick. The results from section 4.4.1 can then be used directly. 

4.4.4 Condensation mechanism 

Condensation will occur if the temperature of the air or part thereof is below the saturation tem

perature corresponding to the vapour pressure in the air. There are basically two ways in which 

condensation can occur. Firstly, the air can become more saturated by increasing the amount of 

water vapour in the air (e.g. through breathing), and secondly by reducing the air temperature or 

part thereof. 

In the latter case, it is obvious that heat will have to be transferred. For this to happen there must be 

a temperature gradient. There must thus be one or more surfaces that are colder than the air inside 

the zone or room of interest. The air closest to these surfaces would be the coldest. Condensation 

is then most likely to occur on these surfaces. 

If the temperature of the air at the cold interface is below the saturation temperature, water droplets 

will form on the cold surface. This will cause the vapour pressure to decrease. Mass diffusion will 

take place to equalise the vapour pressure throughout the air vapour mixture. 

For water vapour in air, the surface mass transfer coefficient is related to the surface convective 

heat transfer coefficient by the Lewis relation: 

(4.27) 
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where hm is the mass transfer coefficient of water vapour at the surface, m/s 

he is the convective heat transfer coefficient, W /m2 K 

Pa is the density of the air, kg/m3 

cp is the specific heat capacity at constant pressure, J/kgK. 

An approximation of the total condensation rate would be: 

hm 
w = RT(Pva- Ps) 

where w is the total rate of condensation (or evaporation) at surface, kg/m2 s 

R is the gas constant for vapour, 461 J/kgK 

T is the temperature of the surface, K 

Pva is the vapour pressure, Pa 

Ps is the saturation pressure at surface temperature, Pa. 

73 

(4.28) 

CIBSE [9] presented an expression for the saturation pressure as a function of the absolute tem

perature, T 

log 10 ps = 33.59- 8.2log10 T + (2.48 x 10-3)T- 3142/T. (4.29) 

Condensation and evaporation are always accompanied by latent heat absorption or rejection. This 

energy transfer has to be taken into consideration when doing the energy balance at the interface 

between the surface and the air. The heat transfer is given by 

q = whfg (4.30) 

where hfg is the latent heat of evaporation (or condensation) of water at the surface temperature. 

Kroger [13] suggested a correlation for the latent heat of evaporation (or condensation) as a func

tion of the absolute temperature between 273.16 and 380 K as 

(4.31) 

The energy that is rejected during the condensation process will need to be transferred away into 

the surface or else the surface temperature will rise. 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 4. APPLICATION: LOW-COST HOUSING DESIGN NORMS 74 

Most calculation procedures have the dry bulb temperature and the relative humidity as part of the 

solution. To obtain the vapour pressure of the water under these circumstances we need a relation 

between the saturation pressure and the relative humidity at a given temperature: 

Pva = <PPs· (4.32) 

Knowing the dry bulb temperature and the relative humidity, it is sufficient to calculate the vapour 

pressure of the water in the water air mixture. Further, using the surface temperature we can predict 

whether condensation will occur or not. All that remains is to calculate the surface temperature 

for the given structure. This procedure is provided in section 4.4.2. 

In this section a procedure for the prediction of condensation is outlined. Empirical relations 

for properties such as saturation pressure and latent heat of evaporation is given for the ease of 

implementing the calculation procedure. It is assumed that the internal air temperature and the 

external sol-air temperature are known. These are not obtained by the calculation procedure given 

in this section. 

4.5 NORMS EVALUATION 

A number of parameters could be used to compare different designs to one another. They are: 

1. Energy consumption for space heating. 

2. The possibility of condensation, and on which surfaces it will occur. 

3. Dry Resultant Temperature for summer comfort comparisons. 

The energy consumption for space heating to keep the environmental temperature inside the dwell

ing at acceptable levels in winter is a direct result from the design tool. The prediction of conden

sation is described above. 

The Dry Resultant Temperature (see CIBSE [9]) can be determined from the already available 

results. It is given by 

Tres = 0.5~ + 0.5Tr 

where Tr is the mean radiant temperature of the surfaces under consideration, and 

~ is the dry-bulb temperature. 

(4.33) 

For each of the buildings under consideration, an assessment of all these parameters will be made 

for each of the major areas in the country, and tabulated according to performance. 
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4.6 AN EXAMPLE OF THE NORMS EVALUATION 

In this section we will consider the application of the thermal design norms to a house that was 

previously considered difficult to analyse. The house under consideration is a dome-shaped house, 

with single brick partition walls. The dome is made of corrugated mild steel. In cold climates the 

dome is insulated with a minimum of 12.5 mm polystyrene and 4 mm hardboard. The doors and 

windows are standard equipment. Two options exist for the floor construction: 75 mm poured 

concrete onto a damp-proofed membrane or 150 mm compacted earth. 

A schematic of the general construction is given in figure 4.5. For the evaluation of this house the 

dome was divided into five panels, all the same size, and at various tilt angles. The areas were 

chosen so that the total area is the same as the area of the dome. This is an approximation, but the 

results should be adequately accurate. 

Using the norm evaluation tool based on the work in this chapter and chapter 2, the following 

results are then obtained. The buildings used for comparisons were chosen by the Board that 

provides certification for the proposed building designs. Five buildings are used for comparisons. 

They differ mainly in floor area except for the shack. The brick buildings are constructed with 

double brick walls and a pitched tile roof with a ceiling. 

The results for this test house are shown in Appendix D. 

4.7 CLOSURE 

In this chapter, the theory for the necessary parameters to predict comfort, condensation and energy 

usage in buildings is reported. A thermal model that predicts the indoor temperatures as well as 

the mean wall temperatures is used to determine the overall thermal performance of buildings. 

This thermal model includes aspects such as ventilation, radiation on tilted surfaces, and internal 

loads. From the resultant indoor temperature profile and the internal radiation loads, an accurate 

assessment of the wall temperatures can be made. This can then be used to determine whether 

condensation occurs. 

The theory is implemented in a user-friendly program that has the user-profile of typical dwellers 

as default values in the program. These default valued are provided in Appendix C. One hundred 

and five verification studies are included in Appendix B to provide the user with the assurance that 

the program can predict building thermal performance with a large degree of certainty. 

The evaluation of a building is not done in an absolute manner, but rather by comparing the per

formance of a given building to standard buildings of which the performance is known. A table of 

the data for all the regions for which the evaluations of standard buildings have been performed is 

included with the program. 
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Chapter 5 

INTEGRATED SIMULATION 

Integrated simulation is a powerful means of determining the performance of a system without 

actually taking measurements at the site. Using the building thermal model, and models for system 

components derived by Rousseau [ 1], the integrated simulation can be accomplished. 

The purpose is to predict beforehand what the influence of control parameters is, and to accurately 

determine the combined performance of the building and HVAC system. This should be done in a 

user-friendly and effective way. 
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NOMENCLATURE 

A Area, m 2 

ai Regression coefficients 

C Fraction of full-load capacity 

C P Thermal heat capacity J/kg K 

CS Control signal 

c Concentration, ppm 

e T SP - T measured 

f Fractions of rated power consumption for full-load conditions 

h Convective heat transfer coefficient, W/m2K 

K Gain constant 

Kd Derivative gain constant 

Ki Integral gain constant 

Kp Proportional gain constant 

L Time lag, s or length, m 

M Metabolic rate, W 

rh Mass flow rate, kg/s 

N Number 

n number of air changes 

Q Volume flow rate, m3 /s 

RQ Respiratory quotient (rate of C02 produced to the rate of 02 consumed) 

s LaPlace complex plane variable 

T Temperature, °C 

T F Transfer function 

t Time, s 

V Velocity, m/s or volume flow rate, m3 /s 

"C Time constant, s 

Subscripts 

a mr 

he heating coil 

s sensor 

SP setpoint 

td time delay 

z building zone 
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5.1 INTRODUCTION 

Integrated simulation is a powerful means of determining the performance of a system without 

actually measuring at the site. Using the building thermal model as introduced in chapter 2, and 

models for system components derived by Rousseau [1], the integrated simulation can be accom

plished. The purpose is to predict beforehand what the influence of control parameters is, and to 

accurately determine the combined performance of the building and HVAC system. 

To accomplish this, the solutions to the model predictions have to be obtained. This is described 

in the following section. In determining the solution one has to ensure that it can be obtained as 

efficiently and effectively as possible. This is discussed in section 5.3. Examples of the system 

dynamics are provided in section 5.4. 

Further, it is extremely important that the simulation tool is easy to use and can simulate most 

of the processes occurring in real life. Further extensions to accomplish this are introduced in 

section 5.5. 

5.2 SIMULATION PROCEDURE 

After the models for all the components have been found, they need to be solved numerically 

and in the correct order. To set up a given configuration, a graphical user interface is used. The 

various components that make up a system can be dragged and dropped into position. Connections 

between these can then be established by graphically inserting the connections. 

This establishes the configuration but the solution order still needs to be determined. To facilitate 

this, graph theory will be used. Tarjan [2] devised a recursive algorithm to transform any graph into 

a spanning tree. This algorithm will be adapted to determine the order in which the components 

that constitute a HVAC system need to be solved. The algorithm proposed by Tarjan can be 

adapted easily to accomplish two objectives, i.e. any ducting or piping system can be transformed 

into a tree, and the minimum unknowns can be identified. 

In this context a graph is a number of nodes connected by a number of edges. In this application 

the edges are directed, i.e. a flow direction is associated with each edge. A tree is a representation 

of the graph showing in which order each node can be visited. 

The procedure is as follows: 

1. Store all components into a list, Component List. Ignore the controllers at first. 

2. All the components in the HVAC system of which the properties are known are stored in a 

separate list, Initial List. Delete them from Component List. 
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3. Apply the Tarjan Depth-First-Search algorithm with each component in the Initial List as 

starting points. During this process all the components that make up a tree are deleted from 

the Cmnponent List and stored in the stack associated with each tree, Tree[}]. 

4. At this stage all the components that remain in the Component List will be part of closed 

loops. Choose any component and apply the DFS algorithm to the graph that it forms part 

of. Repeat until Component List is empty. The first pipe in any given tree can be chosen as 

the unknown pipe in the Unknown List. 

After this algorithm is applied, each Tree will consist of the components in a given duct or pipe 

network. The trees can be trans versed and the network thus solved. Interactions among the various 

trees have however not been taken into account. These interactions will occur at components that 

form part of two or more trees, e.g. a cooling coil will be part of a duct network and of a pipe 

network. 

To solve this problem we will employ the following algorithm: 

1. Insert all pipes and ducts leaving the Initial List into a Known List. 

2. Transverse a Tree, and insert the components we encounter in a Visited List, and the pipe 

leaving it into the Known List, provided that all incoming pipes and ducts are in the Known 

List. Delete each component inserted into the Visited List from the present Tree. 

3. If all incoming pipes or ducts are not in the Known List then select the next Tree. 

4. Repeat the steps until all the trees are empty. 

Eventually each component will be visited and inserted into the Visited List. The components can 

now be solved in the order in which they occur in the Visited List. 

5.2.1 An illustrative example 

To illustrate the procedure introduced above consider the following example. Figure 5.1 shows 

a diagrammatic presentation of a simple HVAC system. Applying the algorithm gives the tree 

structure as shown in figure 5.2. 

After applying the second algorithm the contents of the Visited List are: 

1. Climate 

2. Temperature sensor (air loop) 

3. Air diverge 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 5. INTEGRATED SIMULATION 

Cold water loop ~-. Warm water 
loop 

© @-- source 
Water 

' / 

00 
Air loop ~--·-·· 

e 

~ -· :!:..r-l ~-·-~~--------------------------~ ~ 

Legend 

I J I Climate lql Diverge 
[W] Heating/ 

Cooling 
coil 

I~ I Converge 1-Q] Pump ~ 
Building 
zone 

Water Water 
Sour<:t: 

source 

[ZQ] Water 
chiller 

CiCl ~ Controller 

Temperature 
sensor 

Figure 5.1: Diagram of an HVAC system. 

4. Liquid chiller 

5. Temperature sensor (cold water loop) 

6. Cold water pump 

7. Cooling coil 

8. Temperature sensor (air loop) 

9. Water source 

10. Warm water pump 

11. Heating coil 

12. Building zone 

13. Temperature sensor 

14. Air converge 

15. Climate. 
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Air loop Warm water 
loop 

:unknown 

Cold water 
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Figure 5.2: Resulting tree structures after applying the algorithm introduced 
in the text. See figure 5.1 for symbol definition. 

And the contents of the Unknown List are: 

1. Duct from converge to diverge 

2. Pipe from cooling coil to chiller. 

84 

The number of unknowns that need to be solved simultaneously would be three, i.e. the pipe 

temperature, the enthalpy and the humidity ratio of the air. The procedure to solve these will be 

presented in the next section. 

The value of the controller output at the current time step will depend only on the value of the 

controller input from the previous time step. This implies that the controller simulation is explicit, 

while the rest of the variables are solved implicitly. 

This simulation procedure can be adapted to include the controller output. This would however 

increase the number of variables to be solved. An additional complication is the instabilities which 

are associated with the iterative solution of the system and control dynamics. 
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5.3 SOLUTION OPTIMISATION 

Solution optimisation will consist of two major components, i.e. numerical methods and code 

optimisation. Most of the topics in this section are well known, but it is informative to consider 

each in some detail. A balance between simplicity and efficiency is attempted throughout. 

5.3.1 Numerical methods 

As discussed in section 5.2, the solution of the simultaneous equations resulting from the compo

nent models and configuration description has to be solved. The solution procedure is inevitably 

an iterative procedure. Most of the equations begin with one or more of three type of variables. 

In water loops, the water temperature is the variable used. In air loops there are two variables, i.e. 

the enthalpy of the air and the humidity ratio. One can choose any two independent variables for 

the purpose of solving the equations. Energy is a convenient choice since it is easy to relate to. 

The other variable is also fairly easy to relate to, and results from the maintenance of mass. 

Let X; be the starting values of the variables for the first iteration. Let X.r be the value of the 

variables after the first iteration. Then we can define the functions F(X;) = X.r- X;. The purpose 

of any solving algorithm will then be to solve for X; so that F(X;) = 0. Methods to find these roots 

are discussed next. 

Successive approximation 

By successive approximation we mean that the first value at a given time step solution is chosen 

arbitrarily. In successive iterations the value obtained in the previous iteration is used as guess to 

the next iteration. This procedure is not guaranteed to converge, and even if it does it can do so 

extremely slowly. It is thus obvious that this method is not the most efficient and should therefore 

be avoided. 

Linear interpolation 

Linear interpolation here is a special application of the secant method. The first iteration value is 

again chosen arbitrarily, and then two or more successive approximation steps are taken in order 

to approximate the first derivative of the functions. Once two or more values of the function 

evaluations are available, interpolation or extrapolation can be done to approximate the zero of the 

function values. Clearly, linear interpolation will result in an effective solution algorithm if two 

conditions hold: 
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1. The functions do not deviate substantially from linearity. If this is not so the method could, 

in fact, result in diverging solutions. 

2. The individual functions are only weakly dependent on the parameters that are ignored in 

the linear shooting method. 

Newton's method 

It is well known that Newton's method is quadratically convergent for starting values close to the 

root of the functions. A further major advantage is that Newton's method takes the dependencies 

of all functions with all variables (parameters) into account when shooting for the next approxim

ation. 

Unfortunately, the method is not guaranteed to converge for starting values far from the roots. 

Secondly, the Jacobian for the given problem has to be calculated at each iteration. A solution to 

a number of simultaneous linear equations also has to be obtained at each time step. This results 

in a large number of function evaluations, and thus a lot of computer execution time. 

Quasi-Newton methods 

Quasi-Newton methods use an approach similar to the Newton's method, but use an approximation 

of the inverse of the Jacobian (Hessian). Probably the most famous of these is the Broyden updat

ing algorithm. (See for instance R.L. Burden and J.D. Fairs [3].) The Quasi-Newton methods do 

not converge as fast as Newton's, but the number of function evaluations more than compensates 

for this. There is also the added advantage that Quasi-Newton methods converge in some cases 

where pure Newton methods do not [3]. 

A variation of the Newton method was implemented, i.e. the Jacobian was calculated and inverted 

at the first step. Then the inverse was used until the predicted changes in the variable were more 

than ten per cent of their previous value, or when convergence did not occur in five iterations. This 

reduces the number of function evaluations dramatically. 

5.3.2 Code optimisation 

The solution procedure was implemented in Pascal. Most of that which is discussed hereafter is 

particular to Pascal, although the principles are generally true. 
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Number types 

Historically, Borland Pascal implemented their floating point number types as eight-byte reals. 

Borland Pascal compilers have the option of compiling code with or without numeric co-processor 

emulation. The real number type provided an effective twelve-digit floating point number type 

for computer without math coprocessors. Borland Pascal also provide three other floating point 

number types, i.e. single (six bytes), double (ten bytes) and extended (twelve bytes). In contrast to 

the real number type the others do conform to the IEEE standard for floating point number types. 

This has the advantage that the math co-processor present in most PCs today handles these number 

types much more effectively than the Pascal real type. The IEEE standard provides for a ten-byte 

floating point number type, so one would expect the double type to be the best choice. There 

are however other considerations such as the number of memory accesses required to load each 

variable from memory. 

5.4 SYSTEM DYNAMICS 

The models established by Rousseau [1] are steady-state models, i.e. the dynamics of the com

ponents and the flow in the pipes and ducts are not considered. These dynamics cannot be ignored 

if the purpose is to simulate the effect of control parameters. There are a number of factors that 

contribute to the dynamics of the individual components and the combined system, inter alia 

1. Mechanical inertia, especially at start-up and shut-down (pumps, fans and compressors). 

2. Time delays associated with fluid flow in ducts and pipes. 

3. Thermal capacities. Elements such as coils and heat exchangers and the fluids in them have 

finite capacity and therefore take time to heat up or cool down. 

4. Sensors will typically respond exponentially to a step change in the fluid properties being 

measured. 

5. The controller itself if it has non-zero integral or differential constants. 

Each of the contributing factors discussed above will be discussed in detail in the following sec

tions. 

5.4.1 Mechanical inertia 

All rotating equipment will take time to reach its operating speed due to the polar moment of 

inertia of the motor and other rotating elements being non-zero. Modem motor starters also limit 
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the start-up current in order to increase the motor life. Thus, if a fan or pump is controlled by 

controlling the rotational speed of such component, that component will take time to respond to 

the control signal that has changed. 

The same argument holds for linear mechanical elements such as proportionally controlled valves. 

Linear displacement of these elements also takes time due to the fact that the masses of the ele

ments are non-zero. By physical argument one can deduce that these transients will happen on 

very short time-scales. 

5.4.2 Time delays 

Time delays can be attributed to the fact that a fluid takes time to move from point A to point B in 

a duct or a pipe. Here the time-scales are a function of the length of the duct or pipe, and the fluid 

velocity. 

As an example, the time it takes for air moving at 2 m/s to travel from a cooling coil to a building 

zone 20m away will be 10 s. In a variable air volume (VAV) system this time delay is a function 

of the volume flow rate, and can vary with time. This could lead to difficulty in modelling VAV 

systems. 

5.4.3 Thermal capacity 

Thermal equipment with a high thermal mass and high thermal resistance will take considerable 

time to reach the equilibrium temperature after a change in the setpoint has been made by the 

controller. 

There are a number of potential contributors to this dynamic response, for example, the material 

from which the coil or heat exchanger is made, and the cooling/heating fluids e.g. water, glycols 

and refrigerants. These all have thermal capacities that could be high. The other factor is the rate 

at which heat can be transferred to and from the metal and fluids. Notoriously, the heat transfer 

coefficients for water and refrigerants are high. The thermal conductance of most metals is also 

generally high. 

It is very difficult to predict how much time it will take for equilibrium to be reached in such 

equipment. 

5.4.4 Sensor dynamics 

Temperature sensors also take time to reach the temperature of the medium of which they are 

measuring the temperature. This is again a function of the thermal capacity of the sensor and the 

heat transfer coefficients between the sensor and the fluid. 
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Sensors typically used for measuring air temperatures have diameters of approximately 12 mm. 

The convective heat transfer coefficient for air flow at 2m/sis approximately 20 W/m2K. 

Assuming that the sensor is made of steel, this would result in a time constant in the region of 200 

to 500 seconds for that sensor. (This is admittedly a relatively large sensor, but it does illustrate 

the point.) 

If the same sensor is used in water, where the convective heat transfer coefficients are approxim

ately 1000 to 2000 W/m2K, the time constants are in the region of 2 to 5 seconds. 

5.4.5 Controller dynamics 

The purpose of the controller is to adapt to the dynamics of the system being controlled, in order 

to produce the required response. Therefore the controller dynamics are 'tuned' to get the best or 

at least an acceptable response from the system. 

In most HVAC applications, PID, On/Off or step controllers are used. The controller dynamics that 

we are discussing here include only the integral and derivative components of the PID controller. 

5.4.6 An example of system dynamics 

To illustrate the concepts discussed in the previous section, consider the following simplified yet 

typical situation in figure 5.3. The block diagram of this system is shown in figure 5.4. In the 

block diagram the physical controller is represented by the reference input, the subtracter and the 

controller block. 

~~1oo~1 ~1o~1 ~~~-
~ .. 

Figure 5.3: Diagram of a control loop. 

Determining the gain and setpoint in the physical controller is done by specifying the temperature 

(in this case) at which the valve (in this case) must be fully open, as well as the temperature at 

which the valve must be fully closed. The integral and the differential factors are determined by 

specifying their numerical values. 

The controller dynamics can be represented by the following: 
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cs T 
TF controller TFcoil TF duct TF 
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room 
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TF sensor 

Figure 5.4: Block diagram of the control loop shown in figure 5.3. 

or, equivalently, by 

Here e is T SP - T measured 

CS is the Control signal 

J de 
CS = Kpe+Ki edt+Kd

dt 

Kp is the proportional gain constant 

Ki is the integral gain constant 

Kd is the derivative gain constant. 

The resultant transfer function for the controller is 

Modelling the sensor will be done by a first-order differential equation: 

dT.~ (T.~- T.r )Ash.r 
dt msCps 

The resultant transfer function for the sensor is 

where 't = m.,.Cps • 
S A.rhf 

1 
TF~= ---

. 1 + 'tsS 

90 

(5.1) 

(5.2) 

(5.3) 

(5.4) 

(5.5) 
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For the building zone, only the air node will be considered. All the heat gains from the walls and 

convective gains will be ignored to simplify the analysis. Thus the building zone air node can be 

modelled as follows: 

Simplifying the equation and taking the La Placian results in 

The resultant transfer function for the building zone is 

Here 't = "!aCpa = . 1 . 
Z m;11 Cpa mr changes per second 

1 
TF2 =---

. 1 + 'tzS 

(5.6) 

(5.7) 

(5.8) 

The time delay for the air to flow from the coil to the building zone will be considered. We will 

assume that the air flows at 2 m/s and has to cover a distance of 40 m, thus a time delay of L = 20 s. 

2-sL 
TF; = e-Ls ~ --. 

td 2+sL (5.9) 

The approximate relation in equation 5.9 is the Pade polynomial approximation in the La Place 

domain of a time delay. 

All that remains is to model the heating coil. As this is a formidable task we will again assume 

that the coil can be modelled using a first-order differential equation. We will not endeavour here 

to model the coil completely. Instead we will follow a similar approach to that of J .F. Kreider and 

A. Rabie [ 4], and will write the transfer function directly in the La Place domain: 

(5.10) 

Here Khc is the efficiency of the coil and 'the is the coil time constant. 

From the control block diagram, the overall transfer function can be found to be 

G(s) 
TFoverall = 1 + G(s)H(s) (5.11) 

G(s) represents the dynamics of the feed forward elements, and H(s) is the sensor dynamics. 
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The characteristic equation is thus 

0 = 1 + G(s)H(s) 

O = 1 + [(Kps+Ki+Kds
2

) ( Khc ) (2-sL) ( 1 )] [ 1 l 
s 1 + 'LhcS 2 + sL 1 + 'LzS 1 + 'Lss · 

(5.12) 

If we make the derivative constant zero, and factor out the open loop gain, the resultant character

istic equation is 

(5.13) 

For our example we can now study the stability of the system, and the effect of the proportional 

gain and the integral and derivative constant. We must first obtain, or where this is not possible, 

assume values for the other parameters: 

'the = 30 seconds (assumed) 

'Lz =450 seconds (corresponds to 8 air changes per hour) 

'Ls =300 seconds (typical value as derived above) 

L =20 seconds (corresponds to 40 m duct and air flowing at 2 m/s) 

Khc =20 (throttling range assumed). 

Figure 5.5 shows the Root-Locus diagram for the system described above. For this diagram the 

derivative and integral control constants are set to zero. One can deduce that for moderate values 

of the proportional gain the control loop is stable. 

There are other poles and zeros that are not shown in this diagram due to the fact that they are very 

far from the origin. There is one zero on the right hand side of the imaginary axis (at 0.1) and a 

pole on the left hand side (at 0.1). This is a result of the Fade-approximation. 

Studying the response of the system to a unit change in the setpoint we find that the settling time 

is very long and that the rise time too is long (See figure 5.6). An important point to be made here 

is that the setpoint is never reached. This is due to the fact that we only have a proportional gain 

controller. 

The purpose of a controller is to modify the dynamic response in order to get a better response 

time, shorter settling time, and smaller overshoot. This is illustrated in the second root-locus plot 

(figure 5. 7), and the step response for this controller is shown in figure 5.8. 

For the PID compensated system, the overshoot has been reduced to less than 20% (compared to 

32% of the final value in the case of the proportional only control). The settling time too has been 

reduced to approximately 1000 seconds (compared to approximately 3000 seconds). 
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Figure 5.5: Root-Locus diagram for the system described in the text. (Ki = 
Kd =0) 
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Figure 5.6: Step response of the system with proportional gain only. (Ki = 
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Figure 5.7: Root-Locus diagram for the system described in the text. (Ki = 
O.Ol,KJ = 1000) 
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Figure 5.8: Step response of the PID compensated system. (Ki = O.Ol,KJ = 
1000) 
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It should be pointed out that the new loop will also become unstable at large values of the propor

tional gain constant. 

For a recent discussion on the tuning of PID controllers in HVAC systems, refer to Geng and 

Geary [5]. They propose a modification to the Ziegler-Nichols method for PID controller tuning. 

This topic will not be pursued here. 

Throughout the previous discussion it was passively assumed that the system is linear. As a matter 

of fact, almost all the theory that is currently available assumes that the system on which it is 

applied is linear. More correctly, that in the region in which the system is operated it can be 

assumed to be linear. 

In the previous section we do not know if the controller signalled the valve of the heating coil to 

open more than 100% or to close beyond 0 %. In fact, in the theory that we used we cannot make 

provision for these limits, except to limit the gain margin so that the controller would not give a 

control signal outside these limits. 

The discussion is instructive however, seeing that we can theoretically determine whether or not 

a system is stable, as well as determine control constants to comply to certain criteria. For real 

systems that are highly nonlinear, the only option is to simulate the system. It is then important to 

accurately simulate the dynamics of the system. 

It should be clear that ignoring the dynamics of the components would result in the incorrect 

system being simulated. Controller simulation would thus be futile. In the next section, a first 

attempt at extending the existing models to account for the dynamics will be made. 

5.5 NEW MODELS 

In order to successfully simulate the dynamics of a system and building, one needs to have ac

curate models of the individual components. Such models for the various components have been 

established by Rousseau [1], and in this study (chapter 2), for the building thermal modelling. 

As pointed out in the previous section (section 5.4), if control is to be simulated, the system 

dynamics have to be accounted for. For the various existing steady-state models, an extension 

needs to be implemented. The time delay introduced by the flow in the ducts and the pipes will 

have to be approximated. 

For many applications, this time delay will be insignificant compared to the overall dynamics of 

the system. In control loops however, this could be the dominating factor and thus needs to be 

accounted for. 
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In the next sections new models will be introduced, and extensions to existing models will be 

presented. The first extension and new model are due to the system dynamics that need to be 

accounted for. The remaining models are extensions to the simulation tool. 

5.5.1 Dynamics in the existing models 

The existing models introduced by Rousseau [1] are steady-state models. The models thus give an 

indication of the gain of the devices that they are models of. To introduce the dynamic effects one 

would need a time constant. For the existing models it is suggested that a simple time constant 

approach is used. The user will thus be responsible for supplying a time constant. 

As stated above, first-order models will be assumed for the existing models. This would imply 

that modelling of the following form would be used: 

t~'{ = function(model input parameters). (5.14) 

Here 't is the time constant of the model, and 

'V is one of the output parameters of the model. 

The sensors used in the simulation model can also be modelled using the technique introduced 

above. 

5.5.2 Pipe and duct flow dynamics 

Dynamic simulation of the flow in a pipe and a duct cannot be accomplished using the technique 

introduced in the previous section, since the dynamics of a pipe or duct are, to a good approx

imation, pure time delay. This is especially true for pipes or ducts with large length-to-diameter 

ratios. 

In the time domain, record would have to be kept of where in the pipe or duct the change in 

property is. This could be a formidable task and could have implementation implications that 

could become problematic. In the example in section 5.4, the Pade approximation could be used 

in the La Place domain as an approximation of the time delay. 

For the present implementation the direct time domain implementation will be used. This implies 

that record must be kept of the properties as they enter a pipe. The number of records, N, will 

depend on the velocity of the fluid in the pipe, V, the length of the pipe, L, and the length of an 

integration time step, 8t, i.e. 
L 

N =round(-)+ 1. 
8tV 

(5.15) 
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A dynamic data structure will be used to store the time series of the fluid properties. Each new 

incoming value will replace the previous one that was first in the data structure, and all other values 

will move up one time space. The value kept in data location N + 1 will contain the value of the 

fluid's property leaving the pipe or duct. 

This implementation by its nature is highly nonlinear, and care should be taken when it is used in a 

simulation. Very short simulation time steps will be required to maintain a stable simulation. It is 

suggested that it is only used where the delay effects are thought to have a significant contribution 

to the overall dynamics of the system. 

5.5.3 Part-load modelling 

In the models suggested by Rousseau [1], only the full-load characteristics of the HVAC equip

ment was taken into consideration. To accurately predict the energy consumption under part-load 

conditions, the following modelling is suggested: 

(5.16) 

Here: 

an Regression coefficients 

C Fraction of full-load capacity 

f Fraction of rated power consumption for full-load conditions. 

The coefficients that are used will depend on the specific component, and if the part-load per

formance is provided by the manufacturers. If the part-load performance is not provided, the 

correlations given by Yang et al. [6] are suggested. 

5.5.4 C02 modelling 

The introduction of a C02 model in the simulation tool is necessitated by the advantages of con

trolling on this basis, in the case when occupancy can vary greatly. If the minimum air require

ments are supplied to the zone based on the nominal occupancy levels, then it could result in larger 

cooling or heating loads on the HVAC system. In the building zone, the C02 concentration is of 

utmost importance. High levels of C02 could adversely affect the health and productivity of the 

occupants. 

For this reason it is imperative that this very important energy saving potential be modelled in a 

simulation tool. In this section C02 modelling is introduced. 
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The zone model 

In the building zone there are basically only two sources of C02: 

1. C02 is present in the outdoor or supply air, and 

2. C02 is introduced by the occupants' respiration. 

ASHRAE [7] suggests a relation between the metabolic rate of the occupant and the volume rate 

of 
v; 2.76 x 1o-6AdM 
co2 = (0.23RQ+0.77) RQ (5.17) 

where Vco2 is the volume of C02 produced in m3/s 

Ad is the outer skin area of a human in m2 

M is the metabolic rate 

RQ is the respiratory quotient (rate of C02 produced to the rate of 0 2 consumed). 

Further 

RQ = { 0.83 forM:::; 1.5, 
0.04857M +0.757 forM> 1.5. 

(5.18) 

Following a similar procedure to Jones [8], consider a room of volume, V m3 and a number of 

people, N inside. Air with a C02 concentration of Ca ppm enters the room at a rate of Q m3/s. 

Each occupant produces C02 at a rate of Vc m3/s, per person. The concentration of C02 in the 

room at any time is c in ppm. 

In a given time increment, ~t, a mass balance for the given room yields: 

Q(ca- c)~t + NVc~t106 
~c = _______;. __ _;___ ____ _ 

v 
(5.19) 

Dividing by ~t and taking the limit as ~t ~ 0 

(5.20) 

Multiplying throughout with the integration factor eQtfV and integrating yields: 

Qt/V Qca + NVc10
6 

V Qt/V 
A+ce = -e v Q 

(5.21) 
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where A is the integration constant. If t = 0 then c = co so that 

(5.22) 

Thus, with n = Qot /V (the number of air changes): 

(5.23) 

Air converges 

In this context, an air converge is any combing-flow duct. From a simple mass balance it follows 

that: 

Here c is the concentration of C02 [ppm] 

N is the total number of inflowing branches 

rhi is the mass flow rate in duct i [kg/s]. 

Other components 

(5.24) 

For all other components, the concentration of C02 leaving is simply equal to the concentration 

entering. The assumption is that no C02 is produced or absorbed by any of the HVAC components. 

This model has been implemented in the design tool. The same solution procedure as introduced 

in section 5.2 is used to solve the C02 balance in the HVAC system. The potential energy sav

ings using a C02 control strategy instead of a standard temperature or enthalpy economiser are 

illustrated in section 6.4.5. 

5.6 CLOSURE 

In this chapter, the solution of the models as presented by Rousseau [ 1] is presented. A modific

ation to the standard Newton method was introduced to solve the energy and mass conservation 

equations. The solution is very stable and the minimum number of variables are solved at each 

time step. 
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A means for introducing dynamics into existing models is also presented, as are dynamics of flows 

in ducts and pipes. The time constants need to be accurately known if control parameters are to 

be fine tuned using the simulation tool. For year simulations the dynamics are not as important 

and no significant errors will be introduced if long time constants are used. Determining accurate 

values for the time constants will be recommended for future work. Finally, the modelling of C02 

is introduced. 

In chapter 6, further extensions to the control modelling are presented. Substantial verification of 

the individual models is presented by Rousseau [ 1]. He also presented verification of an integrated 

simulation of an office building. Further validation of the integrated simulations will be presented 

in chapter 7. 
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Chapter 6 

ENERGY MANAGEMENT SYSTEMS 

There are a vast number of ways to reduce the energy consumption of HVAC systems. These 

are collectively named Energy Management Programs. They are implemented in what are called 

Energy Management Systems. With the advances in electronic digital controllers it has become 

possible to implement advanced control strategies. 

Most of the benefits derived from the implementation of these strategies can be predicted qualitat

ively. One needs an accurate simulation tool to quantify the actual benefits prior to implementing 

the actual strategy. This chapter describes the extensions to a simulation tool that can provide 

these answers. 

102 
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CHAPTER 6. ENERGY MANAGEMENT SYSTEMS 103 

NOMENCLATURE 

ai Regression coefficients 

T Temperature, °C 

Subscripts 

zn inside 

ma monthly mean 

6.1 INTRODUCTION 

In the building and HVAC control industry, there is a need for more energy-efficient control. 

To this end, a number of features are build into most Direct Digital Controllers (DDC). These 

features are collectively referred to as Energy Management Systems (EMS). Most manufacturers 

have, from experience, a good estimation of the payback periods for installation of each control 

strategy. 

Accurate assessments of the potential benefits can only be made once the system is operational 

or an accurate simulation can be performed. The simulation tool described in this study can be 

extended to include the simulation of various energy management strategies. 

In 1991 Reinold A. Carlson and Robert A. Di-Gandomenico [1] wrote that "Approximately 67% 

of the energy consumed in an office building is electrical. Thirty-three percent is oil, gas, and 

purchased steam or hot water. A breakdown of the electrical energy consumed reveals that cooling 

systems use 40%, lighting systems use 33%, heating 12%, and the remaining 15% is consumed by 

other means. The energy management strategies, resident in the DDCs, address all of these areas 

of energy consumption." 

It would thus follow that a simulation tool should be able to simulate these control and energy man

agement strategies. There are a number of obvious ways in which energy usage can be reduced, 

inter alia: 

1. Reduced running times. 

2. Use of free cooling/heating. 

3. Using reset programs to minimise mechanical equipment loads and operation. 

4. Reducing lighting levels if they are excessive. 

5. Temperature set-backs. 
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CHAPTER 6. ENERGY MANAGEMENT SYSTEMS 104 

For most of these strategies it is obvious that there will be a potential benefit. However, there are 

situations where it is not so obvious that there will be benefits. For example, night ventilation is a 

tried and tested method of using 'free cooling'. If the fans consume more power than the reduction 

in energy consumption of the mechanical cooling equipment, it is no longer a benefit. 

Both the energy saving and effect on comfort cannot always be determined off-hand. For this too 

a simulation program would be beneficial. There is an added benefit for some of these strategies 

namely, the size of the initial system can be reduced. 

There is a proliferation of various energy management strategies. The most common of these will 

be discussed in the following sections. Only the imagination of the engineer limits the possibilities. 

It would be ideal to be able to simulate all possible options, but this will not be attempted here. 

It will however, become clear that the facilities implemented are adequate to provide a good indi

cation of the energy savings potential. In the following sections, a simplified but fully integrated 

HVAC system will be considered to illustrate the facilities implemented. 

6.2 SETPOINT-RELATED ENERGY MANAGEMENT 

STRATEGIES 

6.2.1 Temperature reset 

A simple constant temperature constant volume reheat system will be introduced here. Consider 

the HVAC system shown in figure 6.1. The controller parameters are given in table 6.1. As a 

benchmark, the energy profile and indoor temperature will be given in figure 6.2 and figure 6.3. 

Controller Controlled value Controlled item 
Min value Max value Min value Max value 

Chilled water controller 7 9 0 1 
Cooling coil controller 14 17 0 1 
Heater contra ller 11 14 1 0 
Reheater controller 20 22 1 0 

Table 6.1: Controller parameters for illustrative example. 

There are interesting observations to make from these results. 

1. The temperature inside the zone is at the setpoint for 24 hours. 

2. The mechanical equipment is operational for 24 hours. 
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Pump 

Heater Fan 
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~~;r- / l~r/ / 
Control ! 
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Reheater Zone Temperature 

Controller 

~~~r--------Ai-rdu-ct---------l 
Climate Converge Diverge 

Figure 6.1: Constant temperature constant volume with reheat system used as 
illustrative example. 
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Figure 6.2: HVAC system energy usage. (These results will be used for com
paring the next strategy to.) 

3. From figure 6.2 it can be seen that heating and cooling is done at the same time. 

105 

Here there are two ways in which the energy consumption can be reduced. If it is not imperative 

that the temperature should be kept constant throughout the 24 hours, the mechanical equipment 

can be scheduled off overnight. An attempt can also be made to reduce the use of heating and 

cooling simultaneously. 
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Figure 6.3: Indoor air temperature. (These results will be used for comparing 
the next strategy to.) 
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In the following sections, these and other strategies will be introduced in order to show the effects 

of the strategies. Only the temperature and energy results will be provided in the next sections. 

Where necessary, the hardware configuration will be given. 

Where heating and cooling needs to be done simultaneously, energy is unnecessarily used, to first 

cool the air, just to heat it up again. One way to reduce the energy consumption is to reset the 

supply air temperature according to the outdoor temperature. 

These parameters need to be determined for each specific building. Using a simulation tool pre

dicting the optimal relation between the supply air and the outdoor air becomes easy. In this 

example the ~elations are given in table 6.2. 

Controller Setpoint value Outdoor air temperature 
Min value Max value Min value Max value 

Cooling coil controller 17 23.5 24 14 
Heater controller 13 19.5 24 14 

Table 6.2: Reset relation for illustrative example. 

From the energy consumption (figure 6.4) it can be seen that very little heating and cooling is 

done simultaneously. Both the overall energy consumption and the maximum load is reduced 

significantly. This implies that smaller equipment could be used. 

In figure 6.5 the resultant zone temperature is close to the previous result and should be acceptable. 

This control strategy could have implications if the humidity must also be controlled. In this simple 

example it is assumed that this will not be a problem. 
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Figure 6.4: HVAC system energy usage after implementing temperature reset. 
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Figure 6.5: Indoor air temperature after implementing temperature reset. 
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6.2.2 Zero energy band control 

As the name suggests, this control option is geared to use no energy under a given set of conditions. 

It frequently implies that controller parameters are relaxed so that no cooling or heating is used in a 

given setpoint band. In our application this can be implemented in the system shown in figure 6.6, 

simply by setting the cooling coil setpoint higher, and the heating setpoint lower. (In this example 

the enthalpy controller is not active.) 

As a benchmark, results for this system will be given with strict control parameters. The energy 

and temperature results can be seen in figures 6.7 and 6.8. Control parameters for this section can 

be seen in table 6.3. 

Controller Standard strategy Zero energy band strategy 
Min value Max value Min value Max value 

Cooling coil controller 21 23 23 25 
Heater controller 19 21 18 20 

Table 6.3: Control parameters for zero energy control example. 

Pump 

Enthalpy 
controller 

Heater Fan Zone 

_ _ ·.'"':--=-:~-· .----·'Control 'w· b signal 

D D 
Controller 

Air duct 

Diverge 

Figure 6.6: Constant volume system with direct zone temperature control used 
as example for the following sections. 

The effect on the indoor environment must also be taken into account. As shown in figure 6.1 0, 

there is a large temperature drift in this case. If energy conservation is important, this might be 

the solution. The energy consumption is lower (see figure 6.9). The maximum load is reduced 

when compared to figure 6. 7. Heating and cooling at the same time during the morning hours are 

eliminated. 
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Figure 6. 7: HVAC system energy usage. (These results will be used for com
paring following strategies to.) 
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Figure 6.8: Indoor air temperature. (These results will be used for comparing 

following strategies to.) 
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Figure 6.9: HVAC system energy usage for the system with zero energy band 
control. 
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Figure 6.10: Indoor air temperature for the system with zero energy band 
control. 
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6.2.3 Enthalpy control 

Enthalpy control is a term used to describe the control of an economiser by using the enthalpy as 

a criteria. If the outdoor enthalpy is higher than the indoor enthalpy, it is more energy effective 

to use as little outdoor air as possible. If the outdoor air enthalpy is lower than the indoor air 

enthalpy, less cooling would be required if full fresh air is used. If the outdoor enthalpy is too low, 

one would again benefit by using less outdoor air. 

The controller logic for a modified enthalpy controller can be seen in figure 6.11. The controller 

logic is as follows: if the outdoor air conditions fall anywhere in region A, then full fresh air is 

used. At the lower temperature region D, the return air and the fresh air dampers are modulated 

so that the mixture is as close as possible to the supply air temperature. This would result in the 

minimum heating been done. 

For any outdoor air conditions to the left of region A, the minimum fresh air will be used. This is a 

modified enthalpy controller. For a standard enthalpy economiser the region C would be included 

in the full fresh air region. For a standard temperature economiser the region B would be included. 

A complete discussion of the benefits of this modified approach is given in reference [2]. 

This strategy would require an additional controller. The new system configuration is shown in 

figure 6.6 (here the enthalpy controller is active, but not in the following examples). 

The energy results can be seen in figure 6.12, and the results for the zone temperature in figure 6.13. 

The reference simulations were performed for the summer design conditions in Pretoria. 

The outdoor conditions are such that very little outdoor air will be used with the enthalpy econom

iser active. The results would thus not deviate much from the reference case were the minimum 

fresh air is used throughout. 

6.2.4 Adaptive comfort control 

Adaptive comfort control is based on the assumption that the comfort perception of people will 

be dependent on the outdoor climatic conditions. For winter months people will be comfortable 

if the indoor temperature is lower. The opposite is true in summer. This strategy is suggested in 

reference [3]. 

This affords us the opportunity to potentially save energy. If the indoor temperature can be cooler 

in winter, less heating would be required. In summer, a higher temperature would imply that less 

cooling would be required. 

For the inside air, setpoint the following relation has been implemented in the simulation tool 

(6.1) 
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Figure 6.11: Controller logic for enthalpy economiser. 
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Figure 6.12: HVAC system energy usage for the system with enthalpy
controlled economiser. 
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Figure 6.13: Indoor air temperature for the system with enthalpy-controlled 
economiser. 

Here 

~n is the setpoint temperature inside the zone, °C 

Tma is the monthly mean outdoor air temperature, °C 

ai are correlation coefficients. 
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If a relation between the indoor air temperature and the monthly average outdoor temperature is 

(this relation has been assumed (for emperical data consult reference [3])) 

~n = 21.5 +0.005T~a (6.2) 

then we find the energy consumption and indoor temperatures as shown in figures 6.14, 6.15 and 

6.16. 

It should be noted that the simulations were conducted using the weather data for Pretoria. Al

though temperatures in Pretoria do not vary as greatly as in other cities, there is still a considerable 

saving on energy. 

If the before and after temperatures are compared (see figure 6.16), it is observed that the summer 

temperatures after adaptive control are higher than before. The reduction in the power consumed 

for cooling for these months is considerable, as can be seen in figure 6.15. 

Similar observations are applicable to the winter months. In this case the temperatures in the 

winter months (see figure 6.16) after adaptive control are lower than before. The reduction in the 

power consumed for heating for these months is considerable as can be seen in figure 6.14. 
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Figure 6.14: Comparison between monthly heating energy usage before and 
after adaptive comfort control has been implemented. 
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Figure 6.15: Comparison between monthly refrigeration energy usage before 
and after adaptive comfort control has been implemented. 
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Figure 6.16: Comparison between monthly average indoor air temperature 
before and after adaptive comfort control has been implemented. 
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Not all building are candidates for this control strategy. For example, if a building has a large 

internal load such that cooling is required in winter. If the indoor air temperature setpoint is then 

reduced it would imply that more cooling would be required to realise the temperature set point. 

With an intelligent controller this problem could also be resolved. 

6.3 SCHEDULE-RELATED ENERGY MANAGEMENT 

STRATEGIES 

6.3.1 Scheduling 

Scheduling is a term that refers to the active/inactive or on/off times of the system and equipment. 

In this example it can be argued that the equipment can be off from 18h00 to 07h00 in the morning. 

This will have two effects, i.e. the energy consumption will be reduced since the equipment is not 

operational, and there could be an increase in compressor power due to the larger cooling-down 

loads. 

The resulant zone temperature can be seen in figure 6.18. Obviously here the temperature is 

allowed to drift during the night-time. The energy consumption is reduced considerably due to the 

fact that the equipment was off (see figure 6.17). Notice that the compressor power has increased 

slightly during the first hour due to the pull-down load. 
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Figure 6.17: HVAC system energy usage after implementing scheduling (all 
equipment o±I from 18h00 to 07h00). 
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Figure 6.18: Indoor air temperature after implementing scheduling (all equip
ment off from 18h00 to 07h00). 
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6.3.2 Unoccupied time set-back 

Another alternative to scheduling the mechanical equipment off is to use unoccupied time set

back. This implies that the temperatures are allowed to drift higher or lower if the building is not 

occupied. 

In our current example, the system is already off overnight so we will use this technique as an 

illustration over lunch-time. The resultant zone temperature and energy consumption are shown 

in figures 6.19 and 6.20. A two-degree temperature set-back on the cooling coil and the heating 

coil was implemented. 

The effect of this set-back on the indoor temperature is illustrated in figure 6.20. Energy saving 

benefits resulting from this strategy are also evident from figure 6.19. The compressor power is 

reduced significantly by the two-degree temperature set-back. The pull-down load seen in fig

ure 6.17 is eliminated. 
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Figure 6.19: HVAC system energy usage using unoccupied time set-back. 
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Figure 6.20: Indoor air temperature using unoccupied time set-back. 

6.4 ADVANCED ENERGY MANAGEMENT 

STRATEGIES 

6.4.1 Demand limiting 
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Demand limiting is a very attractive strategy to use if time-of-use tariffs are introduced. This 

would imply that the utilities charge according to the maximum energy consumed in a given time 

interval. There are a number of means to reduce the maximum demand. We have exploited some 

of these options already in the previous sections. 

The difference here is that the controller decides to take load reducing action based on the current 

energy consumption. The designer and building owner/manager will have to decide which loads 

are sheddable. Ideally one would not like to compromise the internal air conditions but sometimes 

this is unavoidable. 

Priorities will have to be assigned to each action. In the current implementation the order in which 

the controllers are listed represents the priorities. In this example only temperature set-backs were 

used. The demand setpoint was set to 25 kW. 

From figure 6.22 it is evident that a compromise was required to reduce the demand. Figure 6.21 

shows the reduction in energy consumed. Although the power consumed follows the trend for 

the base case during the time of load reduction, it should be noted that load-measuring equipment 

usually uses integration times of 30 minutes. Using this convention it is evident that the load as 

reported to the utility company has been reduced. 
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Figure 6.21: HVAC system energy usage using demand limiting strategies. 
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Figure 6.22: The effect of demand limiting strategy on indoor air temperature. 

119 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTER 6. ENERGY MANAGEMENT SYSTEMS 120 

6.4.2 Duty cycling 

Duty cycling should be implemented with care. It relies on cycling equipment (the AHU fan for 

example). Most electrical motors have to be down-rated if switching occurs frequently. Further 

minimum on/off times need to be specified. 

For this example only the AHU fan was cycled. The on/off times were related to the comfort 

conditions. Averages of the zone temperatures are used to determine the on/off times according to 

the relation in table 6.4. 

Comfort temperature Off time 

Min value Max value Min value Max value 

22 24 10 30 

Table 6.4: The relation between on/off times and comfort temperatures. 

The energy consumption is shown in figure 6.23. Zone conditions are shown in figure 6.24. 
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Figure 6.23: HVAC system energy usage after duty cycling has been imple

mented. 

6.4.3 Load resetting 

Load resetting is a strategy that only activates a given piece of equipment once the function of the 

equipment is needed. For example, if a number of cooling coils are supplied with chilled water 

from a chiller, the chiller will only be activated if the valve of a cooling coil is about to open. 
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Figure 6.24: Indoor air temperature after duty cycling has been implemented. 
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In this example only one coil is used, but the principle can still be illustrated. In figure 6.25 we 

can see that in the morning hours no cooled water is required by the coil and the chiller is off. The 

indoor air temperature shown in figure 6.26 shows very little or no deviation due to this energy 

management strategy. 
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Figure 6.25: HVAC system energy usage with load resetting implemented. 
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Figure 6.26: Indoor air temperature with load resetting implemented. 

6.4.4 Optimal start stop 

122 

In applications where the indoor temperature has to be at the correct temperature at a given time 

one can apply the Optimal Start Stop Strategy. The strategy uses a self-teaching approach to 'learn' 

how late the equipment needs to be started, in order to have the indoor temperature at setpoint at a 

given time. 

The controller learns from previous experience, and based on this activates the equipment at a 

given time. If the time proves to be too early, i.e. the indoor temperature is at setpoint before 

occupation time, then next time under the same set of conditions the controller will activate a little 

later. 

The learning process can be emulated on the simulation tool. At this point it is not considered 

practical to implement Optimal Start Stop Control. The reason is that the real-life controller adapts 

the starting and stopping times from day to day. In the simulation tool the climate data for a month 

are considered not to vary from day to day. No learning process can thus be emulated. 

6.4.5 C02 control 

The modelling of C02 in building zones was discussed in section 5.5.4. In this section we endeav

our to show the potential benefit of using the C02 levels as an indication to determine the fresh air 

requirements. This is especially useful in lecture halls or movie houses that are not always fully 

occupied. 
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The strategy entails measuring the C02 concentrations in the return air. The fresh air quantity is 

then controlled so that these levels do not exceed a predetermined level. In our example 450 ppm 

was used as an acceptable level in the lecture hall under consideration. Concentrations of 300 

ppm in the outdoor air is the norm in Pretoria. The resultant energy consumption and indoor air 

temperature are shown in figures 6.28 and 6.29. 

It should be noted that in this case the minimum air quantity for 80 people was used in the reference 

case. A constant number of 80 people were used in both the reference (figures 6.28) and the case 

with C02 control. The saving on energy is low but the actual benefit would be when the occupant 

numbers change and are not the maximum throughout the day. 

Energy consumption 
Hot day 
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Heater 

Pump 
-+-

Fan 

Total 

Figure 6.27: HVAC system energy usage before C02 control has been imple

mented. 

6.5 CLOSURE 

In this chapter, Energy Management Programs were introduced. The majority of the most com

monly used strategies were discussed and their potential benefits illustrated. Although any of 

these strategies can be used in combination with one another, this was not illustrated here. It can 

be appreciated that the number of permutations precludes this. 

The execution time of the simulation was not noticeably affected. This is due to the fact that the 

manager logic is comparatively simple when compared to the numerical models for the other indi

vidual components. Furthermore, many of the strategies rely on deactivation equipment. This has 

the effect that execution times are reduced since the mathematical model of the specific component 

is then not solved. 
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Figure 6.28: HVAC system energy usage after C02 control has been imple
mented. 
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Figure 6.29: Indoor air temperature after C02 control has been implemented. 
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From the examples above it is evident that there is great potential for energy saving by imple

menting the Energy Management Systems. The proposed simulation tool gives the user, building 

manager, and control engineer, the ability to quantify the energy reduction and the effect of the 

various strategies on the indoor temperature. 
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Chapter 7 

CASE STUDIES: VERIFICATION 

AND SIMULATION 

The power of integrated simulation lies in the prediction of system performance of an integrated 

building, HVA C system, and its control configuration. The usefulness of having a computer tool to 

predict the performance of a system by simulation is illustrated in this chapter. 

Three buildings will be used in this chapter as validation studies. Measurements of actual thermal 

performances are used to verify the simulation tool results. 
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NOMENCLATURE 

Q Thermal power consumed for heating, kW 

mw Mass flow rate of hot water, kg/s 

Cpw Thermal heat capacity of water, kJ/kg K 

11T Difference between entering and leaving water temperatures, °C or K. 

7.1 INTRODUCTION 

Validation of a simulation tool forms an important part of ensuring the applicability of the simu

lation to real-life situations. To this end, three validation studies will be presented in this chapter. 

The three buildings are a residential house, an office and studio building and a combined office and 

laboratory building. Details of the various buildings will be provided in the respective sections. 

7.2 CASE STUDY 1: A RESIDENTIAL HOUSE 

7 .2.1 Introduction 

The first case study under consideration is a residential house situated in the east of Pretoria. The 

house is fitted with a ducted split air-conditioning system. Four of the rooms in the residence are 

air-conditioned. Construction of the residence was completed in ·1996. 

In this study, the performance of a single air-conditioning unit to serve four zones is investigated. 

The effect of having a single temperature sensor in the return air duct is illustrated. 

7 .2.2 Building and HVAC system description 

The building is a double-storeyed building. Four of the rooms in the house namely, the study, main 

bedroom, play-room and the lounge, are supplied with conditioned air from one ducted split unit. 

The air quantities supplied to each zone are proportional to the maximum load predicted for each 

zone. 

Temperature is controlled by monitoring the return air temperature. The chiller is switched on and 

off to regulate the temperature. The purpose of this case study is not to optimise the control for 

the system, but to verify if this simple system can be simulated reliably. 

A ducted split unit with a 14 kW rating at 27 °C indoor air temperature was installed in the house. 

Details of the system parameters are provided in appendix F. A diagrammatic of the system and 

the zones it supplies is shown in figure F.l. 
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7.2.3 Verification results 

The power used for the chiller was monitored for a number of days and a verification day was 

chosen. The climate for that day was used in the project database, and the simulation for the 

system was performed. The resultant power consumption for the simulated and measured cases 
are shown in figure 7.1. 

~----------------------------------~ 

Chiller power 

4~--------------------------------~ 

3.5 

3 --·-· --·--·--j-~---~·-~r___ ---··---
§:2.5 -- . - .. ---. - .. - -- - .. ----- .. ---- lr· 
~ 

~ 2 - .. -.-- ... - .. -. - .. -- .. --.---.-- .. Measured 

~ 
0 

0.. 1.5 Simulated 

0.5 -. --- - -- - - -----

0 4 8 12 16 20 24 
Time of day [h] 

Figure 7.1: Power consumption of air-cooled air-conditioner. 

The inside air conditions in each zone were measured and compared to the simulated values. The 

results can be seen in figures 7.2 to 7.9. Comparing the measured and simulated temperatures we 

see that the agreement is good. Humidity results are also compared and the results are again in 

good agreement. 

In order to confirm that the building model predicts the correct loads, the supply air temperature 

was also monitored and the comparison is shown in figure 7.1 0. The fact that the correlation 

between the supply air temperature and the zone temperatures is good shows that the building 

model predicts the heat gain to the zone air accurately. 

The good agreement between the measured and simulated humidities reflects on the accuracy of 

the latent load modelling of the building zone, and the modelling of the air-cooled air-conditioner 

latent cooling load. 

In this section it was illustrated that the simulation tool can accurately predict the energy consump

tion and the indoor air conditions for the simple system. Furthermore, the effect of using a single 

temperature sensor as feedback variable was illustrated. If the supply volumes to the individual 

zones were incorrect they would have been picked up during this simulation. As it turned out, this 

was not the case. 
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Figure 7.2: Inside air temperature of the play-room. 
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Figure 7.3: Inside air humidity of the play-room. 
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Figure 7.4: Inside air temperature of the study. 
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Figure 7.5: Inside air humidity of the study. 
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Inside air temperature 
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Figure 7.6: Inside air temperature of the bedroom. 
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Figure 7. 7: Inside air humidity of the bedroom. 
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Figure 7.8: Inside air temperature of the lounge. 
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Figure 7. 9: Inside air humidity of the lounge. 
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Supply air temperature 
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Figure 7.10: Supply air temperature from the evaporator coil. 

7.3 CASE STUDY 2: AN OFFICE AND STUDIO BUILDING 

7 .3.1 Introduction 

The second case study is an office and studio building situated on the campus of the University 

of Pretoria . The building is divided into six zones and each zone is measured separately. The 

building was used for a comfort study. The aim of this discussion is not to consider the comfort 

problems, but to verify the results by integrated simulation. 

7 .3.2 Building and HVAC system description 

Four of the zones are supplied by a common air-handling unit. The return air from the four zones 

is exhausted to the atmosphere. Before the air is exhausted it is mixed and the temperature and 

humidity are measured. 

The additional two building zones are conditioned by their own air-handling units. Each zone is 

temperature controlled, and dehumidification is performed using the cooling coils. 

Primary chilling is done by a modified Trane chiller. The chiller was a water-cooled chiller which 

was modified to an air-cooled chiller. Further detail of the system is described in appendix G. 
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7 .3.3 Verification results 

The chiller power consumption was measured and simulated using a representative set of meas

urements. Air temperatures at the inlet to the AHUs were measured and specified as the inlet 

conditions in the simulation tool. Hot water temperatures were measured and specified as inlet 

conditions to the heating coils. 

The simulated and measured chiller power are compared in figure 7 .11. Agreement between the 

measured and predicted power consumption is good. The simulation tool successfully simulated 

the cycling of the chiller. Chiller cycling is an indication that the chiller capacity is too large for 

the given application. 

Cycling, as observed here, is detrimental to the chiller and would result in high maintenance costs. 

It would be advantageous if this could be predicted beforehand, and rectified before the plant is in 

operation. 

Chiller power 
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Figure 7.11: Power used by the chiller. 

Figures 7.12 to 7.15 show the inside air temperature of the zones supplied by the common AHU. 

In the next two figures (figures 7.16 and 7 .17), the zone temperatures for the two zones supplied 

by their own AHU s are compared to the measured data. The agreement is again seen to be good. 

In figures 7.18 to 7 .20, the measured and simulated supply air temperatures are compared. The 

dynamics of the coils and controller can be observed here. Accurate predictions of the supply and 

zone air temperatures again give us confidence in the applicability of the building model and the 

predicted indoor air temperatures. 
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Figure 7.12: Photo laboratory 1 inside air temperature. 
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Figure 7.13: Photo laboratory 2 inside air temperature. 
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Figure 7.14: Photo laboratory 3 inside air temperature. 
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Figure 7.15: Photo laboratory 4 inside air temperature. 
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Inside air temperature 

30~------------------------------------~ 

25-

J\ J1 ... .... r"''"' 
~20 

.. I 

Measured 

Simulated 

5 

0 4 8 12 16 20 24 
Time of day [h] 

Figure 7.16: Reception inside air temperature. 
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Figure 7.17: Studio inside air temperature. 
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Supply air temperature 
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Figure 7.18: Supply air temperature from AHU 1. 
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Figure 7.19: Supply air temperature from AHU 2. 
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Figure 7.20: Supply air temperature from AHU 3. 

7.4 CASE STUDY 3: AN OFFICE AND LABORATORY BUILD

ING 

7.4.1 Introduction 

The building is a multi-storeyed combined laboratory and office building situated approximately 

35 km west of Pretoria. The building was built in the seventies and supplied with a constant 

volume reheat HVAC system. Originally, the system was designed as a constant volume system 

with the supply air temperature fixed for a given zone, irrespective of the load occurring inside the 

building or of the outside conditions. 

During a retrofit study it was found that an enormous amount of energy is wasted on reheating 

the supply air at the reheat coils. A suggestion that the supply air temperature should be reset 

according to the outside air temperature was implemented. 

7.4.2 Building and HVAC system description 

The building is a five-storeyed office and laboratory building. The greatest part of the building 

is equipped with a once-through HVAC system. This is because the substances used inside the 

building are hazardous to human life. 

A schematic of the building is shown in figures E.l to E.3 of appendix E. There are nine zones in 

all, each supplied by its own air-handling unit from the main plant room. 
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There are three primary chiller units. All of these units reject heat to the atmosphere via cooling 

towers. The chillers supply nine air-handling units with chilled water. Most of the air-handling 

units are also equipped with a heating coil. Warm water is supplied from a heat exchanger where 

steam is used as a source of energy. 

The supply air is transported to the various building zones via an air ducting system. Reheat coils 

at the entrance to each room or zone regulate the temperature in the room or zone. 

A complete discussion of the determination of the model parameters is provided in Appendix E. 

7 .4.3 Verification results 

Measured data from the building will be used to ensure that the simulation does reflect that that 

actually occurs in the building. The measurements were taken over a period of a month. The 

whole system was not measured simultaneously. 

Data from various components in building HI were added together in order to make the data 

manageable. Similarly, data from various components of buildings H2 and H5 were also treated 

together. The grouping is based on the distribution of chilled water from the two chillers that were 

operational at the time of verification. 

Retrofit options were implemented based on previously conducted studies. The retrofit options 

that were implemented are: 

I. Variable off-coil supply air temperature. 

2. Scheduling selected pumps and fans on-off times from 17h00 to 05h00. 

For the HI building, all AHUs are switched off over weekends. For buildings H2 and H5, AHU 1 

is switched off over weekends. AHU s 3 and 5 circulate air, but no cooling is done. 

The variable off-coil air temperature is reset according to the relation given in table E.17. 

Verification of daily thermal energy consumption for heating and reheating 

In order to determine the thermal energy that was consumed for heating and reheating, the mass 

flow rate of the hot water and the temperature difference over the heat exchanger were measured. 

The energy used could then easily be determined from 

(7.1) 

where: 
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Q the thermal power consumed for heating, k W 

mw the mass flow rate of hot water, kg/s 

Cpw thermal heat capacity of water, kJ/kg K 

t1T difference between entering and leaving water temperatures, °C or K. 

The data obtained from the measurements are compared to the same values obtained from sim

ulation, and are shown in figure 7.21 for building Hl and in figure 7.22 for buildings H2 and 

H5. 

The figures clearly indicate that there is no heating done in building Hl during the unoccupied 

times. Heating in H2 and H5 does occur throughout the day. Peak power values are in good 

agreement and although the predicted power values do deviate from the measured values, the 

trend is predicted to a good degree. 

Heating power 
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Figure 7.21: Heating power for the system of building Hl. 

Verification of daily energy consumption of fans and pumps 

Figures 7.23, 7.24, 7.25 and 7.26 show good agreement between the predicted and measured pump 

and fan power for building Hl, and buildings H2 and H5 respectively. The graphs again confirm 

the operation times. 

Verification of daily energy consumption of chillers 

A centrifugal chiller was present in buildings H2 and H5, while in building Hl, the primary 

refrigeration device is a reciprocating chiller. The measured results confirm the typical trends 
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Figure 7.22: Heating power for the system of buildings H2 and H5. 
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Figure 7.23: Pump power for the system of building Hl. 
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Figure 7.24: Pump power for the system of buildings H2 and H5. 
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Figure 7.25: Fan power for the system of building H 1. 
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Fan power 
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Figure 7.26: Fan power for the system of buildings H2 and H5. 

for these machines. The simulated results are shown in figures 7.27 and 7.28. 

Agreement between the measured and predicted power consumption is good. It should be noted 

that the loading and unloading of the reciprocating chiller is predicted to an extent. The discrep

ancies could be due to a number of reasons. The exact initial conditions were not specified. This 

could result in switching occurring at the incorrect times. Heat gains to piping are also not taken 

into account during the simulation. This could result in the chiller of the measured system loading 

and unloading even though the cooling coils are not operational. 
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Figure 7.27: Chiller power for the system of building Hl. 
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Chiller power 
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Figure 7.28: Chiller power for the system of buildings H2 and H5. 

Verification of daily zone temperature 

146 

Accurate prediction of indoor air temperature is essential. For this reason, two typical zones, one 

each in building Hl and buildings H2 and H5, are given in the next two figures (figures 7.29 

and 7.30). Agreement between measured and predicted data is good. 

Zone temperatures 
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Figure 7.29: Zone temperature for a typical zone in building Hl. 
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Zone temperatures 
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Figure 7.30: Zone temperature for a typical zone in buildings H2 and H5. 

7.4.4 Yearly energy consumption simulation results 

147 

At this stage, the applicability of the computer model has been established. The tool will now 

be used to compare the energy consumption before and after retrofit for the same year. Here the 

value of the simulation tool is clearly shown. If this data had to be obtained experimentally two 

buildings would be needed, each exposed to the same climatic data. This is clearly not a feasible 

option. 

Climatic data obtained from a weather station on the building site was used. The data for each 

month was averaged, and used as the climatic database for the project. For each month, two day 

simulations were done sequentially using the previous month as an initial condition for the first 

day. This was done to allow the transients, of the building structure primarily, to die out. 

Then, the occupancy and the operational schedules for Saturday and Sunday were used, and these 

days were simulated, after which two weekdays were simulated. This is to emulate the dynamic 

effects of the building and the HVAC system. The energy consumption for the weekend and the 

first two weekdays are added, and three additional weekdays are obtained by adding the second 

simulated weekday values four times in total. Month values are obtained by assuming 4.33 weeks 

in each month. 

Each major component group's data is reported on for the entire building. The data are presented 

in four graphs, i.e. the heating and cooling power in figures 7.31 and 7.32, and the fan and pump 

power in figures 7.33 and 7.34. 

There is a substatial reduction in the energy required after the retrofit has been implemented. This 

is expected due to very limited reheating been done in the building zone. Chiller power is also 
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Heating energy 
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Figure 7. 31: Year simulation result for heating power for the entire building. 
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Figure 7.32: Year simulation result for cooling power for the entire building. 
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reduced. THis is due to the air not beeing cooled down as far as before the retrofit. THe fan power 

Pump energy 

6.0E+04 ------------------. 

5.0E+04 ~ 

.......,4.0E+04 

~ 
';:3.0E+04 
e.n 
Cl) 
t:: 

Il-l 2.0E+04 

1.0E+04 

0. OE+OO -r-Lf-'-''"--t-'-----r-'----+'---+'-----~--'--.a._p.---t~ tl.f.J....IILf-'--'---t-L----1 
1 2 3 4 5 6 7 8 9 10 11 12 

Month 

D 
Pump after • Pump before 

Figure 7.33: Year simulation result for pump power for the entire building. 

is not reduced significantly. This is because the larger fans had to be opperational for ventilating 

the zones. The reduction that was obtained is due to the scheduling of the smaller fans. 
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Figure 7.34: Year simulation result for fan power for the entire building. 
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7.5 CASE STUDY 4: A SIMULATION FOR A NEW DEVELOP
MENT 

7 .5.1 Introduction 

This section outlines an analysis, including life cycle costing (LCC), for the HVAC system of a 

new development. The site for this new development is in Brooklyn, Pretoria. Two systems were 

considered for comparison purposes, namely console units and split units versus a chilled water 
system with fan coil units in the ceiling void. 

The building was divided into representative zones, and the various systems were simulated with 

the proposed simulation tool. This was done so that the performance of the system could be 

predicted. Year analyses were conducted for both systems to determine the energy consumption 

for each. The initial costs were estimated for both systems. 

7.5.2 Requirements 

The developer has the following requirements: 

1. The system needs to be flexible since the office partitioning could change during the life of 

the building. 

2. The feasibility of console units versus a chilled water system had to be investigated. 

7.5.3 Concepts 

The following two concepts were considered: 

1. Console units and split units. The console units are proposed for the peripheral zones, and 

the split units for the core zones. A diagrammatic of the system that was simulated can 

be seen in figure 7. 35. The zones and the equipment were lumped together to reduce the 

simulation time. 

2. Chilled water system with ceiling mounted fan-coil units. The fan coil units will be moun

ted in the ceiling voids and will supply air through ducting and ceiling mounted diffusers. 

Chilled water will be supplied to the fan coil units from four chillers situated in two plant 

rooms. Chilled water will be piped to the zones where the pipes will be taken up in the 

provided service ducts to the ceiling voids. The cooling towers will fit on the roofs of the 

two buildings where provision has already been made for them. A diagrammatic of the sys

tem that was simulated is shown in figure 7.36. Once again, many of the components were 
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lumped to reduce simulation time. (Note: Two plant rooms, each 8x6 m2, would be required 

for this concept. Ideal placement would be in the basement.) 

Figure 7.35: Schematic of console units. 

Ceiling insulation 

As a first step, the building load calculations were performed. Calculations for the top floor were 

performed with and without ceiling insulation. The loads calculated without insulation were twice 

as high as the loads calculated with insulation. In the following discussions it is assumed that the 

insulation would be included in the ceiling on the top floor. 

Pros and cons 

Various factors need to be considered when deciding which system to choose. The advantages and 

disadvantages of the various systems will be outlined below. 
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Figure 7.36: Schematic of chilled water system. 

Consoles: 

Benefits of the console and split units are: 

1. Each zone can be individually controlled to a temperature that best suits the occupants. 

2. When maintenance is required, only one occupant is affected. 

3. Easy access to clean filters in each zone. 

Drawbacks of the console and split units are: 

1. They occupy space in the conditioned area. 

2. The coefficients of performance are lower than that of a central plant, i.e. more energy IS 

used to provide the same cooling. 

3. Space would have to be provided for the condensing units of the split units. 

4. Maintenance will be required in the conditioned space. 
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5. Relatively short service life. 

Chilled Water Plant: 

Benefits of a chilled water plant are: 

1. Plant coefficient of performance is higher than that of consoles, i.e. less energy is used to 

provide the same cooling. 

2. Maintenance to the chiller plant will be performed outside the building zone. 

3. The diffusers are less obtrusive than the console units. 

4. Longer service life. 

5. Energy management strategies can be implemented for these systems. 

Drawbacks of a chilled water system are: 

1. Initial cost is higher. 

2. If the plant is out of operation, more people will be adversely affected. 

3. Space will need to be provided for the plant rooms. 

4. Maintenance to the fan coil units will be required in the zones. 

Life cycle cost 

An economic analysis was conducted for the two different concepts. The 

• initial costs 

• annual energy costs, and 

• annual maintenance costs 

were estimated. These costs were used to conduct a life-cycle cost analysis. 
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Results 
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Figure 7.37: Nett present values for the two options described in text. 
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The results of the economic analysis are described next. The nett present values are given in 

figure 7. 37. A summary of the life cycle costing is shown in table 7 .1. 

Options Consoles and split units Chilled water fan coil units 

Initial cost (Year 1) R 4 450 000 R 6 350 000 

Energy cost (Year 1) R 502 000 R 330 000 

Maintenance cost (Year 1) R 98 000 R 150 700 

Life-cycle cost (Year 15) R 18 070 000 R 15 220 000 

Discounted payback Not applicable 8 years 

Table 7.1: Summary of the life cycle costing of the two options. 

Assumptions 

The assumptions made in the above analysis are shown in table 7 .2. 

It was further assumed that some of the consoles will need to be replaced. The assumption is 

summarised in table 7 .3. 

Electricity tariff 

The tariff used for this analysis is shown in table 7 .4. 
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Parameters Consoles and split units 
Life-cycle 15 years 
Discount rate 15% 
Energy escalation 18 % per annum 
Maintenance escalation 16 % per annum 
Initial cost expenditure Beginning of year 1 
Value added tax Not taken into account 
Residual values None 

Table 7.2: Summary of the assumptions made for the life cycle costing. 

o/o of Consoles replaced Year replaced 
10 5 
40 10 
50 15 

Table 7.3: Assumptions for console replacement. 

Pretoria Town Council- 11kV Supply 

Energy consumption 8.06 c/kWh 

Demand charge 44.44 RlkVA 

Basic charge R 246.30 per supply point 

Table 7.4: Tariff structure used in this analysis. 

Conclusion 

Taking only costs into account it is clear that in the short and medium term, consoles and split 

units are the best choice. After 8 years, however, at he chilled water fan coil units becomes more 

economical. 

7 .5.4 Recommendations 

Based on the pros and cons and the life cycle analysis, the selection of the system clearly depends 

on the building owner and/or the tenant. If the building owner adopts a long term approach, i.e. 

eight years or longer, then the chilled water system with fan coil units is recommended. For a 

shorter term approach, the consoles and split units will be the recommended option. 

7 .5.5 Exclusions 

The following items are excluded in the estimates: 
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1. Service shafts to buildings not directly above the main basement. 

2. Parking garage ventilation shafts. 

3. Ceiling insulation 

7.5.6 Cost summary 

The total cost of the system is given in table 7.5. 

Item Costs excluding VAT 

Console units R4 450 000 

Chilled water system R 6 350 000 

Ventilation of basement R 127 000 

Ceiling insulation R 264 000 

Consulting fees (based on Chilled Water System) R 590 000 

Table 7.5: Cost summary for the project. 
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7.6 CLOSURE 

Before the tool could be used for practical integrated simulations it had to be verified. 

Verification studies on three buildings were conducted and are described here. The buildings 

ranged from a five-storeyed office and laboratory building, to a residential house with a ducted 

split unit. The simulation results are in good agreement with the measured values. 

Certain deviations from the measured data were observed, but these could be explained based on 

the assumptions that have been made in the simulation tool. 

Problems concerning the control and capacity of the chiller in the second case study could be 

predicted to a large degree. This gives us confidence in using the tool as an aid in problem solving. 

After the tool was successfully verified it could be applied to the practical problems in sec

tions 1.1.2 and 1.1.3. Firstly the applicability of the tool to retrofit studies is illustrated in the 

third case study. Secondly the applicability of the tool to design and life cycle costing is illustrated 

in the fourth case study. This solution to a practical problem introduced in chapter 1, shows that 

our goal for this study has been met. 
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CLOSURE 

In this chapter a brief summary of the study is given. Recommendations for future work are given. 

158 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



CHAPTERS. CLOSURE 159 

8.1 CONCLUSIONS 

In this study, the problems of a practicing engineer were stated by the author and confirmed by 

LeBrun [1]. He stated that: 'The dream of many engineers is to find simulation software allowing 

them to go,. without any discontinuity, through all steps of a technical production: early design, 

selection and sizing of components, system optimization, control design and testing, system bal

ancing and commissioning, control tuning, system management, audit and monitoring, retrofits, 

etc .. .'. 

It was shown in sections 7.4 and 7.5 that these problems stated by the author and Lebrun [1] were 

successfully addressed by the study. To achieve this, a number of new developments had to be 

made. 

Firstly, a new thermal model for buildings is presented. The model has been extensively verified 

with one hundred and three case studies. The thermal model is also used in a program that was 

custom-made for the board that certifies new low-cost housing. 

In the second part of this study, the implementation of integrated simulation was discussed. A 

solution algorithm based on the Tarjan depth-first search algorithm is implemented. This ensures 

that the minimum number of variables are solved. 

Various extensions to the models and simulation originally suggested by Rousseau [2] were im

plemented. Firstly, the steady-state models were extended by using a simplified time-constant 

approach to emulate the dynamic response of the equipment. Secondly, a C02 model for the 

building zone was implemented. 

Further extensions to the simulation tool were implemented so that energy management strategies 

could be simulated. A detailed discussion of the implications of the EMS was given. 

Finally, the simulation tool was verified by three case studies. The buildings used here ranged from 

a five-storeyed office and laboratory building, to a domestic dwelling. The energy consumption 

and the dynamics of the systems could be predicted sufficiently accurately to warrant the use of 

the tool for further building retrofit studies. 

The resultant energy simulation tool is user-friendly, and will hopefully contribute to further the 

use of these tools by consulting engineers. A novice user will be able to use the tool confidently 

after only one day. A day simulation (with twenty time steps per hour) of a single-zone building 

and a simple HVAC system will take approximately ninety seconds on a 133MHz Pentium running 

Windows 95 ®. 

Simulations of a building consisting of five building zones and a central plant, with a chiller and a 

cooling tower with forty time steps per hour takes approximately 660 seconds on the same PC. 
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8.2 RECOMMENDATIONS FOR FUTURE WORK 

During this study a number of problems were encountered. These will be discussed here as a basis 

for future work. This work was based on the initial assumption that quasi-steady-state models 

for the HVAC components would suffice for the simulation of energy consumption of the HVAC 

systems. 

It was further assumed that the system simulation could be used for the prediction of yearly en

ergy consumption. After implementation of the solution algorithm and the simulation of control 

dynamics, it was found that the execution time of a simulation is considerably longer than expec

ted. 

Based on the summary, the following is suggested for future work: 

1. The internal loads that are currently worked out by hand and entered into the passive build

ing interface should be extended. The interface should provide for the specification of the 

number of computers, the number of specific lighting equipment, and all other equipment 

that make up the internal loads. Scheduling of this equipment on an individual basis should 

also be allowed for. 

2. Dynamics models should be considered for the modelling of the major HVAC components. 

3. At present, the user has to specify the time constants for the various components. The 

user should be given guidance for the choices of these time constants. It is suggested that 

existing dynamic models be considered (for example those implemented in HVACSIM+) 

and parameter studies be performed on these models. This could then assist the user in 

specifying the time constants. As an alternative the user can be prompted for the relevant 

parameters from which the time constants can be determined. Where necessary numerical 

parameter studies based on detailed fundamental principle models will have to be conducted. 

4. Although much code optimisation has been done, it is suggested that further code optimisa

tion be considered. 

5. The possibility of employing a BIN-type method for yearly energy consumption should be 

investigated. It is doubtful if dynamic simulation of an entire year is necessary in order to 

compare various design or retrofit options. The modified method as suggested by Yang [3] 

could be considered. 

6. A first selection algorithm should be devised and implemented in the program. Such a 

procedure should use the system layout as proposed by the user and make a first selection 

for the components, based on 'passive' building load calculations. This selection may or 

may not be modified by the user. 

7. Integrating the tool to include building monitoring and audits is also a future task. 
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Wall Layers: inside to outside 

no. Description First-order load prediction Third-order load prediction 

Max Wall Max Wall 
load 

Energy 
temp. load 

Energy 
temp. 

(% 
(% 

(90th (% 
(% 

(90th 
error) 

error) 
pers) error) 

error) 
pers) 

EO A3 Bl B13 A3 AO 
90.4 I1.3 3.0 24.6 -3.0 0.2 1 

Steel 2, Air, Ins I 00, Steel 2 

EO EI BI4 AI AO 
87.8 39.I 7.5 8.8 0.4 0.2 2 

Plaster 20, Ins I25, Stucco 25 

EOC3 B5 A6AO 
52.3 I2.9 2.4 1.3 -0.6 0.2 3 

HD 100, Ins 25, Fin 13 

EO EI B6 CI2 AO 
85.9 34.6 6.9 8.I -1.5 0.4 4 

Plaster 20, Ins 50, HD 50 

EO A6 B2I C7 AO 
84.2 30.8 5.8 20.8 -3.3 0.9 5 

Fin 13, Ins 35, LD 200 

EO EI B2 C5 AI AO 
79.0 28.6 5.5 13.4 -4.0 0.8 6 

Plaster 20, Ins 25, HD 100 

EO A6 C5 B3 A3 AO 
26.5 2.5 1.0 -1.2 -3.9 0.2 7 

Fin 13, HD 100, Ins 50, Steel 2 

8 
EO A2 CI2 B5 A6 AO 

FIB 100, HD 50, Ins 25, Fin 13 
29.6 9.2 1.4 4.4 -0.9 0.3 

EO A6 BI5 BIO AO 
9 90.2 46.0 

Fin 13, Ins I50, Wood 50 
8.4 32.2 0.8 0.6 

10 
EOEI C2B5 A2AO 

74.0 40.I 6.7 10.0 0.8 0.4 
Plaster 20, LD IOO, Ins 25, FIB 100 

EO EI C8 B6 Al AO 
II 51.5 I9.4 3.4 4.0 -0.7 0.2 

Plaster 20, HD 200, Ins 50, Stucco 25 

I2 
EO EI BI ClO AI AO 

59.4 I7.0 2.I I4.4 -5.7 1.0 
Plaster 20, Air, HD 200, Stucco 25 

13 
EO A2 C5 BI9 A6 AO 

30.2 9.7 1.3 5.2 -0.7 0.4 
FIB IOO, HD IOO, Ins I5, Fin 13 

EO A2 A2 B6 A6 AO 
31.7 8.4 1.5 4.8 0.1 0.1 14 

FIB IOO, FIB IOO, Ins 50, Fin 13 

I5 
EO A6 CI7 BI A7 AO 

83.7 43.0 7.4 31.7 -1.2 0.9 
Fin 13, LD 200, Air, FIB 100 

EO A6 CI8 BI A7 AO 
62.0 28.8 4.4 7.1 -1.5 -0.2 16 

Fin 13, HD 200, Air, FIB IOO 

EO A2 C2 Bl5 AO 
26.1 4.5 I. I -22.9 3.9 0.4 I7 

FIB I 00, LD I 00, Ins I 50 

18 
EO A6 B25 C9 AO 

Fin 13, Ins 85, Com brick 200 
89.8 43.0 7.8 52.8 5.5 2.2 

EO C9 B6 A6 AO 
44.0 10.9 1.9 3.I 0.3 O.I I9 

Com brick 200, Ins 50, Fin I3 

20 
EO Cll BI9 A6 AO 

HD 300, Ins I5, Fin 13 
30.8 I0.4 1.4 0.2 1.4 O.I 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



APPENDIX A. THEORETICAL VERIFICATION SUMMARY 164 

Wall Layers: inside to outside 

no. description First-order load prediction Third-order load prediction 

Max Wall Max Wall 
load 

Energy 
temp. load 

Energy 
temp. 

(% 
(% 

(90th (% 
(% 

(90th 
error) 

error) 
pers) error) 

error) 
pers) 

EO Cll B6 A1 AO 
33.5 10.1 1.9 2.1 0.9 0.1 21 

HD 300, Ins 50, Stucco 25 

EO Cl4 B15 A2 AO 
84.4 49.1 8.9 22.7 -0.3 0.3 22 

LD 100, Ins 150, FIB 100 

EO E1 B15 C7 A2 AO 
89.2 50.6 9.8 45.0 0.7 0.8 23 

Plaster 20, Ins 150, LD 200, FIB 100 

EO A6 C20 B1 A7 AO 
62.2 28.8 4.2 8.9 -0.9 0.1 24 

Fin 13, HD 300, Air, FIB 100 

EO A2 C15 B12 A6 AO 
38.6 12.1 2.9 -29.9 2.8 0.7 25 

FIB 100, LD 150, Ins 75, Fin 13 

EO A2 C6 B6 A6 AO 
26 

FIB 100, Clay Tile 200, Ins 50, Fin 13 
37.2 11.5 2.2 -13.8 2.5 0.5 

EO E1 B14 C11 A1 AO 
27 

Plaster 20, Ins 125, HD 300, Stucco 25 
89.8 50.2 9.6 55.3 -3.7 1.0 

28 
EO E1 Cll B13 A1 AO 

36.7 6.9 
Plaster 20 HD 300, Ins 100, Stucco 25 

1.2 3.4 4.4 0.1 

29 
EO A2 Cll B5 A6 AO 

38.3 11.1 1.8 -7.3 3.2 0.5 
FIB 100, HD 300, Ins 25, Fin 13 

30 
EO E1 B19 C19 A2 AO 

85.5 45.3 8.2 36.4 1.8 0.7 
Plaster 20, Ins 15, LD 300, FIB 100 

31 
EO E1 B15 C15 A2 AO 

89.7 50.4 9.6 47.6 1.2 0.8 
Plaster 20, Ins 150, LD 150, FIB 100 

32 
EO E1 B23 B9 A2 AO 

87.7 44.4 8.3 50.4 -0.3 0.7 
Plaster 20, Ins 60, Wood 100, FIB 100 

EO A2 C6 B15 A6 AO 

33 FIB 100, Clay Tile 200, Ins 150, Fin 13 34.8 4.0 2.4 -27.3 3.4 0.5 

34 
EO Cll B21 A2 AO 

45.4 24.0 3.8 0.5 0.7 0.1 
HD 300, Ins 35, FIB 100 

35 
EO E1 B14 Cll A2 AO 

90.0 50.6 9.6 70.1 -1.3 1.2 
Plaster 20, Ins 125, HD 300, FIB 100 

36 
EO A2 C11 B25 A6 AO 

FIB 100, HD 300, Ins 85, Fin 13 
35.5 4.8 1.7 -13.0 9.2 0.2 

EO E1 B25 C19 A2 AO 
89.6 49.0 9.2 58.9 3.9 0.8 37 

Plaster 20, Ins 85, LD 300, FIB 100 

EO E1 B15 C20 A2 AO 
90.2 50.9 9.6 67.1 2.6 0.9 38 

Plaster 20, Ins 150, HD 300, FIB 100 

EO A2 C16 B14 A6 AO 
41.6 11.1 3.2 -70.5 5.5 1.3 39 

FIB 100, LD 200, Ins 125, Fin 13 

EO A2 C20 B15 A6 AO 
35.7 3.1 2.5 46.1 5.0 0.8 40 

FIB 100, HD 300, Ins 150, Fin 13 

EO E1 Cll B14 A2 AO 
55.4 31.2 4.7 3.2 4.9 0.1 41 

Plaster 20, HD 300, Ins 125, FIB 100 
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In this appendix the verification studies results are presented in detail. A summary of the verifica

tion study data is given in tabular form. The symbols used in the table are: 

• MZ- Multi-zone simulation performed? (YIN) 

• GC- Building zone in ground contact? (YIN) 

• WO- Windows open during monitoring period? (YIN) 

• HG- Heat generation in building zone? (YIN) 

• FA -Floor area of building zone (m2) 

NO BUILDING LOCATION DATE MZ GC wo HG FA 
1 Experim1 Pretoria 07/06/82-13/06/82 N y N N 9 

2 Experim2 Pretoria 07/06/82-13/06/82 N y N N 9 

3 Experim3 Pretoria 07/06/82-13/06/82 N y N N 9 

4 Experim4 Pretoria 07/06/82-13/06/82 N y N N 9 

5 Experim1 Pretoria 26/07/82-01/08/82 N y N N 9 

6 Experim2 Pretoria 26/07/82-01/08/82 N y N N 9 

7 Experim3 Pretoria 26/07/82-01108/82 N y N N 9 

8 Experim4 Pretoria 26/07/82-01/08/82 N y N N 9 

9 Experim1 Pretoria 27/09/82-03/10/82 N y y N 9 

10 Experim2 Pretoria 27/09/82-03/10/82 N y y N 9 

11 Experim3 Pretoria 27/09/82-03/10/82 N y y N 9 

12 Experim4 Pretoria 27/09/82-03/10/82 N y y N 9 

13 Experim1 Pretoria 13/07/82-19/08/82 N y y N 9 

14 Experim2 Pretoria 13/07/82-19/08/82 N y y N 9 

15 Experim3 Pretoria 13/07/82-19/08/82 N y y N 9 

16 Experim4 Pretoria 13/07/82-19/08/82 N y y N 9 

17 Experiml Pretoria 14/02/83-20/02/83 N y y N 9 

18 Experim2 Pretoria 14/02/83-20/02/83 N y y N 9 

19 Experim3 Pretoria 14/02/83-20/02/83 N y y N 9 

20 Experim4 Pretoria 14/02/83-20/02/83 N y y N 9 

21 Experim1 Pretoria 18/04/84-26/04/84 N y y N 9 

22 Experim2 Pretoria 18/04/84-26/04/84 N y y N 9 

23 Experim4 Pretoria 18/04/84-26/04/84 N y y N 9 

24 Experim4 Pretoria 10/02/86-16/02/86 N y y y 9 

25 Experim1 Pretoria 01111/90-03/11190 N y y y 9 

26 Bedroom I Verwoerdburg 18/08/86-24/08/86 N y N N 11 

27 Bedroom! Verwoerdburg 04/08/86-10/08/86 N y N N 1I 

28 Bedroom I Verwoerdburg 21110/85-27/10/85 N y y N II 

29 Bedroom I Verwoerdburg 25/11185-01112/85 N y y N 11 

30 Bedroom1 Verwoerdburg 04/11/85-17/11/85 N y y N II 

31 Bedroom! Verwoerdburg 21/07/86-27/07/86 N y y y 1I 

32 Bedroom2 Wingate Park 31110/90-01111190 y y N y 11 

33 Bedroom3 Moreleta Park 20/10/90-21/10/90 y N N y 8 

34 Bathroom Faerie Glen 1911 0/90-21110/90 y y N y 4 
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35 Dormitl Negev Desert 11107/88-16/07/88 N y N N 23 
36 Dormit1 Negev Desert 25/07/88-01108/88 N y NY N 23 
37 Dormitl Negev Desert 01/08/88-08/08/8 8 N y y N 23 
38 Dormit2 Negev Desert 11107/88-16/07/88 N y N N 23 
39 Dormit2 Negev Desert 25/07/88-01/08/88 N y NY N 23 
40 Dormit2 Negev Desert 01108/88-08/08/88 N y y N 23 
41 Prefab Negev Desert 11107/88-16/07/88 N y N N 13 

42 Prefab Negev Desert 25/07/88-01/08/88 N y NY N 13 

43 Prefab Negev Desert 01108/88-08/08/88 N y y N 13 

44 Garage Verwoerdburg 27/01186-02/02/86 N y N N 18 

45 Garage Verwoerdburg 03/02/86-09/02/86 y y y y 18 

46 Shop Verwoerdburg 04/08/86-10/08/86 N y N N 102 

47 Shop Verwoerdburg 21107/86-27/07/86 N y y N 102 

48 Shop Verwoerdburg 27/01/86-16/02/86 y y y y 102 

49 Schooll Menlo Park 20/07/87-26/07/87 N N N N 58 

50 Schooll Menlo Park 13/07/87-19/07/87 N N y N 58 

51 School2 The Willows 17/02/90-18/02/90 N y y N 51 

52 Store1 The Willows 20/10/90-23/10/90 y y N y 13 

53 Store2 Volksrust 29/06/87-04/07/87 N y y N 763 

54 Studio Brooklyn 09111191-10/09/91 N y N N 340 

55 Church Arcadia 18/03/90-18/03/90 N y NY y 200 

56 Factory Groenkloof 11111/85-24111/85 N y NY N 7755 

57 Office1 CSIR Pretoria 09/04/84-15/04/84 N N N N 14 

58 Office1 CSIR Pretoria 02/04/84-08/04/84 N N y N 14 

59 Office2 G H Marais 06/05/89-07/05/89 N N N N 34 

60 Office3 G H Marais 06/05/89-07/05/89 N N N N 17 

61 Office3 G H Marais 18/04/90-20/04/90 N N N y 17 

62 Office4 G H Marais 06/05/89-07/05/89 N N N N 12 

63 OfficeS Cent. Gov. Off 18/02/89-21/02/89 N N N y 29 

64 Office6 Liberty Life 26/01188-31/01/88 N N N y 22 

65 Office7 Poyntons 12/04/89-16/04/89 N N N N 21 

66 OfficeS UNISA Pretoria 11104/89-14/04/89 N N N N 14 

67 Office9 Eng. Block 20/10/90-21110/90 y N N y 18 

68 Office10 Eng. Block 20110/90-21/10/90 y N N y 21 

69 Office11 J G Strijdom 20/10/90-21/10/90 y N N y 10 

70 Office12 J G Strijdom 20110/90-21110/90 y N N y 14 

71 Lightweight Negev Desert 18/08/92-25/08/92 N N y N 45.9 

72 Heavyweight Negev Desert 18/08/92-25/08/92 N y y N 9.7 

73 Lightweight Negev Desert 24/08/92-30/08/92 N N y N 45.9 

74 Heavyweight Negev Desert 24/08/92-30/08/92 N y NY N 9.7 

75 Room 1-91 Pretoria 20/02/96-23/02/96 y y N y 14.6 

76 Room 1-90 Pretoria 20/02/96-23/02/96 y y N y 14.6 

77 Room 1-94 Pretoria 20/02/96-23/02/96 y y N y 43.1 

78 Room 1-93 Pretoria 20/02/96-23/02/96 y y N y 33.2 

79 Room 1-79 Pretoria 23/02/96-27/02/96 y y N y 8.2 

80 Room 1-80 Pretoria 23/02/96-27/02/96 y y N y 8.2 

81 Room 1-82 Pretoria 23/02/96-27/02/96 y y N y 9.9 

82 Room 1-83 Pretoria 23/02/96-27/02/96 y y N y 14.5 
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83 Room 1-122 Pretoria 30109196-03110196 y y N y 31.6 
84 Room 1-123 Pretoria 30109196-03110196 y y N y 31.6 
85 Room 1-125 Pretoria 0311 0196-07 I 10196 y y N y 8.3 
86 Room 1-126 Pretoria 03110196-07 I 10196 y y N y 8.3 
87 Room 1-127 Pretoria 0311 0196-07 I 10196 y y N y 16.7 

88 Room 1-141 Pretoria 0 1103196-05103196 y y N y 18.8 

89 Room 1-142 Pretoria 01103196-05103196 y y N y 18.8 

90 Room 1-143 Pretoria 01103196-05103196 y y N y 18.8 

91 Room 1-145 Pretoria 0 1103196-05103196 y y N y 18.8 

92 Room 1-7 Pretoria 12103196-15103196 y y N y 27.0 

93 Room 1-7 Pretoria 15103196-18103196 y y N y 27.0 

94 Room 1-9 Pretoria 12103196-15103196 y y N y 30.5 

95 Room 1-9 Pretoria 15103196-18103196 y y N y 30.5 

96 Sasol-e Secunda 09109195-15109195 y N y y 683.9 

97 Sasol-f Secunda 23109195-29109195 N y y y 135.7 

98 Sasol-n Secunda 16109195-22109195 y y y y 911.8 

99 Sasol-n Secunda 09109195-15109195 y N y y 911.8 

100 Sasol-s Secunda 16109195-22109195 y y y y 911.8 

101 Sasol-s Secunda 09109195-15109195 y N y y 911.8 

102 Sasol-w Secunda 16109195-22109195 y y y y 683.9 

103 Sasol-w Secunda 09109195-15109195 y N y y 683.9 
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Study 1 

Inside air temperatures 
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Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 11.3 11.96 13 14.0 13.02 

2 10.9 11.51 14 14.4 13.60 

3 10.5 11.04 15 14.9 14.10 

4 10.1 10.55 16 15.1 14.40 

5 9.7 10.12 17 14.9 14.61 

6 9.4 9.70 18 14.0 14.30 

7 9.0 9.26 19 13.4 14.08 

8 9.3 9.30 20 13.2 13.82 

9 10.4 9.90 21 12.8 13.49 

10 11.7 10.69 22 12.5 13.15 

11 12.7 11.52 23 12.2 12.78 

12 13.5 12.31 24 11.9 12.39 
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Study 2 

Inside air temperatures 
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Hour Measured Predicted Hour Measured Predicted 

1 11.5 11.96 13 13.6 13.02 

2 11.1 11.51 14 14.0 13.60 

3 10.7 11.04 15 14.4 14.10 

4 10.4 10.55 16 14.6 14.40 

5 10.0 10.12 17 14.5 14.61 

6 9.5 9.70 18 14.0 14.30 

7 9.2 9.26 19 13.5 14.08 

8 9.4 9.30 20 13.2 13.82 

9 10.1 9.90 21 12.9 13.49 

10 11.2 10.69 22 12.6 13.15 

11 12.2 11.52 23 12.2 12.78 

12 12.9 12.31 24 11.9 12.39 
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Study 3 

Inside air temperatures 

45,-------------------------~ 

40 ------ ------ ----- ----- -- --
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0 4 8 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 12.3 12.06 13 15.0 15.84 

2 11.9 11.53 14 15A 16A6 

3 11.5 10.99 15 15.8 16.80 

4 11.1 10A3 16 16.0 16.66 

5 10.7 9.96 17 15.6 16A3 

6 10.3 9A9 18 15.3 15A1 

7 10.0 9.01 19 14.8 14.89 

8 10.2 9.33 20 14A 14A5 

9 11.1 10.61 21 14.2 13.97 

10 12A 12.14 22 13.8 13.52 

11 13.7 13.58 23 13.3 13.05 

12 14A 14.87 24 12.9 12.58 

Error distribution 
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Study 4 

Inside air temperatures 
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Hour Measured Predicted Hour Measured Predicted 

1 13.7 13.16 13 14.2 13.33 

2 13.3 12.70 14 14.6 14.05 

3 12.9 12.21 15 15.1 14.72 

4 12.5 11.71 16 15.3 15.21 

5 12.1 11.24 17 15.4 15.65 

6 11.7 10.77 18 15.3 15.36 

7 11.3 10.30 19 15.2 15.23 

8 11.5 10.23 20 15.1 15.03 

9 11.8 10.59 21 15.0 14.74 

10 12.4 11.15 22 14.8 14.40 

11 13.4 11.82 23 14.4 14.02 

12 13.8 12.58 24 14.2 13.61 
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Study 5 

Inside air temperatures 
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1 13.3 14.91 13 17.0 

2 12.9 14.55 14 17.2 

3 12.5 14.18 15 17.5 

4 12.0 13.80 16 17.6 

5 11.5 13.46 17 17.3 

6 11.1 13.05 18 16.4 

7 10.8 12.63 19 15.7 

8 11.1 12.90 20 15.3 

9 12.2 13.68 21 15.0 

10 13.5 14.71 22 14.6 

11 15.0 15.79 23 14.2 

12 16.2 16.72 24 13.8 
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Study 6 

Inside air temperatures 
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1 13.2 14.77 13 15.8 16.09 

2 12.9 14.42 14 16.2 16.56 

3 12.5 14.07 15 16.6 17.01 

4 12.3 13.71 16 16.9 17.26 

5 11.7 13.37 17 16.6 17.38 

6 11.3 12.99 18 16.1 17.00 

7 10.9 12.59 19 15.4 16.73 

8 10.8 12.70 20 15.1 16.47 

9 11.4 13.20 21 14.9 16.13 

10 12.3 13.91 22 14.5 15.81 

11 13.4 14.70 23 14.1 15.46 
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Study 7 

Inside air temperatures 
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1 13.4 14.91 13 16.9 

2 13.0 14.55 14 17.2 

3 12.6 14.18 15 17.5 

4 12.2 13.80 16 17.6 

5 11.7 13.45 17 17.4 

6 11.3 13.05 18 16.5 

7 10.9 12.63 19 16.0 

8 11.1 12.86 20 15.6 

9 12.1 13.63 21 15.2 

10 13.3 14.67 22 14.7 

11 14.9 15.77 23 14.4 

12 16.2 16.73 24 13.9 
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Study 8 

Inside air temperatures 
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1 15.5 15.85 13 16.9 15.63 

2 15.1 15.48 14 17.1 16.20 

3 14.7 15.10 15 17.5 16.80 

4 14.3 14.72 16 17.7 17.29 

5 14.0 14.36 17 17.9 17.68 

6 13.6 13.97 18 17.6 17.65 

7 13.2 13.56 19 17.5 17.60 

8 13.3 13.49 20 17.4 17.47 

9 13.8 13.64 21 17.2 17.21 

10 14.5 13.97 22 16.9 16.92 

11 15.4 14.46 23 16.6 16.58 
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Study 9 

Inside air temperatures 
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2 21.7 20.43 14 25.3 

3 21.2 19.82 15 26.1 

4 20.7 19.23 16 26.3 

5 20.3 18.63 17 26.3 

6 20.1 18.16 18 25.9 

7 19.4 18.29 19 25.5 

8 19.5 19.51 20 24.9 

9 20.7 20.47 21 24.4 

10 21.8 21.43 22 24.1 

11 23.2 22.50 23 23.7 

12 23.7 23.44 24 23.1 
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Study 10 

Inside air temperatures 

45,-------------------------~ 

40 --------- -- - -- --

35 - - - - - -

u3o 
2......25. 
~ 
~ 20 
i::l 
815 
C1.l 

E-< 10 

5 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

() +-------------------1 
-5T-~~-r-r-+~~-r-+-+-~~ 

() 4 8 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 20.4 21.76 13 24.7 24.60 

2 20.0 21.05 14 25.7 25.36 

3 19.5 20.44 15 26.0 25.43 

4 19.2 19.83 16 25.8 25.57 

5 18.4 19.29 17 25.6 25.54 

6 17.8 18.86 18 25.1 25.04 

7 17.6 18.79 19 24.0 25.01 

8 18.8 19.88 20 23.5 24.39 

9 19.8 20.75 21 23.1 23.52 

10 21.1 21.70 22 22.4 23.29 

11 22.4 22.76 23 21.8 22.76 

12 23.7 23.63 24 21.3 22.17 

Error distribution 

100 

90 --------

80 --------
C1.l 

r- -- + u 
1::1 70 
~ 
;:j 60 

·-·-
u 
u 
0 
C1.l 50 -I 
> 

I ;i;~ -·~ 40 ;:; ,.,..,., s 30 
;:j 

u ---
20 

10 

() 
0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 11 

Inside air temperatures 

45,-------------------------~ 

40 ------- -- -- - ------------- - --- --

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

[)30 

~25 
~ 20 
1il 
81s 
II) 

f-< 10 

5 - - - - - - - - - - - - - - - - - - - - - -

Ot-------------------------------1 

-5-t--+--r-b-+_,--~+-+-~~-+-----1 

0 8 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 21.7 21.39 13 24.4 24.50 

2 20.8 20.76 14 25.4 25.26 

3 20.7 20.11 15 25.8 25.35 

4 20.2 19.53 16 25.6 25.49 

5 19.5 18.97 17 25.5 25.44 

6 18.8 18.54 18 25.0 24.95 

7 18.9 18.59 19 24.3 24.65 

8 19.6 19.66 20 23.9 24.09 

9 20.5 20.60 21 23.6 23.30 

10 21.4 21.55 22 23.2 22.99 

11 22.5 22.62 23 22.7 22.44 

12 23.4 23.53 24 22.1 21.87 

Error distribution 

100 ... 

90 --- -1·· -- . -
r- I· 

80 
II) 
(.) .. ··:·-
~ 70 --
II) 

t:: 
;:I 60 (.) 
(.) 
0 
II) 50 
> I ·.;::: 
o:! 40 

] 30 . ;:I ... 

u 
20 ... 

10 

() 
0.5 L5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 12 

Inside air temperatures 

45,-------------------------~ 

40 ---- --- --- - --- --- - -- ---------- - -

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - -

u3o 
~25-
~ 20 
~ s-1s 
Q) 

E--<10 

5 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

0+-------------------------~ 

-5+-+-4-~-r-+~~--r-+-+-+-~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 21.7 22.24 13 24.4 

2 20.8 21.58 14 25.4 

3 20.7 20.90 15 25.8 

4 20.2 20.29 16 25.6 

5 19.5 19.70 17 25.5 

6 18.8 19.25 18 25.0 

7 18.9 19.18 19 24.3 

8 19.6 20.00 20 23.9 

9 20.5 20.55 21 23.6 

10 21.4 21.16 22 23.2 

11 22.5 22.02 23 22.7 

12 23.4 22.82 24 22.1 

Error distribution 

100 

90 

80 
Q) 
u 
1::: 70 
~ 
::l 60 u 
u 
0 
Q) 50 
;> 

·_p 
40 o:l 

::; 
s 30 
::l 
u 

20 

10 

() 

0.5 1.5 2 2.5 3 3.5 4 
Error [0 C] 

180 

Outside 

Measured 

Predicted 

Predicted 

23.84 

24.73 

25.07 

25.54 

25.83 

25.74 

25.63 

25.05 

24.16 

23.90 

23.35 

22.75 
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APPENDIX B. VERIFICATION STUDIES 

Study 13 

Inside air temperatures 

45,-------------------------~ 

40 ------- - - -- - ---- --------- - - -- --

35 

u3o 
~25- -

~ 20 
<1.l 

815 
<1.l 

E-< 10 -- - --- ---- --

0+----------------1 
-5+-+-~,_-r~-r-+-+-+_,~~ 

() 4 8 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 20.4 21.74 13 24.8 25.23 

2 19.9 21.06 14 25.2 25.82 

3 19.3 20.49 15 25.9 26.24 

4 18.8 20.03 16 26.1 26.18 

5 18.5 19.45 17 26.1 26.02 

6 18.0 18.77 18 25.4 25.51 

7 17.5 18.71 19 24.3 24.98 

8 18.2 20.07 20 23.6 24.44 

9 19.3 20.85 21 23.0 24.00 

10 20.8 22.19 22 22.5 23.58 

11 22.2 23.35 23 22.1 23.06 

12 23.5 24.49 24 21.5 22.47 

Error distribution 

100 

90 - - - - - - - -r-'" 

'''" 
80 

<1.l 
u 
!=: 70 
~ 
;:I 60 u 
u ,-:--0 
<1.l 50 
;> ·.g 40-

] 30 
;:I 
u 

[l 
20 ... --

10 :: 

0 
0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 14 

Inside air temperatures 

45~------------------------~ 

40 ------------ ----

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

[)30 

~25 
~ 20 
Q) 

815 
Q) 

E-< 10 

5 - - - - - - - - - - - - - - - - - - - - - - - -

or-------------------------~ 

-ST-+-~-r-r-+~~--~~+-+-~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 
1 20.6 21.71 13 24.0 

2 20.2 21.01 14 24.7 

3 19.7 20.41 15 25.3 

4 19.2 19.96 16 25.5 

5 19.1 19.34 17 25.4 

6 18.4 18.68 18 24.9 

7 17.9 18.62 19 24.2 

8 18.4 19.99 20 23.5 

9 19.2 20.83 21 23.1 

10 20.5 22.17 22 22.7 

11 21.8 23.34 23 22.2 

12 23.0 24.49 24 21.6 

Error distribution 

100 

90 -----------

r:-
80 --------

Q) 
<..) 
Q 70 Q) 

t:: .,......,..., 

;:I 60 <..) 
<..) 
0 
Q) 50 
;> ·-g 40 
;:; 
s 30 
;:I 
u 

20 

10 h-

Outside 

Measured 

Predicted 

Predicted 

25.25 

25.84 

26.27 

26.21 

26.08 

25.55 

25.00 

24.46 

23.99 

23.56 

23.04 

22.45 

0 
0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 15 

Inside air temperatures 

45,-----------------------~ 

40 ---- -- ------ - - - ------ - - -- -- --- --

35 - - - - - - - - - - - - - - - - -

[)30 

~25 
;::l 
'i;i 20 
~ 

81s 
<!) 

E-< 10 

5 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

or-----------------------~ 

-ST-+-+-~~~~-+-+-+-4~~ 

() 4 8 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 21.4 21.73 13 24.8 25.11 

2 20.7 21.09 14 25.8 25.68 

3 20.2 20.50 15 26.2 26.08 

4 19.6 20.06 16 26.5 26.00 

5 19.3 19.49 17 26.6 25.83 

6 18.7 18.83 18 26.0 25.35 

7 18.5 18.71 19 25.2 24.87 

8 18.9 19.95 20 24.6 24.33 

9 19.7 20.83 21 24.0 23.92 

10 21.0 22.13 22 23.6 23.50 

11 22.4 23.26 23 22.9 23.02 

12 23.5 24.38 24 22.2 22.47 

Error distribution 

100 

90 --------,-

80 
<!) 
(.) ' 

!:: 70 - -! 
~ r I ;::l 60 (.) 
(.) 
0 
<!) 50 
:> ·.g 40 
'5 ... 

s 30 
;::l 

u 
20 

10 

() 

0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 

183 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



APPENDIX B. VERIFICATION STUDIES 

Study 16 

Inside air temperatures 

45~----------------------~ 

40 ---- ---- - ------- - - -

35 

[)30 

~25 
~ 20 
1i:l 8' 15 ---
C1) 

E-< 10 ----- -- - -- - ------------ --- ----- -

5 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

OT-------------------------~ 

-5T-+-,_~-r-+~~--~~+-~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 22.0 22.47 13 24.4 

2 21.5 21.79 14 25.0 

3 20.9 21.20 15 25.8 

4 20.7 20.68 16 26.1 

5 20.3 20.08 17 26.2 

6 19.7 19.41 18 26.0 

7 19.3 19.24 19 25.8 

8 20.0 20.18 20 25.4 

9 20.6 20.77 21 24.8 

10 21.6 21.75 22 24.5 

11 22.5 22.66 23 23.6 

12 23.5 23.65 24 22.9 

Error distribution 

100 

90 

80 
C1) 
(.) 

1=1 70 
~ 
::s 60 (.) 
(.) 
0 
C1) 50 
> 

'.;:l 
40 ro 

"5 s 30 ::s 
u 

20 

10 

0 
0.5 1.5 2 2.5 3 3.5 4 

Error [0 C] 

184 

Outside 

Measured 

Predicted 

Predicted 

24.37 

25.15 

25.72 

25.94 

26.12 

26.01 

25.65 

25.14 

24.72 

24.28 

23.79 

23.21 
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APPENDIX B. VERIFICATION STUDIES 

Study 17 

Inside air temperatures 

45,-----------------------~ 

40 -------------

35 - - - - -

[)30 

~25 
~ 20 

~15 
<I) 

E-<1() 

5 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

0 t----------------1 

-5+-+-~-r~-+-+~-~r-+-+----1 

0 4 12 16 20 24 
Time of day [h) 

Hour Measured Predicted Hour Measured 

1 20.7 22.20 13 25.9 

2 20.4 21.31 14 26.7 

3 19.6 20.95 15 27.2 

4 19.2 20.60 16 27.7 

5 18.8 20.28 17 27.6 

6 18.4 19.92 18 27.0 

7 19.0 19.89 19 25.6 

8 20.2 20.85 20 25.1 

9 21.2 21.82 21 24.4 

10 22.5 22.73 22 23.6 

11 23.7 24.00 23 22.9 

12 25.0 25.15 24 22.0 

Error distribution 

100 

90 ------- _r--

80 
<I) 
u 
1:::1 70 
~ 
;:j 60 u 
u 
0 

50 <I) 

-
;> 

·.g 40 
'5 

. 

I 
E 30 
;:j 

u 
20 

10 ... 

Outside 

Measured 

Predicted 

Predicted 

26.20 

26.90 

27.59 

27.97 

27.97 

27.64 

26.91 

26.27 

25.63 

24.81 

24.10 

23.36 

0 
1.5 0.5 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 

185 
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APPENDIX B. VERIFICATION STUDIES 

Study 18 

Inside air temperatures 

45,-------------------------~ 

40 - -- --- --- ----- ------- - ----- ---

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

[)30 

~25 

~ 20 
~ 
ft15 
Cl.l 

E-< 10 

5 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

0 +--------------------------~ 

-5+-+-~~-r~-r-+-+-+-1~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 21.7 22.16 13 24.8 26.21 

2 21.3 21.29 14 25.6 26.92 

3 20.9 20.90 15 26.2 27_60 

4 20.3 20_54 16 26.5 28.00 

5 20.0 20.20 17 26.7 27.98 

6 19_6 19.83 18 26.6 27.65 

7 19.6 19-82 19 25.6 26.91 

8 20.2 20.83 20 25.2 26.26 

9 21.0 21.81 21 24.5 25.63 

10 21.7 22.73 22 23.9 24.80 

11 22.7 24.00 23 23.2 24.09 

12 23.7 25.16 24 22.9 23.34 

Error distribution 

100 
-

90 

80 -
Cl.l 
u 
-= 70 Cl.l 
t:: 
;:::l 60 u 
u 
0 
Cl.l 50 - -c=- I 
~ 
-~ 40 
"5 s 30 
;:::l 

r- ! 

u 
20 

10 I 
0 

0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 19 

Inside air temperatures 

45,-------------------------

40 ------- - - - --

35 - - - - - - - - - - - - - - - - - - - - - - - - - - -

[)30 

~25 
~ 20 
<!.) 

a's 
<!.) 

E-<10 

5 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

0+--------------------------1 

-5-t--+-~~~~~-+-+-+-1~--1 

0 4 8 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 22.1 22.33 13 25.7 26.08 

2 21.9 21.47 14 26.6 26.77 

3 21.2 21.09 15 27.0 27.43 

4 20.8 20.73 16 27.4 27.80 

5 20.5 20.38 17 27.3 27.80 

6 20.1 20.01 18 26.8 27.51 

7 20.3 19.97 19 25.9 26.82 

8 21.1 20.90 20 25.4 26.22 

9 21.9 21.84 21 24.8 25.63 

10 22.7 22.72 22 24.2 24.85 

11 23.8 23.93 23 23.6 24.17 

12 24.7 25.06 24 23.0 23.46 

Error distribution 

100 

90 

80 
<!.) 
u 
1: 70 r-,-, 
<!.) 

!::: 
;:l 60 u 
u 
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<!.) 50 
> ·:g 40 
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;:l 
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20 

10 

0 
0.5 1.5 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 20 

Inside air temperatures 

45,-----------------------~ 

40 ----- - ------

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

[)30 

2.....25 
~ 

~ 20 
~ 
815--
<l.l 

f-.; 10 ------------------- - --- -- ----

5 --------------------------------

0+-----------------------~ 

-5+-+-+-~~~~-+-+-+-4~~ 

0 4 8 12 16 20 24 
Time of day [h) 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 21.1 22.44 13 26.0 25.84 

2 20.7 21.56 14 26.8 26.55 

3 20.1 21.22 15 27.3 27.31 

4 19.5 20.93 16 27.7 27.75 

5 19.3 20.61 17 27.5 27.81 

6 19.3 20.25 18 27.0 27.57 

7 19.9 20.18 19 25.9 26.92 

8 21.0 21.03 20 25.3 26.35 

9 21.9 21.85 21 24.7 25.74 

10 22.7 22.61 22 24.0 24.95 

11 23.9 23.75 23 23.4 24.26 

12 24.8 24.83 24 22.5 23.56 

Error distribution 

100 

90 

80 
<l.l 
u 
0 70 <l.l 
t:: 
;:::l 60 u 
u 
0 
<l.l 50 
> 
·~ 40 
~ s 30 
;:::l 
u 

20 

10 

0 
0.5 1.5 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 21 

Inside air temperatures 

45,-----------------------~ 

40 - --- ----- --- ------ ----------- --

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

[)30 

~25-
~ 20 
~ 

815 
(1) 

E-<1() 

5 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

Ot-------------------------1 

-5-t--+-~~-r-b-+-+-+~_,~---1 

() 4 X 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 17.4 17.13 13 22.6 

2 17.2 16.73 14 23.4 

3 16.6 16.10 15 23.6 

4 16.3 15.57 16 23.6 

5 15.8 14.94 17 22.9 

6 15.4 14.38 18 22.0 

7 15.2 14.25 19 21.5 

8 15.8 15.48 20 20.8 

9 16.8 16.92 21 20.0 

10 18.7 18.23 22 19.2 

11 20.0 19.52 23 18.8 

12 21.4 20.68 24 18.2 

Error distribution 

100 

90 --- _,...--._-

xo ----
(1) 
u 
.::: 70 (1) 

!:: 
- cc-::l 60 u 

u 
' 0 

(1) 50 C'"""' -
;> 
·~ 40 
'5 s 30 
::l 

-I 

u 
20 

10 

Outside 

Measured 

Predicted 

Predicted 

21.69 

22.31 

22.72 

23.00 

22.84 

21.81 

21.09 

20.26 

19.51 

18.92 

18.25 

17.81 

0 
0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

ElTOf [ 0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 22 

Inside air temperatures 

45,-----------------------~ 

40 ------- ---- ---

35 - - - - - - - - - - - - - - - - -

[)30 

~25 
~ 20 
<U 

81s 
<U 
E-<]() 

5 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

O-t-------------------------1 

-5+-+-,_~-r-r-r-+-+~_,~~ 

Hour 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

<U 
(.) 

90 

80 

5 70 
t:: 
S 6o 
(.) 
0 
<U 50 
;> 

·~ 40 
~ 
§ 30 
u 

20 

0 4 

Measured 

16.9 

16.7 

16.2 

15.8 

15.5 

15.1 

15.1 

15.3 

16.1 

17.1 

18.5 

19.6 

8 12 16 20 24 
Time of day [h] 

Predicted Hour Measured 

16.09 13 20.5 

15.78 14 21.3 

15.24 15 22.0 

14.80 16 22.0 

14.24 17 22.0 

13.75 18 21.5 

13.67 19 20.4 

14.88 20 19.8 

16.04 21 19.1 

17.19 22 18.5 

18.35 23 18.1 

19.37 24 17.5 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

20.23 

20.77 

21.14 

21.38 

21.12 

20.16 

19.44 

18.69 

18.05 

17.56 

17.01 

16.67 

10 

o-l--L-::.J.+L.:..J_-¥----'Y-1-.:..1-P-...:J.+LC._L-P----'+J...--.L+'--'---~-'----'--~ 

1.5 2 2.5 3 3.5 4 0.5 
Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 23 

Inside air temperatures 

45r-----------------------~ 

40 ----------------

35 - - - - - -- - - - - - - - - - - - - - - - -- - - - - - - - -

{]30 

L25 

~ 
~ 20 
as 
8rs 
Q) 

E-< 10 

5 ------------------

0+--------------------------
-5+-+-,_~-r~-r-+-+-+-4_,~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 17.6 17.24 13 21.8 

2 17.3 16.83 14 22.7 

3 16.8 16.22 15 23.3 

4 16.3 15.67 16 23.4 

5 15.7 14.95 17 23.3 

6 15.4 14.32 18 22.6 

7 15.4 14.25 19 21.9 

8 16.6 15.35 20 21.1 

9 17.9 16.15 21 20.6 

10 19.0 16.87 22 19.9 

11 19.9 17.67 23 18.8 

12 20.9 18.74 24 18.5 

Error distribution 

90 - - - - - - - - - - - - - - -

so - - - - - - - - - - - "r"-' -
Q) 

u 
,----- -~ 70 Q) 

t : 
- ·::···-

;::l 60 
··. 

u 
u 

I'" 0 
50 Q) 

:> .. 

·~ 40 
;:; .... 

. ... : s 30 r=c·· ':'- : 
;::l 

-- ... -

u 
20 

10 1::: 

Outside 

Measured 

Predicted 

Predicted 

19.69 

20.57 

21.42 

22.18 

22.68 

22.26 

21.63 

20.70 

19.83 

19.19 

18.48 

18.05 

0 _j_L.J+L.:..:l-j-L..:..i+l.:.....:J4-l--'--4__.t;__Y-L-'--Y...L...:..Lt--L-----1...!f---'-::--Y 
1.5 2 2.5 3 3.5 4 4.5 5.0 0.5 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 24 

Inside air temperatures 

45,-----------------------~ 

40 -------------- ------------ - -----

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -- -

[)30 

~25 

~ 20 
1U 
~15 
r-<ro 

5 - - - -- - - - -- - - - - - -- - - - - - - - - - - - - - - -

0+-----------------------~ 

-5+-+-,_~~~-+~-4~r-~~ 

() 4 8 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 23.6 22.01 13 

2 23.2 21.35 14 

3 22.6 20.62 15 

4 22.0 20.12 16 

5 21.6 19.74 17 

6 21.3 19.29 18 

7 21.3 20.05 19 

8 22.2 26.62 20 

9 25.8 27.06 21 

10 27.5 28.07 22 

11 28.3 28.75 23 

12 29.1 29.77 24 

Error distribution 

90 - - - - - - - - - - - - - - -

80 - - - - - - - - - - - . - - -
<l.l 
(.) 

s:1 70-
t 
g 60 
(.) 
0 
<l.l 50 - -
> ·;g 
] 

::::s u 

40 

30 

20 

10 

() 

~ - - - ~ - -

0.5 1.5 2 2.5 3 3.5 
Error [0 C] 

30.5 30.88 

31.4 31.68 

32.5 32.67 

32.9 33.03 

31.1 27.79 

28.7 26.92 

27.4 25.63 

26.7 24.62 

26.1 24.18 

25.4 23.32 

25.1 22.98 

24.6 22.44 

4 4.5 5.0 
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APPENDIX B. VERIFICATION STUDIES 

Study 25 

Inside air temperatures 

45~----------------------~ 

40 

35 - - - - - - - - - -

[)30 

~25 
~ 20 
I!) 

815 
I!) 

t-< 10 

5 - - - - - - - - - - - - - - - - - - - - - - - -- - - - - - - -

or-----------------------~ 

-5r-+-1-~~~-+-+~~~~~ 

() 4 8 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 29.0 29.58 13 39.0 40.28 

2 28.3 28.95 14 40.0 41.08 

3 28.0 28.42 15 40.8 41.87 

4 27.5 27.82 16 41.0 42.19 

5 27.0 27.20 17 41.2 42.15 

6 26.5 26.63 18 41.5 41.97 

7 32.5 33.89 19 35.3 34.48 

8 34.0 35.09 20 34.0 33.32 

9 35.3 36.22 21 33.0 32.43 

10 36.5 37.24 22 32.0 31.56 

11 37.0 38.28 23 31.8 30.84 

12 38.0 39.31 24 30.8 29.96 

Error distribution 

100 

90 --------

80 --------
Ill .. 
u .. 
~ 70 
~ -,--,---: 

. .. 
::l 60 1-u 
u . 
0 
Ill 50 
> ·.r:: 40 o;j 

-- .. -

"5 .. ... 

~··· 
8 30 ---- -- .. 
;:l 

-,--,---: 
.. 

u 
20 

10 

() 

0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 26 

Inside air temperatures 

45.-----------------------~ 

40 ---------------------

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

[)30 

~25 
~ 20 
I-< 
Q) 

815 
Q) 

f--- 10 

0+-----------------------~ 

-5+-+-~~-r-+-+-+~--r-~~ 

0 4 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 17.6 16.56 13 19.2 18.79 

2 17.4 16.27 14 19.5 19.10 

3 17.0 15.99 15 19.8 19.12 

4 16.8 15.72 16 19.8 19.06 

5 16.5 15.46 17 19.7 18.88 

6 16.2 15.22 18 19.6 18.59 

7 16.2 15.02 19 19.3 18.34 

8 16.5 15.47 20 19.0 18.06 

9 17.1 16.10 21 18.7 17.77 

10 17.6 16.89 22 18.5 17.47 

11 18.3 17.67 23 18.2 17.16 

12 18.7 18.30 24 17.9 16.86 

Error distribution 

100 ':•j;· 

90 --------

xo - - - - - - - ~ 

Q) 
(_) :. 
.::: 70 
~ 
~ 60 (_) 
(_) 
0 
Q) 50 - - r:-'- -
;:. 

:· -~ 40 
~ s 30 ·:• ;:l 
u ... 

20 

10 n- . 

0 
2.5 3 3.5 4 4.5 5.0 0.5 1.5 2 
Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 27 

Inside air temperatures 

45~----------------------~ 

40 ---------.-- .. - .. - -.-- -.-- ... ---

35 . - - .. - - . - - - - - - - - - - - - . - - - - - . - - - - -

[)30 

L25 
e:! 
::I 
~ 20 
Q) 

815 
Q) 

(-< 10 

or---~-=~--------------~ 

-5r-~,_~-r~-+~_,--~r-~ 

0 4 s 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 16.2 15.66 13 20.1 18.66 

2 15.9 15.30 14 20.3 18.97 

3 15.6 14.96 15 20.3 19.10 

4 15.2 14.64 16 20.2 19.02 

5 14.9 14.32 17 19.9 18.81 

6 14.4 14.03 18 19.5 18.48 

7 14.2 13.91 19 19.1 18.10 

8 15.0 14.48 20 18.6 17.68 

9 16.3 15.41 21 18.2 17.25 

10 17.8 16.40 22 17.7 16.83 

11 18.7 17.31 23 17.4 16.42 

12 19.6 18.08 24 17.0 16.04 

Error distribution 

100 '~~ 

,.--: 

90 --------

Q) 
so - - - ~ - - - -

c.> c 70 
~ 
::I 60 -r--=---c.> 
(.) 

0 
Q) 50- .. -

> 
-~ 40 
"5 s 30 
::I I 
u 

20 lc:. ·::·· 

10 h--
() 

0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 
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Study 28 

Inside air temperatures 

45,-----------------------~ 

40 ----------------.--.--.------.--
Outside 

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - . 

Measured 

Predicted 

5 - - - -- - - - - - - - - - - - - - - - - - - . - - -- - - - -

0+-------------------~ 

-5+-+-4-~~-r-+-+~~--~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured Predicted 

1 22.8 22.46 13 26.4 25.58 

2 22.4 21.77 14 26.8 25.98 

3 21.8 21.35 15 26.7 26.37 

4 21.3 21.22 16 26.7 26.19 

5 21.2 20.50 17 26.6 25.93 

6 21.2 20.77 18 25.8 25.50 

7 21.2 21.13 19 25.4 24.91 

8 21.9 21.57 20 24.8 24.39 

9 23.0 22.42 21 24.2 23.92 

10 24.2 23.32 22 23.8 23.19 

11 25.3 24.13 23 23.3 22.73 

12 26.1 25.09 24 23.3 22.60 

Error distribution 

100 

90 -

80 ----
Q) 
(.) 

~ 70 Q) 

t 
;:l 60 (.) 
(.) 

0 
Q) 50 .. 
-~ 

~ 

40 
••• 

... -

~ 
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30 !·•; 
:::I . . .. 
u '· . --20 

10 

() 
3 3.5 4 4.5 5.0 0.5 1.5 2 2.5 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 29 

Inside air temperatures 

45,-----------------------~ 

40 --------------------------------

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

u3o 

~25 
::l 
~ 20-----
<1) 6 15 -- ---=-~~::C:..x 
<1) 

f-cl() 

0+--------------------------1 

-5+-+-,_~-r-r-+-4_,--~r-~ 

() 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 17.1 15.86 13 

2 16.7 15.53 14 

3 16.4 15.16 15 

4 15.9 14.79 16 

5 15.5 14.41 17 

6 15.6 14.15 18 

7 16.2 14.46 19 

8 16.9 15.32 20 

9 17.7 16.64 21 

10 18.3 17.66 22 

11 18.9 18.40 23 

12 19.3 19.15 24 

Error distribution 

l)() ------- _,---_ 

<1) 
0 

80 - - - - - - - -

:::: 70 --
t s 60 
g --:--
<1) 50 
::> 
-~ 40 -
-a ~ 
§ 30 
u 

20 

10 -1· 

0.5 

19.9 

20.1 

20.4 

20.3 

20.0 

19.7 

19.3 

18.9 

18.6 

18.5 

18.0 

17.3 

197 

Outside 

Measured 

Predicted 

Predicted 

19.73 

20.12 

20.66 

20.49 

20.19 

19.50 

18.86 

17.96 

17.61 

17.32 

16.67 

16.35 
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APPENDIX B. VERIFICATION STUDIES 

Study 30 

Inside air temperatures 

45,-----------------------~ 

40 ------- - - -----------------------

35 .. - - - - - - - - - - - - - - - -- - - - - - - - - - - - . -

[)30 

~25- -

~ 20 - ------~~-'!'/' 
Q) 

8' 15 
<1.) 

E--< 10 ... --.- .. --- ... -- --

5 . - - -- - - - - - - -- - .. - . - - - . - . - . -- .... 

0~----------------------~ 

-5~+-~,_~~-r-r-+-+-+~~ 

0 4 8 12 16 20 24 
Time of day [h) 

Hour Measured Predicted Hour Measured 

1 23.8 22.92 13 

2 23.3 22.23 14 

3 22.7 21.90 15 

4 22.2 21.23 16 

5 21.8 20.91 17 

6 21.6 20.81 18 

7 21.7 20.89 19 

8 23.0 24.02 20 

9 25.2 25.59 21 

10 27.3 26.70 22 

11 28.6 27.70 23 

12 29.8 28.78 24 

Error distribution 

90 . - - . - - - _,.---- -

80 . -----.-
Q) 
(J 

5 70 
!::: 
8 60-
(J 
0 
Q) 50 
> 
·~ 40-
~ s 30 
::::l 
u 

20 

10 

---

n . 

30.8 

31.8 

32.2 

32.2 

31.2 

29.6 

27.3 

26.1 

25.3 

24.7 

24.7 

24.1 

Outside 

Measured 

Predicted 

Predicted 

29.63 

30.49 

30.97 

31.18 

28.73 

27.79 

26.88 

25.91 

25.09 

24.37 

23.94 

23.47 

0 
0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 31 

Inside air temperatures 

45,-----------------------~ 

40 ---- ------------ - - - ------ -- - ----
Outside 

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

u3o Measured 

~25 Predicted 
::s e 20 
d) 

6 1s 
d) 

E-< 10 

-5+-+-~~~~-+-+-4~~~~ 

0 4 8 12 16 20 24 

Time of day [h] 

Hour Measured Predicted Hour Measured Predicted 

1 11.3 10.46 13 17.3 15.23 

2 10.9 9.72 14 17.4 15.93 

3 10.4 9.28 15 17.6 16.42 

4 9.9 8.71 16 17.5 16.38 

5 9.4 8.05 17 17.0 16.11 

6 9.1 7.57 18 16.2 15.04 

7 8.9 7.14 19 15.1 14.30 

8 10.3 8.35 20 14.7 13.82 

9 12.4 10.17 21 13_7 13.02 

10 14.4 11.60 22 12.9 12.23 

11 15.9 13.18 23 12.5 11.58 

12 16.7 14.32 24 12_1 11.10 

Error distribution 

100 .,---------------r.:--r-r:-:r,.,-~.,.,-,-n 

90 ----------.-.----. 

so - - ..... - - - - -..=,-,= -
d) 
u 
~ 70 

~ 60 
u 
0 
d) 50 
;> 

-~ 40 
§ 
§ 30 --- -~--
u 

20 

10 - - . -

,.,...,. .. ::. 

- !••• 

-- ··-·-

0 -l----+L:.l-J--L-4L....l-f--L....l..f-.L..:..:..Lf-L-----l...ot..1...-J....P'-"-f~-'-i 
1.5 2 2.5 3 3.5 4 4.5 5.0 0.5 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 32 

Inside air temperatures 

45,-----------------------~ 

40 --------------------------------

35 - - - - - - - - - - - - - -

[)30 -

~25 
::I 
~ 20 
Q) 

815 
Q) 

E-t 10 --------------------------------

5 - - - -- - - --- - - - - - - - - - - - - - - - - - - - - - -

0+-----------------------~ 

-5+-+-1-~~-+-+~~--r-~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 25.0 24.05 13 34.0 

2 24.5 23.64 14 34.5 

3 24.0 23.28 15 35.0 

4 23.8 22.96 16 35.0 

5 23.5 22.66 17 34.5 

6 23.0 22.40 18 34.0 

7 27.0 28.39 19 30.0 

8 28.5 29.04 20 28.3 

9 30.0 29.90 21 27.0 

10 31.8 30.89 22 26.8 

11 32.5 31.89 23 26.0 

12 33.5 32.80 24 25.5 

Error distribution 

90 - - - - - - - -

-
80 

Q) 
u 
0 70 t 
::I 60- --u 
u 
0 
Q) 50 
> 
·~ 40 .... 

;:; 
s 30 
::1 
u 

20 

10 n-

Outside 

Measured 

Predicted 

Predicted 

33.49 

33.91 

34.11 

34.06 

34.04 

33.97 

27.63 

26.87 

26.24 

25.64 

25.05 

24.53 

() 

0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 
Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 33 

Inside air temperatures 

45r-----------------------~ 

40 --------------------------------

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

u3o 
~25 
~ 20 
tl 
815 
<1.) 

E-< ]() 

0+------------------~ 

-5+--+-~~-r-+-+~_,--~~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 16.7 15.72 13 21.8 

2 16.2 15.24 14 22.6 

3 15.7 14.82 15 23.3 

4 15.2 14.42 16 23.9 

5 14.9 14.07 17 24.6 

6 14.5 13.78 18 24.9 

7 14.2 13.64 19 24.8 

8 16.3 19.28 20 22.4 

9 18.2 20.00 21 21.1 

10 18.8 20.72 22 20.7 

11 19.7 21.40 23 20.2 

12 20.8 22.06 24 18.4 

Error distribution 

100 

90 

<1.) 
u 
~ 70 <1.) 

t:: 
:::! 60 u 
u 
0 
<1.) 

> ·.g 40 
"5 s 30 
:::! 
u 

20 

10 

() 

0.5 1.5 2 2.5 3 3.5 4 

Error [0 C] 
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Outside 

Measured 

Predicted 

Predicted 

22.63 

23.12 

23.60 

24.11 

24.34 

24.29 

24.23 

18.63 

17.95 

17.34 

16.79 

16.24 
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APPENDIX B. VERIFICATION STUDIES 

Study 34 

Inside air temperatures 

45,-----------------------~ 

40 ------- ----- -------------- - - -- --

35 

[)30 

~25 
a 
C<l 20 -
1-. 
Q) 

8' 15 
Q) 

E-<IO 

() +-----------------

-5+-+-,_~-r-+-+~~--~~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 21.7 22.00 13 34.4 

2 21.0 21.01 14 35.1 

3 20.4 20.13 15 36.0 

4 19.6 19.31 16 36.3 

5 19.2 18.59 17 36.4 

6 20.3 17.99 18 35.1 

7 27.1 26.39 19 28.7 

8 28.3 28.49 20 27.2 

9 29.7 30.53 21 25.9 

10 30.9 32.32 22 25.0 

11 32.3 33.73 23 24.2 

12 33.3 34.83 24 23.9 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

35.88 

36.80 

37.58 

38.23 

38.62 

38.58 

29.89 

28.06 

26.60 

25.32 

24.19 

23.08 

100 .----------------.-:-r-~r-r....,.,---r-n 
.---- __,....,.. 

90 - - - - - - - - - - - -_::__.:_ - IrE.: 

Q) 
(.) 

80 - - - - - - . - - . -

~ 70 --t 
B 60 
g r--c-
Q) 50 
;;. 

·~ 40 
-s::l ... 
::l 30 r=-=-- -
U 20 , _I 

lO 

.... -

::' 

- .. - .. 

... 

() -l-L'-4.L.....J--f-L-'-4J_JLJ-L.if.L..:...Lf-L-Lf..L-.!..f--L~~.._, 
l.5 2 2.5 3 3.5 4 4.5 5.0 0.5 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 35 

Inside air temperatures 

45,---------------~------~ 

40 

35 - -- - - - - - - - - - - - - - - - - -

u3o 
~25 
~ e 20 ---
Q.) 

81s 
Q.) 

E-< 10 --------------------------------

5 - -- -- - - - -- - - - - - - - - - - - - -- - - - - - - - -

{) +-------------------------1 

-5+--+-+-+-+-~4-~4-~~~--1 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 30.3 30.02 13 29.4 

2 30.3 29.88 14 29.6 

3 29.9 29.74 15 29.8 

4 29.9 29.60 16 30.3 

5 29.7 29.44 17 30.5 

6 29.4 29.50 18 30.8 

7 29.3 29.47 19 30.8 

8 29.0 29.51 20 30.7 

9 28.9 29.62 21 30.6 

10 28.9 29.78 22 30.5 

11 28.9 29.97 23 30.3 

12 29.3 30.19 24 30.5 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

30.33 

30.50 

30.65 

30.74 

30.78 

30.78 

30.71 

30.61 

30.51 

30.40 

30.28 

30.15 

-100 .-----------r-c-,.-:r--,----:-r---r--r-T:-:-:cT----r--:--r-r.....,--.-"T"""t~ 
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Q.) 
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80 - - - -

~ 70 ,.-

B 6o 
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Q.) 50 
;> 
·~ 40 
"5 s 30 
~ 
u 

20 

10 

() 

0.5 

... 

1.5 2 2.5 3 3.5 4 4.5 5.0 
Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 36 

Inside air temperatures 

45,-----------------------~ 

40 ------- .... --.-.---------.----.-

35 

v3o 
~25- -

~ 20 
kl 
81s 
Q) 

f-. 10 - - . -- - - . 

5 - - - -- - - - - - - - -- - - - - - - - - - - - - - . - - -

() +-----~~----~----~---

-5+-+-1--r-r-+-+~~--~~~ 

() 4 R 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 28.2 28.46 13 28.6 29.56 

2 27.9 28.23 14 29.0 29.76 

3 27.6 28.01 15 29.2 29.94 

4 27.2 27.76 16 29.6 30.08 

5 27.0 27.56 17 29.8 30.16 

6 26.8 27.46 18 29.8 30.18 

7 26.8 27.43 19 29.8 30.15 

8 27.3 27.70 20 29.5 30.09 

9 27.6 28.68 21 29.1 29.19 

10 27.9 28.88 22 28.8 29.04 

11 28.1 29.11 23 28.7 28.79 

12 28.3 29.34 24 28.5 28.58 

Error distribution 

100 ...-----.--..,.----,-----r---r-....--r---:-:-r---r-.,..--r~---r-:-TI-:-:'Tl 

90 --.-.::....:.--. - '· - •.•. _ - .• 

so ---- ... : a) I· 
u 
== 70 ---- .... --
a) 

b .... 

::I 60 u ... 
u 
0 
a) 50 .......-::-: 
;> 

·.g 40 
] 

. 

30 .. -- --1 
::I 

-. 
u ... 

20 .. ·.-

10 .... · 

0 
2.5 3 3.5 4 4.5 5.0 0.5 1.5 2 
Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 37 

Inside air temperatures 

45~----------------------~ 

40 ---- ------- ---------- ---- - ... -.-

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - -

G3o 

~25 
:l e 20 
<1.) 

8" 15 
<1.) 

E-< 10 

5 - - - - - - - - -- - - - - - - - .. - - - . - - . - ... - -

0+-----------------------~ 

-5+-+-1-~~~-+-+-4~--~~ 

() 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 27.9 

2 27.7 

3 27.3 

4 27.2 

5 26.8 

6 26.8 

7 26.9 

8 27.4 

9 27.9 

10 28.2 

11 28.7 

12 29.3 

90 --- -~--

<1.) 
u 

80 - - - . 

~ 70 
t s 60-
g ,......,. 
<1.) 50 
> 
-~ 40 
"5 
§ 30 
u 

20 

10 

27.48 13 29.7 

27.21 14 30.2 

26.89 15 30.5 

26.67 16 30.8 

26.31 17 30.8 

26.04 18 30.5 

26.29 19 30.0 

26.77 20 29.6 

27.43 21 29.1 

28.03 22 28.8 

28.59 23 28.6 

29.15 24 28.3 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

29.94 

30.59 

31.08 

31.14 

30.90 

30.51 

29.12 

28.60 

28.00 

27.64 

27.77 

27.76 

() -W-:..:4-L-.l+L-4L.....J+L-4..L-JLf-L-4...1.-l....f-'--'-t...l.--'-i 
1.5 2 2.5 3 3.5 4 4.5 5.0 0.5 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 38 

Inside air temperatures 

45,-----------------------~ 

40 --------------------------------

35 - - - - - - - - - - - - - -

[)30 

~25-

~ 20 
Ill S' 15- - ' 
Ill 

E-< 10 - - - - - - - - - -

5 - - -- - - - - - - - - - -- - - - . - - - - - - - - - - - - -

0-t----------------------1 

-5+-+-~~-r~-+-+-4~--~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 30.1 29.82 13 29.8 29.95 

2 29.8 29.70 14 30.1 30.11 

3 29.6 29.58 15 30.3 30.19 

4 29.5 29.44 16 30.7 30.39 

5 29.2 29.30 17 30.8 30.46 

6 28.9 29.34 18 30.9 30.47 

7 28.8 29.30 19 30.8 30.41 

8 28.8 29.30 20 30.5 30.33 

9 28.8 29.37 21 30.4 30.24 

10 28.8 29.48 22 30.4 30.15 

11 28.9 29.64 23 30.1 30.05 

12 29.3 29.83 24 30.3 29.94 

Error distribution 
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APPENDIX B. VERIFICATION STUDIES 

Study 39 

Inside air temperatures 

45r-----------------------~ 

40 --------------------------- -

35 

[)30 

~25- ------

.g 20 
ill 
815--- __ .. ___ . 

CLl 
E-< 10 ---------------------------

5 - - - --- - - --- - - - - - -- - - - - -- - - - - - - - -

or-----------------------~ 

-ST-+-,_-r-r-+-+~-4--r-~~ 

() 4 8 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 27.8 27.81 13 28.9 28.96 

2 26.8 27.60 14 29.3 29.19 

3 26.5 27.35 15 29.7 29.41 

4 26.2 27.04 16 29.9 29.60 

5 26.2 26.80 17 30.2 29.73 

6 26.2 26.65 18 30.3 29.77 

7 26.3 26.65 19 30.1 29.75 

8 27.0 27.09 20 28.8 29.71 

9 27.4 28.05 21 28.3 27.78 

10 27.8 28.24 22 28.3 27.76 

11 28.0 28.48 23 28.3 27.60 

12 28.3 28.71 24 28.2 27.71 

Error distribution 
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90 

80 ----
CLl 
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() 
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APPENDIX B. VERIFICATION STUDIES 

Study 40 

Inside air temperatures 

45,-----------------------~ 

40 --------------------------------

35 - - - - - - - - - - - - - - - - - - - - - - - - - - -

G3o 
~25 
;::l 
~ 20 
1-< 
<U 8' 15 
<U 

f:-< 10 

5 - - - - - - - - - - - - - -- - - - - - - --- - - - - -- - -

0+----------------------1 

-5t-+-~~-r-+-+-+-4~r-~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 27.1 27.25 13 29.4 29.44 

2 26.9 26.99 14 29.8 30.11 

3 26.7 26.66 15 30.3 30.63 

4 26.2 26.48 16 30.5 30.71 

5 26.1 26.10 17 30.0 30.61 

6 25.8 25.86 18 29.4 30.24 

7 26.1 26.04 19 28.6 28.88 

8 26.4 26.48 20 27.3 28.36 

9 26.8 27.04 21 27.1 27.77 

10 27.3 27.56 22 26.8 27.42 

11 27.9 28.13 23 27.0 27.55 

12 28.7 28.66 24 27.3 27.53 

Error distribution 
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Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 41 

Inside air temperatures 

45,-----------------------~ 

40 ------ --- ....... --.---------. ---

35 

0'30 

~25 
I-< 

~ 20 
Q) 

815 
Q) 

E-< 10 

5 - - -- - - ---- - - - -- - - - - - - -- - - - - - - - - -

0 -r---------------------------1 

-5r-+-,_-r~-+-+~~--~~~ 

0 4 R 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 25.2 25.33 13 32.8 32.19 

2 24.3 24.51 14 33.9 33.21 

3 23.6 23.78 15 34.6 34.06 

4 22.9 23.10 16 34.6 34.48 

5 22.2 22.45 17 34.5 34.38 

6 22.0 24.37 18 33.4 33.96 

7 22.2 24.73 19 32.1 32.73 

8 23.7 25.29 20 30.3 31.29 

9 25.6 26.14 21 28.8 29.85 

10 27.9 27.54 22 27.6 28.54 

11 29.8 29.26 23 26.6 27.34 

12 31.8 31.35 24 25.8 26.28 

Error distribution 
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90 --------~- ~-
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APPENDIX B. VERIFICATION STUDIES 

Study 42 

Inside air temperatures 

45~----------------------~ 

40 - ------ --- --- -------- -- ------- --

35 - - - - - - - - - -

5 - - - -- - - - - - - - " - - - - - - - - - - - - - -- - " - -

() +------------~ 

-5+-+-1--r~-+-+~~-~~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 23.3 

2 22.4 

3 21.9 

4 21.3 

5 21.1 

6 20.9 

7 21.8 

8 23.3 

9 25.1 

10 27.8 

11 29.8 

12 31.8 

90 ----,.::....:..-- . 

<I) 
u 

80 

1:::1 70 
~ 
8 60 
u 
0 
<I) 50 
;> 

-~ 40 
-§;:I 
-' 30 
u 

20 

10 

.· 

23.39 13 32.9 

22.89 14 34.0 

22.39 15 34.6 

21.78 16 34.8 

21.37 17 34.8 

21.77 18 33.7 

21.98 19 31.8 

23.63 20 28.3 

26.55 21 26.6 

28.42 22 25.4 

30.32 23 24.7 

31.88 24 23.9 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

33.21 

34.24 

34.87 

35.18 

34.97 

34.25 

32.93 

27.45 

25.05 

24.57 

23.76 

23.33 

() -1-L-4-.L___!+L.i.f...L...ILf-l-'--4...L...:-Lt-L--Y--'---'--f-L----'--1r-:-:-'-1 
1.5 2 2.5 3 3.5 4 4.5 5.0 0.5 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 43 

Inside air temperatures 

45,-----------------------~ 

40 - --- ----- - ------- - ----------- - --

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

G3o 
~25-
~ 

E 20 

~15 
Q) 

E-< 10 

5 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

or-----------------------~ 

-Sr-+-~~-r-r~-+-+-+-4~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 23.5 22.75 13 31.9 32.62 

2 22.8 22.23 14 32.8 33.51 

3 22.3 21.69 15 33.3 33.98 

4 21.9 21.30 16 32.7 33.47 

5 21.6 20.69 17 31.9 32.53 

6 21.8 20.32 18 30.6 31.20 

7 22.1 21.53 19 28.8 28.09 

8 23.8 23.36 20 26.6 26.79 

9 25.6 25.99 21 25.8 25.30 

10 27.9 28.29 22 25.0 24.46 

11 29.5 29.81 23 24.3 23.84 

12 31.1 31.11 24 24.0 23.31 

Error distribution 

100 
;;:;-- ::~ 1:.,,: 
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APPENDIX B. VERIFICATION STUDIES 

Study 44 

Inside air temperatures 

45~-----------------------

40 ... - ... -.--- .. ---------------- --

35 - . - . - - - - - - - - - - - - - - - -- - - - - - - - . - - . 

u3o 
2......25 
~ 
~ 20 
:u s-15 
<1.) 

E-<j() 

5 - - .. - - - - ... - --- - - - -- - -- - - - - - - - . -

OT-----------------------~ 

-5+-+-+-~,_~,_~~~~~-

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

Q) 
() 

90 

~ 70 
~ 
B 6o 
() 

~ 50 
:> 

·.g 40 

] 
::I 30 
u 

20 

24.2 

23.8 

23.2 

22.9 

22.7 

21.1 

22.4 

23.3 

24.4 

25.4 

26.5 

27.7 

23.73 13 28.2 

23.31 14 28.5 

22.99 15 28.8 

22.65 16 28.0 

22.33 17 27.9 

22.13 18 27.3 

22.71 19 26.8 

23.79 20 26.2 

25.07 21 25.4 

26.61 22 25.0 

27.95 23 24.5 

29.14 24 23.8 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

29.84 

30.23 

29.33 

28.34 

27.85 

26.91 

26.07 

25.55 

25.21 

24.87 

24.45 

24.01 

lO 

o+L--J+--L:_:i+-i--'---L+L.,.:.l..+L'---4-J:..:..___]__-f--L-'..:..L.f-1---J_~:-'""t-'::-::-'"-1 
1.5 2 2.5 3 3.5 4 4.5 5.0 0.5 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 45 

Inside air temperatures 

45r-----------------------~ 

40 ---- ------------- ---------- - ----

35 

G3o 
~25 
~ 

~ 20 
(1) 

E15 
(1) 

E---<10 

5 --------------------------------

OT-----------------------~ 

-5~+-+-+-+-+-4-,_~~~~~ 

0 4 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 23.3 24.14 13 32.8 

2 22.9 23.64 14 32.9 

3 22.6 23.11 15 32.5 

4 22.0 22.63 16 32.2 

5 21.4 21.97 17 31.6 

6 21.0 21.36 18 30.1 

7 21.4 21.57 19 27.9 

8 23.6 26.86 20 26.4 

9 26.7 28.86 21 25.9 

10 28.9 30.07 22 25.4 

11 30.5 31.37 23 24.8 

12 31.9 32.72 24 24.0 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

33.59 

34.29 

34.58 

34.53 

34.65 

34.43 

29.12 

27.76 

26.87 

26.11 

25.54 

24.72 

100 -,----------------r:rc;:-::r--r-:-::rr-1 
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0.5 1.5 2 2.5 3 3.5 4 
Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 46 

Inside air temperatures 

45,-----------------------~ 

40 --------------------------------

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

u3o 
~25 
~ 20 

~15 
0) 

E-< 10 

or---~-=~--------------~ 

-Sr-+-+-~-r~-r-+-+-+~~~ 

0 4 8 12 16 20 24 
Time of day [h) 

Hour Measured Predicted Hour Measured 

1 12.1 11.45 13 12.9 

2 11.9 11.02 14 13.2 

3 11.6 10.61 15 13.4 

4 11.3 10.22 16 13.6 

5 10.9 9.80 17 13.8 

6 10.7 9.42 18 13.8 

7 10.7 9.21 19 13.7 

8 11.1 10.01 20 13.6 

9 11.5 10.91 21 13.3 

10 11.9 11.86 22 13.2 

11 12.2 12.66 23 12.9 

12 12.6 13.35 24 12.4 

Error distribution 

100 

90 --------

80 --------
0) 
u 
~ 70 0) 

t:: 
::s 60 -"---u 

-

u 
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0) 50 
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10 
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Predicted 

13.99 

14.47 
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13.64 

13.15 

12.69 

12.24 

11.86 

0 
0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 47 

Inside air temperatures 

45,-----------------------~ 

40 - ---- ---------------------- -- ---

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

() +---=-=::a-,.~:....__-----------1 

-5r-+-+-+-+-~,_~~~-r~~ 

0 4 8 12 16 20 24 

Time of day [h] 

Hour Measured Predicted Hour Measured 

1 10.2 9.81 13 12.0 

2 10.0 9.47 14 12.3 

3 9.6 9.18 15 12.6 

4 9.4 8.86 16 12.7 

5 9.0 8.56 17 12.8 

6 8.9 8.27 18 12.7 

7 9.0 7.98 19 12.4 

8 9.4 8.22 20 11.9 

9 10.2 8.94 21 11.5 

10 10.8 9.69 22 11.2 

11 11.2 10.39 23 10.8 

12 11.6 11.01 24 10.5 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

11.54 

11.94 

12.27 

12.44 

12.45 

12.13 

11.79 

11.48 
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10.70 

10.40 

10.15 
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o-\-1-'-'4-JL_l+l---4-JL......l.f-L-~;__.:.j_+-'-'-'---'---+-'-'--'-r---'--i-'"~ 
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Error [0 C] 
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APPENDIX B. VERIFICATION STUDIES 

Study 48 

Inside air temperatures 

45,-----------------------~ 

40 """"" "--- - ------- -------- ----- - -

35 - - - - - " " - " - - - - - - - - - - - - - - - - - - - - " - -

[)30 

::_.25 
~ 
;:::! 
ttl20- --
as 
0..15 
5 

[:-< 10 ----"- "-"- --------------------

5 " - - - " - - - - - - - - -- - - - - -" -" " - - -- -- - -

0 -+-----------------------~ 

-5-t--+-,_~-r-+-+~-4--r-~~ 

() 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 22.5 22.39 13 28.2 

2 22.3 22.03 14 28.7 

3 21.8 21.50 15 29.2 

4 21.5 21.05 16 29.4 

5 21.4 20.69 17 29.5 

6 21.0 20.47 18 28.5 

7 21.1 20.67 19 27.1 

8 22.5 24.57 20 25.5 

9 24.9 25.75 21 24.6 

10 26.3 26.90 22 24.1 

11 26.9 27.77 23 22.7 

12 27.7 28.74 24 22.3 

Error distribution 
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80 
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Error [0 C] 
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Outside 

Measured 

Predicted 

Predicted 

29.46 

30.13 
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26.75 
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25.14 
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APPENDIX B. VERIFICATION STUDIES 

Study 49 

Inside air temperatures 

45~----------------------~ 

40 --- 0-- 0-------------------------

35 - - - - -- - - 0 
- - - - - - - - - - - - - - - - - - - - - - -

OT-----------------------~ 

-5T-+-+-+-+-~1-~~~~~~ 

0 4 R 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 10.1 

2 9.9 

3 9.6 

4 9.4 

5 9.2 

6 9.1 

7 9.0 

8 9.0 

9 9.2 

10 9.6 

11 10.4 

12 11.2 

100 
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Q 70 <1) 
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""5 s 30 
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20 
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0.5 

10.23 13 

9.98 14 

9.75 15 

9.58 16 

9.39 17 

9.18 18 

9.05 19 

9.25 20 

10.00 21 

10.95 22 

11.83 23 

12.65 24 

Error distribution 

1.5 2 2.5 3 3.5 
Error [0 C] 
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11.1 

11.1 

10.9 

217 

Outside 

Measured 

Predicted 

Predicted 

13.19 

13.45 

13.53 

13.38 

12.97 

12.34 

11.90 

11.56 

11.28 

11.02 

10.80 

10.62 
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APPENDIX B. VERIFICATION STUDIES 

Study 50 

Inside air temperatures 

45r-----------------------~ 

40 - ----- -- ---- - ------------ - -

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f]30 

~25 
::I 
'§ 20 
II) 

e-15 
<!) 

E-<to 

5 - - - -- - - --- - - - - -- - -- - - - - - - - - - - - - -

Ot----------------------1 

-5-t--+-~,_~~-r-r-+-+-+~----1 

(} 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 11.6 9.76 13 14.8 

2 11.1 8.95 14 15.6 

3 10.7 9.06 15 16.1 

4 10.6 8.88 16 16.3 

5 10.3 8.63 17 16.4 

6 10.0 8.25 18 16.1 

7 9.6 7.99 19 15.1 

8 9.4 8.00 20 14.1 

9 9.8 9.25 21 13.1 

10 11.1 10.79 22 12.6 

11 12.2 12.20 23 12.3 

12 13.8 13.45 24 11.9 

Error distribution 
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Error [0 C] 
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Outside 

Measured 

Predicted 

Predicted 

14.50 
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APPENDIX B. VERIFICATION STUDIES 

Study 51 

Inside air temperatures 

45~----------------------~ 

40 ---- -----------

35 - - - - - - - - - - - - - - - - 0 0 - - - - 0 0 - 0 - -

[j' 30 

::.....25 
~ 
;:l 
«l 20 
liJ 
815 
<l) 

f-<J() 

5 - - 0 
- -- - - - - 0 - - -- - - 0 - - - -- 0 - - -- - - 0 0 

() +----------------------~ 

-5+-+-+-+-+-~4-~~-r~~~ 

() 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 17.7 18.48 13 29.5 

2 16.9 17.28 14 30.8 

3 16.2 16.15 15 32.4 

4 15.5 15.21 16 32.8 

5 14.8 14.45 17 31.7 

6 14.4 13.88 18 30.1 

7 14.1 14.24 19 28.5 

8 14.3 16.20 20 26.4 

9 15.3 19.06 21 24.0 

10 17.5 22.11 22 22.4 

11 22.0 25.04 23 20.8 

12 26.0 27.88 24 19.6 

Error distribution 
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Measured 

Predicted 

Predicted 

30.12 

31.77 

32.96 

33.35 

32.77 

31.49 
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26.85 

24.54 

22.83 

21.23 

19.99 
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APPENDIX B. VERIFICATION STUDIES 

Study 52 

Inside air temperatures 

45~----------------------~ 

40 --------------------------- - ----

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

G3o 
~25 
~ 20 
[) 
@'15 
0) 

E-< 10 

5 - - - - - - - - - - - - - -- - - - - - - -- - - - - - - - - -

() +----------------------------1 

-5+-+-,_~-r-+-+~~--~~~ 

() 4 X 12 16 20 24 

Time of day [hJ 

Hour Measured Predicted Hour Measured 

1 17.7 18.34 13 27.2 

2 16.9 17.55 14 28.8 

3 16.2 16.75 15 30.2 

4 15.3 16.08 16 31.8 

5 14.8 15.58 17 32.5 

6 14.2 15.28 18 32.6 

7 14.0 15.00 19 32.2 

8 15.6 17.90 20 28.4 

9 17.6 21.86 21 25.4 

10 19.8 23.82 22 23.3 

11 22.7 25.47 23 21.8 

12 24.8 26.97 24 19.4 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

28.37 

29.53 

30.56 

31.21 

31.89 

30.91 

30.16 

26.56 

22.37 

21.09 

20.27 

19.31 

100 .----------------,-,....,-:-n 

90 - - - - - - - - - - - - - - - - - . - ;..:-- --- --- I :: 

xo - - - - - - - - - - - - - - -
0) 
u 
@ 70 
1-< 

13 6o 
u 
0 
0) 50 
;> 

·.g 40 

] 
;:I 30 
u 

20 

10 n 
() 

0.5 

_-_ 

:: 

.·:· 

1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 
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Study 53 

Inside air temperatures 

45~------------------------, 

40 ------ ------- -------------- - ----
Outside 

35 - - -- - - - - - - - - - - - - - - - - - - - - - - - - -

Measured 

Predicted 

4 8 12 16 20 24 
Time of day [h) 

Hour Measured Predicted Hour Measured Predicted 

1 3.7 2.67 13 18.8 20.26 

2 3.0 2.09 14 20.5 20.66 

3 2.5 1.74 15 20.6 20.20 

4 1.9 1.28 16 21.5 18.80 

5 1.6 0.75 17 19.6 15.91 

6 1.1 0.16 18 14.7 9.74 

7 0.7 -0.31 19 10.4 7.43 

8 0.7 1.62 20 8.3 6.25 

9 4.3 7.21 21 6.9 5.20 

10 9.3 13.40 22 5.7 4.38 

11 13.8 16.91 23 5.0 3.61 

12 16.7 18.74 24 4.2 3.08 

Error distribution 

100 

90 

80 
d.) 
u 
0 70 d.) 

t:: ::s 
u 
u 
0 
d.) 50 
> 
·~ 40 
-;; 
s 30 ::s 
u 

20 

10 

() 

0.5 1.5 2 2.5 3 3.5 4 
Error [0 C] 
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Study 54 

Inside air temperatures 

45,-----------------------~ 

40 ----------------.---------------

35 - - - - - - - - - - - - - - - - - - - - - - - - . - - - - - - -

[)30 

~25 
~ 

E 20 
<1.l 

815 
<1.l 
r-. 10 

5 -- - - - - - - - - - - - - - - - - - - - - - - - - -- -- - . 

or-----------------------~ 

-5+-+-,_~-r~-r-+-+-+~_,~ 

() 4 s 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

<1.l 
(.) 

90 

so 

ti3 70 
t:: s 60 
(.) 

0 
<1.l 50 
;:> 

-~ 40 
"5 
~ 30 
u 

20 

25.4 

24.9 

24.4 

24.0 

23.5 

23.1 

23.4 

24.0 

25.0 

25.5 

25.8 

26.3 

24.39 13 26.8 

24.04 14 27.3 

23.62 15 28.0 

23.17 16 28.3 

22.76 17 28.4 

22.49 18 28.7 

22.92 19 28.4 

24.14 20 27.8 

25.17 21 27.3 

26.42 22 26.5 

27.41 23 25.9 

28.15 24 25.7 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

28.79 

29.36 

29.95 

29.45 

28.39 

28.02 

26.84 

26.17 

25.58 

25.16 

24.81 

24.68 

10 

o-W-~L.:..l.+i--4-L-L-J--L-.:..L...j-J:............Lf---L-~-':-'.L+-'-:-::-'+'~ 
1.5 2 2.5 3 0.5 

Error [0 C] 
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Study 55 

Inside air temperatures 

45r-----------------------~ 

40 ---- ------------ ----------

35 

[)30 

~25 
;:::1 
(;;;!20 --
a:s ~~~~ E' 15 - -
<!) 

f-. 10 --------------------------------

5 - - - - - - - - - - - - --- - - - - - ----- --- -- --

or-----------------------~ 

-ST-+-+-+-+-~~~4-~~~~ 

() 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 18.8 

2 18.6 

3 18.3 

4 18.0 

5 17.8 

6 17.6 

7 17.5 

8 17.8 

9 19.5 

10 21.2 

11 21.1 

12 21.5 

90 

80 - - - -
<!) 
() 

~ 70 ------. 

~ 60 
() 

~ 50 
:> 
-~ 40 
"5 
§ 30 
u 

20 

18.41 13 21.5 

18.04 14 21.7 

17.71 15 21.8 

17.35 16 21.9 

16.95 17 21.8 

16.63 18 21.6 

16.47 19 21.3 

18.20 20 21.0 

19.12 21 20.8 

20.01 22 20.5 

20.99 23 20.2 

21.68 24 20.0 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

21.76 

22.33 

22.66 

22.38 

22.14 

21.82 

21.49 

20.90 

20.28 

19.84 

19.12 

18.69 

10 

o-l-Li+-JLl-f-l-2:.4-J~t-L--4-l=.::Lt-t=.:.l..f-l_.:...l...f-L---LP~ 
1.5 2 2.5 3 3.5 4 0.5 

Error [0 C] 

223 
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Study 56 

Inside air temperatures 

45~----------------------~ 

40 ----------- -- - ---- -- ------

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

u3o 
~25 ----
1-< 
;::! 
~ 20 ---
ill 

815 --
ill 

E-o 10 --------------------------------

5 - -- -- - - - -- - - - - - - - - - - - - - - - - - - - - - -

or-----------------------~ 

-5r-+-+-+-+-~,_~~~~~~ 

0 4 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 23.2 22.78 13 28.4 

2 22.7 22.22 14 29.2 

3 22.3 21.77 15 29.9 

4 21.8 21.34 16 30.1 

5 21.5 20.99 17 29.9 

6 21.3 20.67 18 29.2 

7 21.4 21.14 19 28.3 

8 22.1 22.10 20 27.1 

9 23.2 21.93 21 26.4 

10 24.7 23.41 22 25.5 

11 25.9 24.82 23 24.8 

12 27.3 26.16 24 24.1 

Error distribution 

100 

90 

XO 
ll.l 
() 

.::: 70 <!) 

l:1 
;::! 60 () 
() 
0 
ll.l 
;> 

·.g 40 

] 
30 

;::! 

u 
20 

10 

() 

0.5 1.5 2 2.5 3 

Error [ 0 C] 

224 

Outside 

Measured 

Predicted 

Predicted 

27.61 

28.59 

29.33 

29.51 

29.04 

27.77 

25.52 

25.41 

24.94 

24.39 

23.87 

23.37 
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Study 57 

Inside air temperatures 

45~----------------------~ 

40 --- ------------- - --------------

35 - - - - - - -- - - - - - - - - - - - - - - -- - - - - - - - -

5 - - - - - - - - - - - - --- - - - - - - -- - - - - - - - - -

or-----------------------~ 

-ST-+-+-+-+-+-1-~4-~~~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

Q) 
(.) 

90 

~ 70 

~ 60 
(.) 
0 
Q) 50 
:> 
-~ 40 

] 
:;j 30 
u 

20 

22.8 

22.8 

22.8 

22.7 

22.6 

22.5 

22.5 

22.6 

22.8 

22.8 

22.8 

22.8 

22.28 13 22.8 

22.14 14 23.0 

22.02 15 23.2 

21.90 16 23.2 

21.78 17 23.2 

21.65 18 23.2 

21.66 19 23.1 

21.86 20 23.1 

22.13 21 23.1 

22.43 22 23.1 

22.75 23 23.0 

23.06 24 23.0 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

23.34 

23.60 

23.73 

23.82 

23.83 

23.51 

23.31 

23.11 

22.93 

22.75 

22.59 

22.44 

10 

o~~~+L~~~~~~~~~~~ 
1.5 2 2.5 3 3.5 4 0.5 

Error [0 C] 

225 
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Study 58 

Inside air temperatures 

45,-----------------------~ 

40 --------------------------------

35 - - - - -

5 --------------------------------

Ot--------------------------j 

-5+-+-,_~-r-+-+~~--~~~ 

() 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 23.3 22.85 13 24.3 

2 23.3 22.67 14 24.7 

3 23.3 22.45 15 24.7 

4 23.2 22.17 16 24.5 

5 23.0 22.09 17 24.7 

6 23.0 21.86 18 24.2 

7 23.0 21.85 19 24.2 

8 23.3 22.32 20 24.0 

9 23.7 22.87 21 23.8 

10 23.8 23.35 22 23.5 

11 24.2 23.71 23 23.7 

12 24.3 24.18 24 23.8 

Error distribution 

100 

90 

80 
<1.) 
(.) 

~ 70 
~ 
::I 60 (.) 
(.) 

0 
50 <1.) 

> 
·~ 40 
"5 
8 30 
::I u 

20 

10 

0 
0.5 1.5 2 2.5 3 3.5 

Error [0 C] 

226 

Outside 

Measured 

Predicted 

Predicted 

24.64 

24.98 

25.25 

25.28 

25.01 

24.60 

24.38 

24.15 

23.88 

23.66 

23.45 

23.28 
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Study 59 

Inside air temperatures 

45r-----------------------~ 

40 -------- - -------------------- ---

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

u3o 
2.._.25 
e 
~ 20 
[) 

E' 15 
II) 

E-< 10 

5 - - --- - - - - - - - - - - - -- -- - - - - ----- - - -

0+-----------------------~ 

-5+-+-+-+-~~,_~~~~~~ 

() 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 16.8 

2 16.8 

3 16.8 

4 16.8 

5 16_5 

6 16.5 

7 16.8 

8 17.8 

9 18.8 

10 18.3 

11 18.0 

12 18.0 

100 

90 

80 
II) 
(.) 

~ 70 II) 

t: 
:::s 60 (.) 
(.) 

0 
50 <l) 

:> 
·~ 40 

] 30 :::s 
u 

20 

10 

0 o_s 

17.06 13 

16.78 14 

16.50 15 

16.24 16 

15.99 17 

15.73 18 

15.53 19 

16.26 20 

16.91 21 

17.43 22 

17.77 23 

18.05 24 

Error distribution 

1.5 2 2.5 3 3.5 4 
Error [0 C] 

18.0 

18.0 

18.0 

18.0 

18.0 

17.8 

17.8 

17.8 

17.8 

17.8 

17.8 

17.8 

227 

Outside 

Measured 

Predicted 

Predicted 

18.42 

18.71 

18.86 

18.93 

18.92 

18.78 

18.59 

18.35 

18.09 

17.84 

17.60 

17.35 
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Study 60 

Inside air temperatures 

45,-----------------------~ 

40 -------------------- ------- - -- --

35 - - - - - - - - - - - - - - -- - - -- - - - - - - - - - - - -

G3o 
~25 

1-< 
::l 
~ 20 
a:l 

815 
Q) 

f-ol() 

5 --------------------- ------

0 +--------------------------1 

-5+-+-+-+-+-+-+-~4-~~-r---l 

() 4 8 12 16 20 24 

Time of day [h] 

Hour Measured Predicted Hour Measured 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

Q) 
(.) 

90 

xo 

$:1 70 
~ 
8 60 
(.) 

0 
II) 50 
> 

·.g 40 - • 
....... s;:::l 

;:::l 30 
u 

20 

19.3 

19.3 

19.0 

18.8 

18.8 

18.8 

19.5 

20.5 

20.8 

21.0 

21.0 

21.0 

19.45 13 21.0 

19.28 14 21.3 

19.10 15 21.3 

18.93 16 21.3 

18.77 17 20.8 

18.60 18 20.8 

18.46 19 20.5 

19.05 20 20.5 

19.54 21 20.5 

19.92 22 20.5 

20.15 23 20.5 

20.37 24 20.3 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

20.72 

20.92 

21.00 

20.95 

20.94 

20.66 

20.50 

20.33 

20.15 

19.98 

19.81 

19.64 

lO 

o.!.L~L..l~ltJ__:__.l_tL-:..l.f-l_;_;_Lt-L':cLt-J-~t-J-:-::.L.f-l:~ 
1.5 2 2.5 3 0.5 

Error [0 C] 

228 
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45 

40 

35 

u3o 

~25 
:::l 
~ 20 
Q) 

815 
Q) 

E-< 10 

0 

-5 

Hour 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

Q) 
u 

90 

c 70 
~ 
B 60 
u 
0 
Q) 50 
> 

·.g 40 

] 
:::1 30 
u 

20 

0 

Study 61 

Inside air temperatures 

Outside 

Measured 

Predicted 

4 8 12 16 20 24 
Time of day [h] 

Measured Predicted Hour Measured Predicted 

21.8 20.44 13 19.1 19.36 

21.2 20.35 14 19.1 19.28 

21.1 20.26 15 19.1 19.42 

21.0 20.16 16 19.1 19.41 

20.8 20.06 17 19.1 19.32 

20.4 19.97 18 20.0 19.11 

20.6 19.97 19 21.0 20.56 

20.9 20.46 20 21.2 20.61 

19.7 20.02 21 21.4 20.62 

19.5 19.32 22 21.3 20.60 

19.2 19.30 23 21.2 20.57 

19.1 19.18 24 21.0 20.51 

Error distribution 

10 

()_j._L::~-'--'-'--+L-'-4-I...:.__Lt-L-...Lj-l_:._i_p.-~~j-L"-'-"'-t-'-'-'---1--j 
1.5 2 2.5 3.5 4 4.5 5.0 0.5 

Error [0 C] 

229 
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Study 62 

Inside air temperatures 

45~----------------------~ 

40 --------- ---

35 - - - - - - - - - - - - - - - -

[)30 

~25 .... 
;::l 

C;:l 20 
tl 
S' 15 
Q.) 

E-<w 

5 -- - - - - - - - - - - --- - - - - - - - - - - - - - - - - -

0 +-----------------------j 

-5r-+-+-+-~~,_~,_~~-r~ 

0 4 8 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 19.0 18.90 13 21.0 20.73 

2 19.0 18.64 14 20.8 21.06 

3 19.0 18.39 15 20.8 21.20 

4 18.8 18.15 16 20.8 21.15 

5 18.8 17.93 17 20.3 21.15 

6 18.5 17.71 18 20.3 20.77 

7 18.8 17.54 19 20.0 20.50 

8 19.0 17.88 20 20.0 20.22 

9 19.5 18.39 21 20.0 19.94 

10 20.5 18.98 22 20.0 19.67 

11 20.5 19.53 23 20.0 19.42 

12 21.0 20.11 24 20.0 19.17 

Error distribution 

100 
,---

90 --------

-
80 ---- .. 

Q.) :: 
(.) 

1:: 70 ... -

~ 
;:I 60 (.) 

----- ·.--

(.) ·: 
0 
Q.) 50 ----- - -:." 

;> I 

•_;:j 
40 -ro 

] :•_ 

;:I 
30 

u 
20 ..... 

10 .. 

() 

0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 

230 
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Study 63 

Inside air temperatures 

45~----------------------~ 

40 -- --------------------------- - --

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

~30 ------

~25- -----

~ 20 
tl 
815 ------. 
<!) 

E-< 10 ------------------------ --------

5 - - - -- - - - -- - - - - - - - - - - - - - - - - -- - - - -

or-----------------------~ 

-5T-+-+-+-+-+-4-~~~~~~ 

() 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

<!) 
(,) 
::::: 

~ 

90 

8 60 
(,) 

~ 50 
> 
-~ 40 
"5 
§ 30 
u 

20 

22.8 

22.8 

22.7 

22.6 

22.6 

22.6 

22.6 

22.8 

22.9 

23.1 

23.3 

23.7 

22.48 13 23.7 

22.41 14 23.8 

22.34 15 24.1 

22.27 16 24.1 

22.20 17 23.8 

22.14 18 23.7 

22.12 19 23.6 

22.27 20 23.6 

22.41 21 23.4 

22.62 22 23.4 

22.75 23 23.3 

22.92 24 23.3 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

23.04 

23.14 

23.32 

23.35 

23.25 

23.10 

22.96 

22.86 

22.77 

22.69 

22.62 

22.55 

lO 

o~:.L...j_ll;:~ 

0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 
Error [0 C] 

231 
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Study 64 

Inside air temperatures 

45~-----------------------

40 ------- ------- ..... -.---.-. 

35 . - . - - - - - - - - - - - - - - - - - - . - - - - - - - - - -

G3o 
~25 
~ 20 
ki a 15 
<l) 

f-cj() 

5 - - - - - - -- - - - - ---- - - - -- -- - - - - - - - - -

OT-----------------------~ 

-5r-+-+-+-+-~4-~~~4-~-

0 4 g 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 31.2 30.85 13 31.7 

2 31.2 30.58 14 32.0 

3 31.1 30.29 15 32.4 

4 30.7 29.99 16 32.7 

5 30.6 29.68 17 32.9 

6 30.6 29.42 18 33.1 

7 30.7 29.73 19 32.7 

8 30.7 29.86 20 32.1 

9 30.7 30.08 21 31.9 

10 30.9 30.32 22 31.7 

11 30.9 30.56 23 31.7 

12 31.4 30.86 24 31.6 

Error distribution 

232 

Outside 

Measured 

Predicted 

Predicted 

31.17 

31.85 

32.49 

32.89 

32.76 

32.68 

32.30 

32.11 

31.90 

31.67 

31.42 

31.13 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



APPENDIX B. VERIFICATION STUDIES 

Study 65 

Inside air temperatures 

45r-----------------------~ 

40 ---------.---- --------.--

35 - - - - - - - - - - - - - - - . - - - - - - - . - - - - - - - -

u3o 
~25 
;::s 
~ 20 
[5 
0..15 
5 

E-<10 

5 - - - -- - - - - - - - -- - .. - - - .. - - - .. - -- - -

or-----------------------~ 

-5r-+-+-+-+-+-~~~~~~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

100 

90 

Q) 
u 
~ 70 
~ 
;::s 60 u u 
0 

50 Q) 

.:::: 
~ 40 

] 
30 ;::s 

u 
20 

10 

0 

25.5 

25.3 

25.3 

24.8 

24.8 

24.5 

24.6 

24.8 

25.3 

25.9 

26.4 

26.9 

0.5 

23.87 13 

23.72 14 

23.56 15 

23.39 16 

23.23 17 

23.07 18 

23.05 19 

23.59 20 

24.40 21 

25.25 22 

26.16 23 

26.87 24 

Error distribution 

1.5 2 2.5 3 3.5 4 
Error [0 C] 

27.4 

27.8 

27.9 

27.6 

27.3 

26.6 

26.5 

26.4 

26.0 

25.8 

25.4 

25.4 

233 

Outside 

Measured 

Predicted 

Predicted 

27.35 

27.70 

27.74 

27.72 

27.43 

26.26 

25.71 

25.29 

24.96 

24.61 

24.31 

24.06 
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Study 66 

Inside air temperatures 

45,-----------------------~ 

40 ---------------------- ----- - -- --

35 - --- - - - - - - - - - - - - - - - - - -

u3o 
~25 ------

~20 ~~~~~~~----~~~~ 
5:1 s-1s 
ll.) 

~ 10 -------------------------------

5 - - - - - - - - - - - - - - - - - - - - - - - - -- -- - - - -

0+----------------------l 

-5+-+-,_~~-+-+~~--~~~ 

() 4 H 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 21.1 21.17 13 21.2 21.08 

2 21.0 21.02 14 21.5 21.32 

3 21.0 20.89 15 21.6 21.52 

4 20.8 20.70 16 21.8 21.68 

5 20.8 20.52 17 21.8 21.77 

6 20.6 20.31 18 21.8 21.68 

7 20.5 20.13 19 21.8 21.69 

8 20.4 20.14 20 21.7 21.67 

9 20.5 20.20 21 21.6 21.62 

10 20.8 20.34 22 21.4 21.54 

11 21.0 20.61 23 21.2 21.43 

12 21.1 20.87 24 21.2 21.32 

Error distribution 

100 

90 --1 _I" -- ... 

80 -- ·- ·.--
ll.) " 

:.:· 1:. (.) . c 70 -.I· 
ll.) 

t: ... . 
: 

;::l ()() 1-
(.) 
(.) 

.. 0 
ll.) 50 

I ;> 
'D 
«l 40- - -1 

] 30 ... 
;::l 
u 

20 I -1: 

10 

() 

0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 

234 
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APPENDIX B. VERIFICATION STUDIES 

Study 67 

Inside air temperatures 

45r-----------------------~ 

40 ------ ------- ... - ---------.- ----

35 - - - - - - - - . - - - - - - - - - - - - . - - -- - - . - - . 

[)30 

~25- ... --
;J 

~ 20-
(]) 

81s 
(]) 

f-<]() 

5 -------.--.--.-------.------. 

() -t--------------------------1 

-Sr-+-,_~-r-+-+~~--r-r-~ 

() 4 s 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 21.2 20.93 13 25.9 25.49 

2 21.0 20.55 14 26.3 26.01 

3 20.9 20.21 15 26.7 26.56 

4 20.8 19.89 16 26.9 27.04 

5 20.7 19.63 17 27.0 27.31 

6 20.5 19.39 18 27.1 27.26 

7 22.0 22.53 19 26.4 23.88 

8 24.1 23.06 20 23.6 23.22 

9 24.8 23.57 21 22.8 22.68 

10 25.1 24.02 22 22.3 22.23 

11 25.3 24.47 23 22.0 21.84 

12 25.5 24.95 24 21.6 21.40 

Error distribution 

lOO 
- - .--

90 --------

so - - - - - - - ~ 

(]) 
u ,..--
~ 70 ' t 
;::l 60 .. -u 
u ,..--0 . ·:· 
<1.) 50--
:> I -~ 40-

.... 

"5 ······· ::: 

s 30 -- : . -
;::l . 
u 

20 
.: 

10 --
'' 

() 

0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 

235 
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APPENDIX B. VERIFICATION STUDIES 

Study 68 

Inside air temperatures 

45,-----------------------~ 

40 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

35 - - - - -

[)30 

~25 -

~ 20 
[) 

~15 
E-<l() 

5 - - - -- - - - -- - - - -- - - - - - - - - - - - - - .. - -

or-----------------------~ 

-ST-+-4-~~-+-+~~--r-~~ 

() 4 R 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 19.6 19.66 13 22.6 

2 19.2 19.16 14 23.2 

3 19.0 18.70 15 23.9 

4 19.0 18.26 16 24.2 

5 18.8 17.89 17 24.9 

6 18.4 17.55 18 25.4 

7 19.5 20.91 19 23.9 

8 21.0 21.29 20 21.9 

9 21.6 21.73 21 21.3 

10 21.9 22.16 22 20.8 

11 22.0 22.68 23 20.5 

12 22.2 23.29 24 20.0 

Error distribution 

100 

90 

RO 
Q) 
u 
0 70 Q) 

t:; 
;:I 60 u 
u 
0 
Q) 50 
;> 

•r;i 
40 o::! 

] 30 
;:I 
u 

20 

10 

() 
2 2.5 3 0.5 1.5 

ElTor [ 0 C] 

236 

Outside 

Measured 

Predicted 

Predicted 

24.00 

24.71 

25.47 

26.13 

26.48 

26.33 

22.63 

22.07 

21.58 

21.15 

20.75 

20.24 
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APPENDIX B. VERIFICATION STUDIES 

Study 69 

Inside air temperatures 

45,-----------------------~ 

40 --------------------------------

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

[)30 

~25 
~ 20 
tl 
61s-
ill 

f.-< 10 

5 - - - -- -- - - - - - - -- - - - - - - - - - - - - - - - - -

0~----------------------~ 

-sr-~+-+-+-+-4-~4-~~~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 21.1 21.87 13 28.3 

2 20.8 21.45 14 28.7 

3 20.6 21.04 15 29.4 

4 20.3 20.67 16 29.7 

5 20.0 20.35 17 30.2 

6 19.7 20.06 18 30.6 

7 21.1 19.85 19 28.0 

8 24.6 25.14 20 25.4 

9 25.7 25.90 21 24.1 

10 26.4 26.51 22 23.4 

11 27.1 27.12 23 22.7 

12 27.5 27.73 24 21.9 

Error distribution 

100 

90 

80 
Q.) 
u 
!::: 70 
~ 
;:I 60 u 
u 
0 
ill 50 
~ 

·~ 40 
3 s 30 
;:I 
u 

20 

10 

Outside 

Measured 

Predicted 

Predicted 

28.32 

28.83 

29.37 

29.85 

30.20 

30.33 

25.01 

24.36 

23.81 

23.35 

22.92 

22.41 

0 
0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 

237 
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APPENDIX B. VERIFICATION STUDIES 

Study 70 

Inside air temperatures 

45,-----------------------~ 

40 --------------------------------

35 - - - - - - - - - -

[)30 

~25 
::l 
~ 20 
<I) 

815 
<I) 

r-< 10 

5 - - - - - - - - - - - - - - - - - - - - - - - - - - -- - - - -

or-----------------------~ 

-5+-+-4-~~~~~-+-+-4~~ 

() 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

18.0 

17.5 

17.4 

16.7 

16.6 

16.4 

17.0 

18.7 

20.0 

20.9 

21.3 

21.8 

90 --------

<I) 
(.) 

80 - - - - - - - -

5 70 
t: § 60 . -- -~ 
0 
<I) 50 
:> 

·.g 40 

1 30 ~ 
u 

20 

19.10 13 22.3 

18.71 14 23.0 

18.36 15 23.4 

18.03 16 23.6 

17.76 17 23.7 

17.51 18 23.9 

17.34 19 23.8 

18.73 20 22.7 

20.39 21 22.2 

20.76 22 21.6 

21.15 23 21.1 

21.50 24 19.5 

Error distribution 

- .. - - ~~h· -
- ,-- .. 

Outside 

Measured 

Predicted 

Predicted 

21.80 

22.07 

22.33 

22.56 

22.74 

22.86 

22.94 

21.56 

21.38 

21.21 

21.05 

20.79 

lO 

oDL~LJ+L~~+L~~~~~~~~ 
1.5 2 2.5 3 3.5 4 4.5 5.0 0.5 

Error [0 C] 

238 
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APPENDIX B. VERIFICATION STUDIES 

Study 71 

Inside air temperatures 

45~-----------------------

40 " ""----"- --- " ---------"-----" --

35 - - - -- -- - - - - - - - " - - - - - - - - - - - - - - " - -

5 - - - - - - - - - - - -- - - - - - -- - -- - - - --

or-----------------------~ 

-5r-+-+-+-~4-~~~-r~~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

ol.) 
u 

90 

80 

~ 70 
t 
B 6o 
u 
0 
ol.) 50 
;;. 

·~ 40 

] 
;::1 30 
u 

20 

21.9 

21.7 

21.4 

21.0 

20.7 

20.4 

20.8 

22.2 

24.1 

25.9 

27.7 

29.1 

20.93 13 30.2 

20.95 14 31.0 

20.52 15 31.1 

20.15 16 30.5 

19.36 17 28.9 

19.71 18 27.2 

21.01 19 25.5 

23.26 20 24.4 

25.13 21 23.6 

27.20 22 23.0 

29.35 23 22.5 

30.65 24 22.2 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

31.04 

31.31 

31.28 

30.21 

28.33 

26.30 

24.56 

23.62 

22.76 

22.24 

21.76 

21.27 

10 

o_j___l:.s.::4-L:.:::1.+-L:l.f-JL;.;;ll.~.::i...f-J~+-""-"""-+-'~~"'-j-"~ 
1.5 2 2.5 3 3.5 0.5 

Error [ 0 C] 

239 
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APPENDIX B. VERIFICATION STUDIES 

Study 72 

Inside air temperatures 

45~------------------------, 

40 --- - ------------- ----- - --- ---- - -

35 - - - - - - - - - - - - - -

0T-----------------------~ 

-5T-+-~~-r-+-+~~--r-r-~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 25.6 27.35 13 

2 25.4 27.24 14 

3 25.2 27.14 15 

4 25.0 27.02 16 

5 24.9 26.90 17 

6 25.1 26.84 18 

7 25.4 26.93 19 

8 25.9 27.18 20 

9 26.5 27.53 21 

10 27.1 27.89 22 

11 27.5 28.28 23 

12 28.1 28.58 24 

Error distribution 

90 

80 - - -- - - - - - - -
<l.l 
u 
.::: 70 
~ a 6o 
u 

~ 50 
::> 

·.g 40 

] 
:::: 30 
u 

20 

10 

28.6 

28.8 

28.9 

28.7 

28.5 

27.8 

27.2 

26.7 

26.3 

26.1 

25.9 

25.8 

Outside 

Measured 

Predicted 

Predicted 

28.77 

28.83 

28.79 

28.62 

28.43 

28.22 

28.05 

27.92 

27.79 

27.68 

27.57 

27.47 

0 +--L---4~+-L~.L.-J--j--L--'-...J...f..L.:..:...:.'+-"--'-t--'--:""""~~~-, 
1.5 2 2.5 3 3.5 4 4.5 5.0 0.5 

Error [0 C] 

240 
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APPENDIX B. VERIFICATION STUDIES 

Study 73 

Inside air temperatures 

45,-----------------------~ 

40 ----------------------

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

u3o -------
2._,25 
~ 
~ 20 ><,.;-:-><---~---.,__,., 
<!) 

815 
<!) 

r- 10 - - - - - - -- - - - - - -- - - - - - - - - - - - - - - - - -

OT-----------------------~ 

-5T-+-+-+-+-~~~~~~~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 22.2 

2 22.0 

3 21.4 

4 21.1 

5 20.8 

6 20.4 

7 20.6 

8 22.0 

9 24.1 

10 26.1 

11 28.1 

12 29.7 

90 

80 - - - - - - - -
<!) 
(.) 

§ 70 -
t: 
13 60 
(.) 

~ 50 ----
-~ 
~ 40 
;:; 
§ 30 
u 

20.97 13 31.0 

20.95 14 31.5 

20.52 15 31.9 

20.13 16 30.9 

19.37 17 29.6 

19.43 18 27.9 

20.48 19 26.1 

23.21 20 24.9 

25.49 21 23.8 

27.70 22 23.3 

30.04 23 23.0 

31.45 24 22.7 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

32.10 

32.27 

32.42 

30.74 

29.11 

27.01 

25.18 

23.90 

23.02 

22.33 

21.68 

21.17 

10 

o-J....L.:i+JL:._:j_+L-c..L..f-1...:..__L+-'--'-'-4-1'-'-..Lt-=----'-+-'"...;.....J._+-'"'-~-'-1 

1.5 2 2.5 3 3.5 4 0.5 
Error [0 C] 

241 
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APPENDIX B. VERIFICATION STUDIES 

Study 74 

Inside air temperatures 

45,-----------------------~ 

40 - -------------------------------

35 - - - - - - -

5 - - - --- - - - - - - - -- - - - - -- -- - - - --- - - -

() +---------------------------1 

-5+---+-+-+-+-~~~~-r~~--1 

() 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 25.0 

2 24.9 

3 24.7 

4 24.5 

5 24.3 

6 24.4 

7 24.8 

8 25.2 

9 25.4 

10 25.5 

11 25.7 

12 25.8 

90 

80 - - - -
(]) 
u 
~ 70 
~ 
B 6o-
u 

~ 50 
> 

-.g 40 
"5 
§ 30 
u 

20 

25.09 13 26.0 

25.40 14 26.1 

25.19 15 26.2 

24.91 16 26.2 

24.60 17 26.7 

24.61 18 26.7 

24.60 19 26.2 

25.36 20 25.8 

25.79 21 25.6 

26.20 22 25.4 

26.59 23 25.3 

26.89 24 25.2 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

27.08 

27.15 

27.17 

27.08 

26.97 

26.79 

26.49 

26.19 

25.91 

25.69 

25.48 

25.28 

10 

o-1--L-4-J~+L-4-J~fi--'-4-l...:.::i.t-='-.:..Lj-1-L~:-'""+"'-~ 
L5 2 2.5 3 3.5 0.5 

Error [0 C] 

242 
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APPENDIX B. VERIFICATION STUDIES 

Study 75 

Inside air temperatures 

45,-----------------------~ 

40 ---- - - - - ........ --.- ------ - - - .. . 

35 ..... - - . - - . - - - ........ - - - -

u3o 
~25 
~ 
::l 
<ti 20 
a> 

815 
n) 

E-<1() 

5 . - - - - - .. -- - - - ... - - - - - .. - - - - ..... 

or-----------------------~ 

-5r-+-+-+-+-+-4-~~~~~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 24.8 23.23 13 26.0 

2 24.7 22.90 14 26.3 

3 24.5 22.60 15 26.5 

4 24.4 22.28 16 26.6 

5 24.0 21.99 17 26.1 

6 24.0 21.61 18 25.5 

7 24.6 21.48 19 25.6 

8 25.0 22.59 20 25.6 

9 25.3 23.40 21 25.5 

10 25.4 24.15 22 25.4 

11 25.7 24.85 23 25.2 

12 25.7 25.51 24 25.1 

Error distribution 

100 

90 

80 
n) 
u 
.:: 70 
~ 
;::s 60 u 
u 
0 
<1.l 50 
:> 
·~ 40 
~ s 30 
::l 
u 

20 

lO 

Outside 

Measured 

Predicted 

Predicted 

25.74 

26.20 

26.61 

26.86 

26.97 

26.07 

24.56 

24.42 

24.45 

24.17 

23.80 

23.56 

0 
0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 

243 
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APPENDIX B. VERIFICATION STUDIES 

Study 76 

Inside air temperatures 

45~----------------------~ 

40 ---------------------------

35 - - - - - - - - - - - - - - - - - - - - - - - - - - -

(]30 

2......25 
~ 
::l e 20- -------
II) 615 ------------
II) 

E-< 10 -----------------------------

5 - - - - - - - - - - - - - - - - - - - - . - - - -- - - - - - -

0-t--------------------4 

-5-t--+-~~~-r-r~-+-+-+~----4 

() 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 29.3 26.34 13 29.7 

2 29.3 26.29 14 29.7 

3 29.4 26.28 15 29.7 

4 29.4 26.35 16 29.1 

5 29.6 26.29 17 29.4 

6 29.5 26.26 18 29.5 

7 29.5 26.32 19 29.3 

8 29.6 26.56 20 29.1 

9 29.6 26.59 21 29.1 

10 29.7 26.62 22 29.1 

11 29.7 26.69 23 29.1 

12 29.7 26.75 24 29.2 

Error distribution 

100 

90 

80 
II) 
u 
s:: 70 II) 

t: 
::l fi() u 
u 
0 

50 -------
II) 

> 
·~ 40 
;:; 
s 30 
::l 
u 

20 

10 

() 
2 2.5 3 0.5 1.5 

Error [0 C] 

244 

Outside 

Measured 

Predicted 

Predicted 

26.74 

26.71 

27.67 

27.75 

27.68 

27.13 

26.55 

26.49 

26.41 

26.44 

26.41 

26.44 
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APPENDIX B. VERIFICATION STUDIES 

Study 77 

Inside air temperatures 

45~----------------------~ 

40 - ------- ---- --.- .. ---------

35 - - - - - - - - - - - - -

u3o 
~25 
~ 20 
[) 

815 
Q) 

E-< 10 

5 - - - -- - - - --- - - - - - - - - - - - - - - - -- - - - -

or-----------------------~ 

-ST-+-+-+-+-~1-~~~~-r~ 

0 4 8 12 16 20 24 

Time of day [h] 

Hour Measured Predicted Hour Measured 

1 23.0 21.50 13 

2 22.9 21.35 14 

3 22.8 21.18 15 

4 22.7 21.09 16 

5 22.7 20.94 17 

6 22.6 20.81 18 

7 22.6 20.85 19 

8 22.9 21.56 20 

9 23.2 22.22 21 

10 23.4 22.57 22 

11 23.6 23.15 23 

12 23.6 23.56 24 

Error distribution 

Q) 
<J 

90 - - - - - - - - - - -

80 - - -- - - - - - --

~ 70- --------

s 6o 
<J 
0 
Q) 50 
> 
·~ 40 

] 
;::l 30 
u 

20 

24.2 

24.5 

24.1 

24.1 

24.2 

24.2 

24.0 

23.7 

23.5 

23.4 

23.2 

23.1 

Outside 

Measured 

Predicted 

Predicted 

24.05 

24.66 

23.88 

24.06 

23.98 

24.09 

23.49 

22.92 

22.56 

22.28 

22.07 

21.79 

10 

o-W--l+-L..l~:.i.t-JL:..Lf-L-.:.Lj-J:.........:.Lt-L---L.J-L---LJ-L--:~~ 
1.5 2 2.5 3 3.5 0.5 

Error [0 C] 

245 
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APPENDIX B. VERIFICATION STUDIES 

Study 78 

Inside air temperatures 

45~----------------------~ 

40 --------------------------------

35 - - - - - - - - - - - - - - - -- - - - - - - - - - - - - - - -

G3o 
~25 
~ 20 
~ 

615 
<l.l 

[-< 10 

5 ---- - - - - --- - - - -- - - - - - - - -- - - - - - - -

or-----------------------~ 

-Sr-+-+-+-+-+-~~,_~4-~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

<l.l 
(.) 

90 

80 

=: 70 
~ 
G 6o 
(.) 
0 
<l.l 50 
.~ 
'id 40 

~ :::3 30 
u 

20 

24.4 

24.4 

24.4 

24.4 

24.4 

24.4 

24.2 

24.2 

24.3 

24.6 

25.1 

25.3 

23.71 13 25.5 

23.58 14 25.6 

23.41 15 25.5 

23.34 16 25.5 

23.24 17 25.5 

23.16 18 25.5 

23.22 19 25.3 

23.87 20 25.1 

24.57 21 24.6 

24.90 22 24.5 

25.46 23 24.5 

25.81 24 24.5 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

26.24 

26.84 

26.00 

26.11 

26.04 

26.07 

25.52 

24.95 

24.55 

24.35 

24.12 

23.91 

10 

o-1-L--4-JLi~-4-J.-.....LtL--4-i:..:.....:..Lt-L-::-YJ~P:-:~~ 
1.5 2 2.5 3 3.5 4 0.5 

Error [0 C] 

246 
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APPENDIX B. VERIFICATION STUDIES 

Study 79 

Inside air temperatures 

45~----------------------~ 

40 --------- ------- -

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

[)30 

~25 
~ 20 
tl 
815 
<l.l 

f-o 10 

OT-----------------------~ 

-5r-+-+-+-+-~;-~,_~~~~ 

0 4 X 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 23.9 23.32 13 26.2 

2 23.8 23.22 14 27.1 

3 23.5 22.78 15 27.4 

4 23.5 22.87 16 26.8 

5 23.4 22.69 17 26.2 

6 23.4 22.94 18 26.0 

7 23.6 23.15 19 25.4 

8 25.6 23.64 20 25.0 

9 26.9 25.56 21 25.1 

10 26.5 26.13 22 24.4 

11 25.9 25.91 23 24.3 

12 26.4 26.32 24 24.1 

Error distribution 

<l.l 
u 

90 - - - -.:..::..- -

xo - - - - . 

s::: 70- -
~ 
8 60 ----- :!1'~'-- .·. • 

~ 50 ~ - • . . . - 'F r :;:: -

-~ 40 

] 
;:I 30 
u 

20 1--· 

lO 

-- ,;.>-

Outside 

Measured 

Predicted 

Predicted 

25.65 

25.63 

26.80 

27.13 

26.15 

25.72 

25.31 

24.73 

24.63 

23.94 

23.91 

23.55 

o-l-L--4JLi-P-~_j_-J-l--.J-+l-L+-L-:J+L~t--'-:'::~~ 
1.5 2 2.5 3 3.5 4 4.5 5.0 0.5 

Error [ 0 C] 

247 
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Study 80 

Inside air temperatures 

45~-----------------------

40 - - ------- ------------------- -- - -

35 - - - - - - - - - - - - - - - - - - - - - - - - - - -

~30 

~25 
:::3 
~ 20. 
11.) 

815 
11.) 

E--10 

5 - - - -- - - - - - -- --- - - -- -- - - - - - - - - - - -

or-----------------------~ 

-5r-+-+-+-+-,_1-~4-~~~-

() 4 R 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 27.1 25.24 13 29.0 

2 26.9 25.03 14 28.7 

3 26.7 24.83 15 29.0 

4 26.5 24.63 16 29.3 

5 26.5 24.57 17 29.0 

6 26.7 24.85 18 28.9 

7 26.8 24.86 19 28.7 

8 27.2 25.43 20 28.3 

9 28.4 27.22 21 28.1 

10 29.0 27.85 22 27.8 

11 29.1 27.66 23 27.5 

12 29.0 28.12 24 27.3 

Error distribution 

0.5 

248 

Outside 

Measured 

Predicted 

Predicted 

27.42 

27.47 

28.63 

28.41 

27.78 

27.62 

27.17 

26.69 

26.47 

26.02 

25.73 

25.53 
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Study 81 

Inside air temperatures 

45,-----------------------~ 

40 -------------- --- - ------------ --

5 - - - -- -- - - -- - - - - - - - - - - - - - - --- - - - -

0+----------------------~ 

-5+-+-~~~-r-+~-4~~~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 21.4 20.26 13 

2 21.2 20.08 14 

3 21.0 19.89 15 

4 20.9 19.71 16 

5 20.8 19.64 17 

6 21.1 19.83 18 

7 21.3 19.84 19 

8 22.2 20.31 20 

9 23.1 21.83 21 

10 23.0 22.25 22 

11 22.7 22.12 23 

12 23.1 22.49 24 

Error distribution 

<1) 
(.) 

90 - - - - - - - -

80 - - - - - - - -

~ 70 

-

s 6o ,;,
1 

-
g -IL - I··· 

~ so ...• :F: 
·.g 40 - - - - - - - - -1 -

§ 
§ 30 ----.:-:...--
u 

20 

23.0 

23.1 

23.2 

23.9 

23.7 

23.4 

22.9 

22.6 

22.3 

22.0 

21.8 

21.6 

Outside 

Measured 

Predicted 

Predicted 

21.96 

22.02 

22.97 

23.20 

22.59 

22.26 

21.91 

21.52 

21.32 

20.95 

20.70 

20.53 

10 

on 
0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 

249 
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Study 82 

Inside air temperatures 

45r------------------------
40 - ----------------------------- --

35 - - - - - - - - - -- - - - - -- - - -

u3o ---

~25 
~ 20 
ii3 
S' 15 
<I) 

E-< 10 ------------------------------

5 - - - -- - - - - - - - - - - - -- - - - - - - - -- - - - - -

or-----------------------~ 

-5T-+-+-+-+-~4-~4-~~~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 22.0 21.66 13 23.3 

2 21.9 21.51 14 23.4 

3 21.8 21.37 15 24.2 

4 21.8 21.22 16 23.9 

5 21.9 21.14 17 23.7 

6 22.0 21.22 18 23.5 

7 22.3 21.20 19 23.1 

8 23.0 21.46 20 22.9 

9 23.2 22.39 21 22.7 

10 23.4 22.66 22 22.5 

11 23.3 22.60 23 22.3 

12 23.3 22.85 24 22.2 

Error distribution 

250 

Outside 

Measured 

Predicted 

Predicted 

22.54 

22.59 

23.22 

23.41 

23.07 

22.90 

22.71 

22.48 

22.36 

22.13 

21.97 

21.84 
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Study 83 

Inside air temperatures 

45,-----------------------~ 

40 ---- --- - -------- -

35 - - - - - - - - - - - - - - - - - - - - - - . - - - - - - - - . 

u3o 
~25 
~ 20 
[) 

s- 15 
<1) 

E-<to 

5 - - - - - - - - -- -- - - - - - - - - - - - - -- - - - - - -

or-----------------------~ 

-5T-+-+-+-~,_~~~~~-r~ 

() 4 s 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

<1) 
u 

90 

~ 70 
!:: 
B 6o 
u 

~ 50 
> 
·~ 40 
....... s:::s 

:::1 30 
u 

20 

26.5 

26.5 

26.5 

26.5 

26.4 

26.4 

26.5 

26.6 

26.6 

26.7 

27.0 

26.9 

27.86 13 26.8 

27.81 14 26.5 

27.74 15 26.8 

27.69 16 26.5 

27.67 17 26.4 

27.65 18 26.7 

27.69 19 26.8 

27.91 20 26.8 

27.94 21 26.7 

27.93 22 26.7 

27.91 23 26.6 

28.13 24 26.6 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

28.17 

28.32 

28.35 

28.40 

28.41 

28.38 

28.32 

28.12 

27.99 

27.93 

27.90 

27.88 

10 

oL-+-~~4LJ..¥--4-J...;_;.L-f--L--~~t-L-::-Y-'-::-::-'-
1.5 2 2.5 3 3.5 4 0.5 

Error [°C] 

251 
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Study 84 

Inside air temperatures 

45~------------------------~ 

40 - --- - --- --------- ------- --- -

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

G3o 
~25 
~ 20 
<!) 

S' 15 
<!) 

f-<1() 

5 - - - - - - - - - - - - - - - - - - - - - - - - - -

()~------------------------~ 

-5~+-,_~~-+~~--r-+-+-~~ 

() 4 8 12 16 20 24 
Time of day [h) 

Hour Measured Predicted Hour Measured 

1 27.1 27.48 13 

2 26.9 27.37 14 

3 26.9 27.30 15 

4 26.8 27.22 16 

5 26.8 27.15 17 

6 26.5 27.13 18 

7 26.6 27.18 19 

8 26.6 27.43 20 

9 26.0 27.50 21 

10 26.0 27.53 22 

11 26.0 27.55 23 

12 26.2 27.74 24 

Error distribution 

90 ---- --- -- --

<!) 
u 
!:::: 70 
~ 
S 6o 
u 
0 
<!) 50 
:> 
-~ 40 ~ 

] 
;:::l 30 
u 

20 

10 

- _,..,.,--

26.4 

26.7 

26.7 

27.0 

27.1 

27.2 

27.3 

27.4 

27.4 

27.4 

27.2 

27.2 

Outside 

Measured 

Predicted 

Predicted 

27.86 

28.05 

28.14 

28.18 

28.20 

28.15 

27.99 

27.81 

27.64 

27.56 

27.49 

27.49 

0 LL~L-l+Ll......J5 --j-L2...;_1_.fJ....2......:..5Lt-L-......:.3 -'--t--"3-.5-'-t-'--4 --'-~--'"4-:-:_5~:-5.<::----'l 
0.5 

Error [0 C] 

252 
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Study 85 

Inside air temperatures 

45,--------------------------

40 --------------------------------

35 - - - - - - - - - - - - - - - - - - - - -- - - - - - - - - - -

[)30 

::.....25 
~ 

~ 20 
<U 

815 
<U 
E-<]() 

() +-----------------------~ 

-5+--+-4-~~-+-+~~--~~~ 

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 25.5 23.80 13 

2 25.5 23.74 14 

3 25.5 23.58 15 

4 25.5 23.56 16 

5 25.4 23.65 17 

6 25.4 23.72 18 

7 25.4 23.83 19 

8 25.4 23.94 20 

9 25.3 24.13 21 

10 25.4 24.31 22 

11 25.5 24.50 23 

12 25.6 24.68 24 

Error distribution 

<U 
() 

90 -------- - --

80 - - - - - - - - - - -

=: 70 
~ s 60 
() 

0 
<U 50 
> 
-~ 40 

~ ;:::l 30 
u 

20 

25.7 

25.9 

26.0 

26.0 

26.1 

26.0 

26.1 

26.0 

26.0 

25.9 

25.8 

25.7 

Outside 

Measured 

Predicted 

Predicted 

24.78 

24.83 

24.76 

24.69 

24.58 

24.51 

24.41 

24.26 

24.17 

24.10 

23.97 

23.87 

() _j_-+L.l+L-'-4L:..:.J+L-'-4..L.:..Jlf-L--'4_j_Lt-'-:---::-'-f--'-:"-::-...._, 
1.5 2 2.5 3 3.5 0.5 

Error [0 C] 

253 
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Study 86 

Inside air temperatures 

45r-----------------------~ 

40 ----- 0------ 0-------- 0-------.--

Outside 
35 - - - - - - . - . - - - - - - - - - - - - - - - - - - - - - - -

Measured 

Predicted 

5 - - - -- - - - - - - - - - - - - - - - - - - . - --- - - - -

0+-----------------------~ 

-5+-+-~~~~~~-+-+-4~~ 

() 4 X 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured Predicted 

1 28.1 28.90 13 28.0 30.00 

2 28.1 28.80 14 28.2 29.90 

3 28.0 28.70 15 28.4 29.90 

4 28.0 28.70 16 28.5 29.70 

5 27.8 28.70 17 28.6 29.70 

6 27.8 28.80 18 28.6 29.60 

7 27.9 29.00 19 28.6 29.60 

8 27.9 29.10 20 28.6 29.30 

9 27.4 29.20 21 28.5 29.40 

10 27.5 29.40 22 28.4 29.40 

11 27.7 29.70 23 28.4 29.10 

12 27.9 29.80 24 28.3 28.90 

Error distribution 

100 

90 --------------------------0·------~ 

xo 
Q) 
u = 70 
~ 

---

::1 60 u 
u 
0 

50 Q) 
;:. 
-~ 40 
"5 s 30 
;:l 
u 

20 

10 

0 
0.5 1.5 2 2.5 3 3.5 4 4.5 5.0 

Error [0 C] 
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Study 87 

Inside air temperatures 

45~----------------------~ 

40 ... -- - ---.-.-

35 .... - - . - - . -- - - - - - - - - - - - . - - - - -

[)30 

~25 
;::l 

'§ 20 
Q) 

8' 15 
Q) 

E--<w 

5 . - - -- - - - - - . - - - .. - - - -- - - . - - -- - - - . 

or-------------------j 
-5-t-+-~~~~-+-+-4~-~~ 

0 4 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 27.2 27.83 13 27.2 

2 27.1 27.76 14 27.4 

3 27.0 27.52 15 27.5 

4 26.9 27.60 16 27.6 

5 26.8 27.63 17 27.7 

6 26.7 27.85 18 27.6 

7 26.9 27.92 19 27.5 

8 27.0 28.13 20 27.5 

9 26.7 28.32 21 27.5 

10 26.8 28.53 22 27.4 

11 26.9 28.82 23 27.3 

12 27.0 29.05 24 27.2 

Error distribution 

100 

90 

so 
Q) 

u ;::: 70 --t 
;:j 60 u u 
0 
Q) 50 -
;;. 

·.g 40 s s 30 ;:j 

u 
20 

10 

() 
2.5 3 3.5 0.5 1.5 2 
Error [0 C] 

255 

Outside 

Measured 

Predicted 

Predicted 

29.05 

29.23 

29.06 

29.02 

28.79 

28.77 

28.60 

28.39 

28.31 

28.22 

28.04 

27.90 
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Study 88 

Inside air temperatures 

45~----------------------~ 

40 ------- "- " - ------ -- ----- - -- --- "-

35 - - - " - - - - - - " " " " " - - " - - - - - - - - - - - - - -

[)30 

~25 
1-< 
;:I 
~ 20-----
<l.l ,___.,.__..,.._,_ __ 

615 
<l.l 

E-< 10 -------" "-"---"""-" ""----"------

5 - - " - - - - - - " - - - -- - - - " - " " - " - - - - " - - -

O+--------------
-Sr-+-,_~-r~-+-+-1~~~~ 

() 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 25.4 24.25 13 25.1 

2 25.3 24.11 14 25.2 

3 25.2 23.95 15 24.7 

4 25.2 23.84 16 24.8 

5 25.2 23.72 17 24.9 

6 25.2 23.68 18 25.1 

7 25.3 23.70 19 25.2 

8 25.3 23.82 20 25.2 

9 25.4 24.04 21 25.2 

10 25.5 24.20 22 25.1 

11 25.6 24.34 23 25.1 

12 25.6 24.37 24 25.4 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

24.59 

24.69 

24.89 

25.24 

25.31 

25.30 

25.18 

25.02 

24.91 

24.85 

24.67 

24.45 

100~-------~-r.-~rr~~~~~~n 

90 "-"- --" _r"'""'""-

80 - - - - - - - -
<l.l 
C) 

t::::: 70 
§ 
5 60 
() 
0 
<l.l 
> ·.g 
] 
;:I 
u 

50-

40 

30 

20 

10 

() 

r: 

0.5 

- ... --

.. 

1.5 2 2.5 3 3.5 4 4.5 5.0 
Error [0 C] 

256 
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Study 89 

Inside air temperatures 

45~----------------------~ 

40 --------------

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

v3o-
~25 ~~~~~~~~~~~~ 
;:l 

[! 20 
Q.) 

E' 15 
Q.) 

E--< 10 

5 - - - -- - - - - - - - - - - - - - -- - - - - - -

or-----------------------~ 

-5r-+-+-+-+-+-,_~~~~~~ 

() 4 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

Q.) 
(_) 

1:::: 

~ 
;:l 
(_) 
(_) 

0 
Q.) 50 
:> 

-.g 40 
"5 
§ 30 
u 

20 

26.2 

26.1 

26.0 

26.0 

26.0 

26.1 

26.2 

26.2 

26.2 

26.3 

26.4 

26.4 

25.26 13 25.9 

25.13 14 25.9 

24.97 15 25.6 

24.86 16 25.7 

24.75 17 25.8 

24.70 18 26.0 

24.71 19 26.1 

24.81 20 26.1 

25.02 21 26.1 

25.15 22 26.1 

25.28 23 26.1 

25.31 24 26.2 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

25.49 

25.58 

25.78 

26.09 

26.17 

26.17 

26.07 

25.93 

25.84 

25.79 

25.64 

25.45 

10 

o+-L:__l___j_L..:.L+l------J+lL..:..L+L---..J+-~~r--:-:-...L.j--'-'-----J-.t-'---'--t-'-~ 
1.5 2 2.5 3 3.5 4 0.5 

Error [0 C] 

257 
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Study 90 

Inside air temperatures 

45,-----------------------~ 

40 --------- ------------------ --- -

35 - - - - - - - - - - - - - - - - - - - - - - - -

[)30 

i25 
:::: e 20 --
C1.) ~-f3--.s--e--....-"' 8' 15 
C1.) 

E-< 10 --------------------------------

5 - - - - - - - - - - - - - - - - -- - - - - - - - - - - - - - -

or------------------------
-Sr-+-~4-~-r~~-+-+-+~~ 

() 4 X 12 16 20 24 
Time of day [h] 

Outside 

Measured 

Predicted 

Hour Measured Predicted Hour Measured Predicted 

1 24.9 23.47 13 24.6 23.58 

2 24.7 23.34 14 24.7 23.66 

3 24.6 23.25 15 24.7 23.84 

4 24.6 23.12 16 24.9 24.08 

5 24.5 23.02 17 25.1 24.11 

6 24.5 23.00 18 25.2 24.11 

7 24.5 22.94 19 25.2 24.05 

8 24.5 23.00 20 25.2 23.96 

9 24.5 23.21 21 25.1 23.91 

10 24.6 23.30 22 25.0 23.84 

11 24.6 23.41 23 25.0 23.76 

12 24.7 23.44 24 25.0 23.60 

Error distribution 

100 .. 

l)() --------- .. 
,---

so - ~ - - - - - -
_Cl.) 

u 
s::: 70 C1.) 

~ 
:::: 60 u 
u .,,,, 
0 
C1.) 50 
~ 

·~ 40 
"5 
8 30 --------
;:I 
u -· --20 --------

10 ----n--
() 

1.5 2 2.5 3 3.5 4 4.5 5.0 0.5 
Error [0 C] 

258 
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Study 91 

Inside air temperatures 

45,------------------------

40 --------- ------- ----------

35 - - - - - - - - -

5 - - - - - . - --- . - - -- - - - - - -- -- - - - - - - - -

0-j-----------------1 

-5+-+-~,_~~-r-r-+-+-+~---1 

0 4 8 12 16 20 24 

Time of day [h] 

Hour Measured Predicted Hour Measured 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

C1) 
(.) 

90 

80 

~ 70 
~ 
B 6o 
(.) 

0 
C1) 
;;. 

-~ 40 

] 
;::l 30 
u 

20 

25.1 

25.0 

24.8 

24.8 

24.7 

24.6 

24.5 

24.5 

24.5 

24.5 

24.6 

24.7 

24.74 13 24.5 

24.59 14 24.8 

24.42 15 25.1 

24.29 16 25.5 

24.16 17 25.7 

24.11 18 25.8 

24.04 19 25.8 

24.10 20 25.8 

24.28 21 25.7 

24.44 22 25.6 

24.60 23 25.5 

24.66 24 25.2 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

24.88 

25.01 

25.22 

25.55 

25.64 

25.66 

25.57 

25.44 

25.36 

25.30 

25.13 

24.93 

10 

0~~-i~~~~~~~~~~~~ 
1.5 2 2.5 3 3.5 4 0.5 

Error [0 C] 

259 
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Study 92 

Inside air temperatures 

45~----------------------~ 

40 - ------- - -------- ---------- --- --

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

u3o 

~25 
::s 
Oj 20 
~ 

81s 
C1.l 

f-; 10 

5 - - - - - - - - - - - - - - - - - - - - -

0+-------------------------
-5+-+-~~~-r~-+-+-+-4~--

0 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

C1.l 
() 

90 

80 

t::: 70 
~ 
g 60 
() 

~ 50 
;. 

·.g 40 

] 
::s 30 
u 

20 

19.5 

19.3 

19.2 

19.1 

19.1 

19.1 

19.0 

19.0 

19.0 

20.1 

20.5 

21.3 

19.28 13 21.6 

19.15 14 21.9 

18.93 15 22.1 

18.67 16 22.1 

18.47 17 22.1 

18.47 18 21.7 

18.69 19 20.9 

18.70 20 20.5 

19.04 21 20.1 

19.33 22 20.0 

20.22 23 19.7 

20.86 24 19.6 

Error distribution 

Outside 

Measured 

Predicted 

Predicted 

21.48 

21.95 

22.60 

22.82 

22.82 

22.11 

20.96 

20.48 

20.24 

19.96 

19.59 

19.48 

10 

olL~LJ+L~~+L~LJ+L~~~~~ 
2.5 3 3.5 0.5 1.5 
Error [°C] 

260 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



APPENDIX B. VERIFICATION STUDIES 

Study 93 

Inside air temperatures 

45,-----------------------~ 

40 --------------------

35 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

5 - - - -- - - - -- --- - - - - - - - - - - - - --- - - - -

() +-------------------------l 

-5r-+-+-+-+-~,_~,_~~~~ 

() 4 8 12 16 20 24 
Time of day [h] 

Hour Measured Predicted Hour Measured 

1 20.9 

2 20.8 

3 20.7 

4 20.5 

5 20.4 

6 20.4 

7 20.4 

8 20.4 

9 20.9 

10 21.4 

11 22.3 

12 23.0 

100 

90 

0) 
() 
~ 70 0) 

~ 
::I 60 () 
() 

0 
0) 50 
;> 

·:g 40 
s s 30 
::I 
u 

20 

10 

() 

0.5 

21.73 13 

21.59 14 

21.32 15 

21.04 16 

20.86 17 

20.75 18 

20.89 19 

21.13 20 

21.51 21 

21.90 22 

22.78 23 

23.42 24 

Error distribution 

1.5 2 2.5 3 
Error [0 C] 

23.8 

24.1 

24.5 

24.8 

24.8 

24.7 

23.5 

22.9 

22.6 

22.4 

22.0 

21.5 

261 

Outside 

Measured 

Predicted 

Predicted 

24.07 

24.46 

24.98 

25.10 

25.11 

24.54 

23.36 

22.91 

22.70 

22.44 

22.06 

21.90 
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Study 94 

Inside air temperatures 

45~----------------------~ 
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C.l CLIMATE DATA 

Hot and cold day climate data for the following venues are provided in the climate database: Bisho, 

Bloemfontein, Cape Town, Durban, East London, George, 1 an Smuts, Kimberley, Mmabatho, 

Phalaborwa, Pieters burg, Port Elizabeth, Pretoria, Secunda and U pington. 

C.2 MATERIALS 

The thermodynamic properties for a representative number of materials are provided in the mater

ials data base. 

C.3 DEFAULT VALUES 

The following default values have been programmatically set: 

Occupancy: The occupancy for a building is calculated on the basis of the floor area and is 

determined from: 

Occupants == 0.111 x floor area (C.l) 

It is assumed that all the occupants are in the building between 17h00 and 6h00. During the day 

time one third of the occupants are home. 

Internal loads: Internal loads are generated from the occupancy data and from lights and cooking. 

The default values are: 

Convective loads == 7 x floor area [W] (C.2) 

Latent loads== 5.2 x floor area [W]. (C.3) 

The energy used for heating is not included in these internal loads since the program calculates the 

required energy. This energy consumption forms part of the norms that are discussed in the next 

section. 
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C.4 INFILTRATION RATES 

Infiltration rates are calculated from the relation suggested by ASHRAE [1], (see chapter 2) The 

natural ventilation rates are calculated as outlined in Richards [2]. 
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Agrement Report 

Agrement uses a grading system to evaluate the thermal performance of a new building system. 

The thermal performance of the new system is rated relative to a number of standard buildings. 

This evaluation consists of the following two ratings: 

1. The comfort temperature in summer, i.e. the maximum environmental temperature reached 
inside the dwelling. 

2. The energy used to keep the building at 16 °C during the cold months for a given climate. 

The potential for condensation on any building surface is also given. 

Comfort evaluation results for Venter's Home are as follows: 

Pretoria 

Building description: Environmental temperature roc] 
Brick house (30m2) 28.87 

Brick house (100m2) 29.02 

Brick house (53 m2) 29.35 

Brick house (77m2) 29.77 

Venter's Home 37.15 

Shack (41 m2) 39.78 

Energy evaluation results for Venter's Home are as follows: 

Pretoria 

Building description Energy usage [k Wh/m2year] Condensation 

Brick house (77 rn2) 2.79 No 

Brick house (53 m2) 5.05 No 

Brick house (30 rn2) 7.01 Yes 

Brick house (100m2) 7.58 No 

Venter's Home 52.26 Yes 

Shack (41 rn2) 202.56 Yes 

Potential for condensation was found for the following surface(s) of the Venter's Home: 

Surface: Condensation~ Surface temperature roc] 
Roof1 4.35 

Back Wall 8.06 

Front Wall 4.81 

Side wall 1 South 1.92 

Side wall 1 North 4.91 

Side wall 2 South 2.07 

Side wall 2 North 5.24 
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Appendix to Agrement Report: Building description summary 

The Building zone: Main dwelling consists of the following elements: 

Element: Floor Area [m2]: 35.00 
Layers: Thickness [m]: 
Soil 0.075 

Element: Back Wall Area [m2]: 8.82 
Layers: Thickness [m]: 
Brickwork 0.110 

Element: Front Wall Area [m2]: 7.22 

Layers: Thickness [m]: 

Brickwork 0.110 

Element: Front Door Area [m2]: 1.60 

Layers: Thickness [ m]: 

Wood Ply- 0.005 

AIRSPACE 0.040 

Wood Ply- 0.005 

Element: Front Window Area [m2]: 1.00 

Layers: Thickness [m]: 

Glass 0.006 

Element: Back Window Area [m2]: 1.00 

Layers: Thickness [m]: 

Glass 0.006 

Element: Side wall 1 
Area [m2]: 11.78 

South 

Layers: Thickness [m]: 

Mild Steel 0.002 

Expanded Polystyrene 0.013 

Hardboard 0.004 

Element: Side wall 1 
Area [m2 ]: 11.78 

North 

Layers: Thickness [m]: 

Mild Steel 0.002 

Expanded Polystyrene 0.013 

Hardboard 0.004 
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Element: Side wall 2 
Area [m2]: 11.78 

South 

Layers: Thickness [m]: 

Mild Steel 0.002 

Expanded Polystyrene 0.013 

Hardboard 0.004 

Element: Side wall 2 
Area [m2]: 11.78 

North 

Layers: Thickness [m]: 

Mild Steel 0.002 

Expanded Polystyrene 0.013 

Hardboard 0.004 

Element: Roof1 Area [m2]: 11.78 

Layers: Thickness [m]: 

Mild Steel 0.002 

Expanded Polystyrene 0.013 

Hardboard 0.004 
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INTEGRATED SIMULATIONS: Case 
Study 1 

A building that has been retrofitted in order to achieve energy savings is investigated. Meas

urements of actual thermal performance are used to verify the simulation tool results. In this 

appendix, the details of the system parameters are presented. The results are shown and discussed 

in chapter 7. 
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E.l INTRODUCTION 

The building is a multi-storeyed combined laboratory and office building situated approximately 

35 km west of Pretoria. The building was built in the seventies and supplied with a constant 

volume reheat HVAC system. The original system was designed as a constant volume system 

with the supply air temperature fixed for a given zone, irrespective of the load present inside the 

building or of the outside conditions. 

During a retrofit study it was found that an enormous amount of energy is wasted on reheating 

the supply air at the reheat coils. A suggestion that the supply air temperature should be reset 

according to the outside air temperature was implemented. In this appendix, the detail of the 

building and system parameters are provided. 

E.2 BUILDING DESCRIPTION 

The building is a four-storeyed office and laboratory building. The total floor area is approximately 

11 000 m2. Sixty per cent of the building is used for laboratories, and forty per cent for offices. 

The building is divided into three phases, H-1, H-2, and H-5. 

A large number of extraction hoods are installed in the laboratories. The extraction hoods are 

connected to three large extraction duct systems. H-2 has two extraction systems installed and 

there is one installed in H-5. 

E.3 HVAC SYSTEM DESCRIPTION 

The greatest part of the building is equipped with a once-through HVAC system. This is due to the 

fact that the substances used in the building are hazardous to human life. 

A schematic of the building and its heating ventilation and air-conditioning system (HVAC system) 

is shown in figures E.1 to E.3. There are nine zones in all, each supplied by its own air-handling 

unit from the main plant room. The system was a constant volume constant temperature system 

with reheat. 

There are three primary chiller units. At the time when the current measurements were taken, only 

two of the chillers were in operation. They are shown on the diagrams. All of them reject heat via 

cooling towers to the atmosphere. 

The chillers supply nine air-handling units (AHUs) with chilled water. Most of the air-handling 

units are also equipped with a heating coil. Warm water is supplied from a heat exchanger where 

steam is used as a source of energy. 
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The supply air is transported to the various building zones via an air ducting system. Reheat coils 

at the entrance to each room or zone regulate the temperature in the room or zone. The warm 

water for these reheat coils comes from the same source as for the heating coils in a number of the 
AHUs. 

A number of the AHU s are equipped with steam humidifiers. These are indicated in the schem

atic figures E.1 to E.3. The system components are listed in tables E.1 to E.3, for the sake of 

completeness. 

Component Make and Model Status 
Chiller Carrier 30 HR 160A 190 Non-operational 

Cooling tower Sulzer-Escher Wyss EWR 324-06020 Non-operational 

Cooling coil Searl Bush Operational 

Heating coils Searl Bush Operational 

Supply air fans Nikotra ADZ 500 Operational 

Chilled water pump KSB ETA 80-400 Operational 

Condenser water pump KSB ETA 125-315 Non-operational 

Hot water pump KSB ETA 80-400 Operational 

Re-heaters Dolphin Engineering NS/SP Operational 

Table E.l: Components for the HVAC system of building H -1. 

Component Make and Model Status 

Chiller York HTD2C2-5BD Operational 

Cooling tower B.A.C. VLT-125 Operational 

Cooling coil Searl Bush Operational 

Heating coils Searl Bush Operational 

Supply air fans Donkin BCC 4811.0 ( three of) Operational 

Chilled water pump KSB ETA 125-400 Operational 

Condenser water pump KSB ETA 125-400 Operational 

Hot water pump KSB ETA 125-400 Operational 

Re-heaters Dolphin Engineering NS/SP Operational 

Table E.2: Components for the HVAC system of building H-2. 
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Component Make and Model Status 

Chiller York Operational 

Cooling tower B.A.C. VLT-125 D Operational 

Cooling coil Searl Bush Operational 

Heating coils Searl Bush Operational 

Supply air fans 
Donkin BCC 36/1.0 ( two of) 

Operational 
Donkin BCC 33/1.0 

Chilled water pump KSB ETA 125-400 Operational 

Condenser water pump KSB ETA 125-400 Operational 

Hot water pump KSB ETA 125-400 Operational 

Re-heaters Dolphin Engineering NS/SP Operational 

Table E.3: Components for the HVAC system of building H-5. 

Although most of the information can be determined from the given specification in the tables, the 

procedure to determine them will be outlined in section E.4. 

E.4 SYSTEM MODEL PARAMETER SUMMARY 

There are various components that make up this HVAC system and the building. Each of these 

systems will be treated in a separate section. For each class of component, the parameters of one 

will be determined in some detail, and for the others, only the results will be given. It should be 

pointed out that the models will not be repeated here since they are available in reference [1]. 

E.4.1 Building zones 

The building consists of a large number of laboratories and offices. Every office and laboratory 

cannot be simulated as a separate zone. This would make the simulation excessively complicated. 

The building was divided into zones by lumping all the areas that are serviced by the same air

handling unit together. At the time that the measurements were taken there were nine active AHUs, 

thus there were nine zones used in the simulation. 

The zones are specified by specifying each building element. The roofs, floors and walls are 

specified by the areas, layers from which they are made, and whether they are internal, external, 

partitions or in ground contact (in the case of some of the floors). An internal wall (roof or floor) 

is one that has another zone on the other side. An outside wall (roof or floor) is exposed to the 
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outside environment. A partition is a building element (wall, roof or floor) that is inside a given 
zone. 

For elements that are exposed to the outside environment, the emissivity and absorptivity need to 

be specified. For windows, the transmissivity is also required. The details of these zones can be 

found in the project file on the magnetic disc at the back of this document. 

E.4.2 Chillers 

Two chillers were operational at the time the studies were performed. The one is a centrifugal 

YORK chiller (HTD2C2-5BD). The other is a reciprocating CARRIER chiller (30 HR 160 A 
190). 

The modelling for the chiller is done using the following correlation expression for the capacity: 

and the power consumed by: 

where 

Correlation coefficients 

Evaporator capacity, kW 

Power consumed by the compressor, kW 

Mass flow rate of the water into the condenser, kg/s 

Mass flow rate of the water into the evaporator, kg/s 

The temperature of the water entering the condenser, ° C 

The temperature of the water entering the evaporator, °C. 

(E.1) 

(E.2) 

The resultant coefficients were obtained by means of a least square fit on the manufacturer's data, 

and are given in tables E.4 and E.5. 

YORK HTD2C2-5BD 

coefficient number 0 1 2 3 4 

a 0.219 4.9 1o-4 20.917 -0.005 0.004 

b 439.811 -3.9 10-4 -5.867 0.003 6.857 

Table E.4: Correlation coefficients for the York chiller model. 
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CARRIER 30 HR 160 A 190 

coefficient number 0 1 2 3 4 
a 75.413 3.437 15.068 -1.189 2.826 
b 39.347 7.917 -9.646 0.973 1.571 

Table E.5: Correlation coefficients for the Carrier chiller model. 

E.4.3 Cooling towers 

Two cooling towers were operational at the time of measuring. They were B.A.C. VLT-125 D and 

Sulzer-Escher Wyss EWR 324-06020. The performance of a cooling tower is modelled using the 

overall thermal resistance: 

(E.3) 

where 

AU Overall thermal resistance, °C /W 

ai, Correlation coefficients 

m1 Mass flow rate of the water into the tower, kg/s 

tzi The temperature of the liquid entering the tower, °C. 

The performance data for the cooling towers were not available from the suppliers. This is due to 

the fact that the equipment was no longer in production. Seeing that the cooling towers are not 

critical to the energy consumption of the building as a whole, the closest available towers were 

used. The correlation coefficients used for the cooling towers are shown in table E.6. 

B.A.C. VLT-125 D 

coefficient number 0 1 2 3 4 5 

a 1721.8 0.9836 -52.883 -7.7 10-4 0.5565 -6.9 10-3 

Table E.6: Correlation coefficients for the B.A.C. cooling tower. 
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E.4.4 Pumps 

The pumps that are used in this simulation are given in the tables E.1 through E.3. The pump 

performance is modelled using two coefficients. They are the flow coefficient defined as: 

mt 
Kt·--. - pznD3 

and the pressure head coefficient as: 

The relation between Kh and K_r is given by 

2 Kk Kh = ao +atK_r+a2K_r + ... +ak f 

and the relation between K_r and 11 is given by 

Here 

K.r Flow coefficient 

Kh Pressure head coefficient 

11 Pump efficiency 

ai Correlation coefficients for Kh versus K.t 
hi Correlation coefficients for 11 versus K_r 
D Rotor diameter, m 

dPt Static pressure rise, Pa 

mz Mass flow rate through the pump, kg/s 

n Rotational speed of the pump, rpm 

p Density of the fluid, kg/m3 . 

(E.4) 

(E.5) 

(E.6) 

(E.7) 

The coefficients used for pump KSB ETA 80-400 are given in table E. 7, for pump KSB ETA 

125-315 in table E.8, and for pump KSB ETA 125-400 in table E.9. 
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KSB ETA 80-400 

coefficient number 0 1 2 
a 0.0015 1.8431 -5980.1 
b 0.0866 3756.1 -6.5 106 

Table E. 7: Correlation coefficients for pump KSB ETA 80-400. 

KSB ETA 125-315 

coefficient number 0 1 2 
a 0.0012 0.2993 -490.797 
b 0.2180 1395.7 -8.2 105 

Table E.8: Correlation coefficients for pump KSB ETA 125-315. 

KSB ETA 125-400 

coefficient number 0 1 2 

a 0.0016 0.6849 -1111.7 

b 0.1172 1778.9 -1.3 106 

Table E.9: Correlation coefficients for pump KSB ETA 125-400. 

E.4.5 Fans 

The fans are modelled in a similar manner to the pumps, and the regressions, and head and pressure 

coefficients are defined as for the pumps. The subscript '1' (for liquid) can be replaced by 'a' (for 

air). Four distinct fan models were used in this building. These are Nikotra ADZ 500 (coefficients 

given in table E.10.), Donkin BCC 48/1.0, BCC 36/1.0, and BCC 33/1.0 (coefficients given in 

table E.11 to table E.13). 

Nikotra ADZ 500 

coefficient number 0 1 2 3 4 5 

a 0.0051 -0.2739 10.1945 -215.82 1697.63 -5038.04 

b 0.1299 25.0555 -323.683 1015.07 

Table E.1 0: Correlation coefficients for fan Nikotra ADZ 500. 
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Donkin BCC 4811.0 

coefficient number 0 1 2 

a -8.0 10-4 0.4595 -25.1840 

b -1.9822 515.64 -2.3 10-4 

Table E.11: Correlation coefficients for fan Donkin BCC 48/1.0. 

Donkin BCC 3611.0 

coefficient number 0 1 2 

a 0.0013 0.0725 -7.6054 

b -0.2498 206.11 -9.7029 

Table E.12: Correlation coefficients for fan Donkin BCC 36/1.0. 

Donkin BCC 33/1.0 

coefficient number 0 1 2 

a 0.0010 0.1207 -9.6927 

b -0.2973 215.63 -1.0 104 

Table E.13: Correlation coefficients for fan Donkin BCC 33/1.0. 

E.4.6 Heating and cooling coils 

The modelling of the coils is performed by specifying the heat transfer coefficient as a function of 

the face velocity of the incoming air. The heat transfer coefficient is given as 

(E.8) 

where 

ai Correlation coefficients 

h0 Heat transfer coefficient, W/m2 °C 

V Coil air face velocity, m/s. 

As was the case with the cooling towers, the exact data for the cooling and heating coils were not 

available. The following data were used for the respective coils. The coefficients for the cooling, 

heating and reheating coils are given in tables E.14 to E.16. 
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Cooling coils 

coefficient number 0 1 2 Area ratio 
a 18.2447 2.0115 0.02477 18.8 

Table E.14: Correlation coefficients for cooling coils. 

Heating coils 

coefficient number 0 1 2 Area ratio 
a 18.6590 3.7534 -0.1714 13.8 

Table E.15: Correlation coefficients for heating coils. 

Re-heat coils 

coefficient number 0 1 2 Area ratio 

a 18.7290 5.1079 -0.3912 11.3 

Table E.16: Correlation coefficients for re-heat coils. 

E.4. 7 Control system 

The parameters needed for the retrofit study are those of the heating and cooling coils. They can 

be seen in the following table: 

Throttling Controlled Outside air Reset 

range parameter conditions setpoint 

Low High Low High Low High Low High 

Cooling coils 16 14 1 0 24 14 15 20 

Heating coils 13 11 0 1 24 14 10 15 

Re-heating coils 19 22 1 0 - - - -

Table E.17: Control parameters as implemented in the simulation tool. 

The chilled water temperature was controlled at 8.5 °C and the condenser water at 30 °C. 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



APPENDIX E. INTEGRATED SIMULATIONS: CASE STUDY 1 

. . : I . : 

~ !~ !~ 

0 

I I ' I I I ' I I 
I ~ ___ -i- ___ _l _ _ l_l ____ -i- __ -:-- ~ __:--, 
L __ --.!....--- _l __ I_----~----.--- -l I 

¢. I ¢ II 

AHU2 

----- T 

o --or 
AHU3 

I . 
~ ----~----------~ --- ..J 

Cooling 
water pump 

Condenser 
water pump 

Chiller 

Cooling tower 

Legend 

Cold water 
Hot water 

Air 

From heat 
exchanger 

Control signal 

Figure E.l: Layout of the H-1 building HVAC system. 
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Figure E.2: Layout of the H-2 building HVAC system. 
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INTEGRATED SIMULATIONS: Case 
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In this appendix, the details of the building and HVAC system for the second case study discussed 

in chapter 7 are described. 
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F.l INTRODUCTION 

The building is a double-storeyed house situated to the east of Pretoria. Four of the building zones 

are serviced by an air-conditioning unit. A schematic of the building and system is shown in fig

ure F.l. Return air temperature is used as an indication of the effective average zone temperatures. 

The model parameters are presented in section F.2. 
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Figure F.l: Layout of the building and HVAC system. 

F.2 SYSTEM MODEL PARAMETER SUMMARY 

The building and HVAC system considered in this appendix are comparativ~ly sim~le. The only 

regressions that are needed are those for the ducted split air-conditioning untt. Agatn, the model 

will not be repeated here since that it is available in reference [1]. 
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F.2.1 Building zones 

Only the four zones that are supplied by the air-conditioner are modelled in the simulation pro

gram. 

The zones are specified by specifying each building element. The roofs, floors, and walls are 

specified by the areas, layers from which they are made, and whether they are internal, external, 

partitions or in ground contact (in the case of some of the floors). An internal wall (roof or floor) 

is one that has another zone on the other side. An outside wall (roof or floor) is exposed to the 

outside environment. A partition is a building element (wall, roof or floor) that is inside a given 

zone. 

For elements that are exposed to the outside environment, the emissivity and absorptivity need to 

be specified. For windows, the transmissivity is also required. The details of these zones can be 

found in the project file on the magnetic disc at the back of this document. 

F.2.2 Ducted split unit 

A ducted split unit was used in the building. The modelling for the unit is done using the following 

correlation expression for the capacity: 

for the latent load capacity: 

and the power consumed by: 

where 

Correlation coefficients 

Evaporator total capacity, kW 

Evaporator latent capacity, kW 

Power consumed by the compressor, kW 

Mass flow rate of the air into the evaporator, kg/s 

(F.l) 

(F.2) 

(F.3) 
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tdbi The dry-bulb temperature of the air entering the evaporator, °C 

twbi The wet-bulb temperature of the air entering the evaporator, °C 

tdbo The dry-bulb temperature of the air entering the condenser (ambient air), °C. 

Rheem ducted split unit 

coefficient number 0 1 2 3 4 

a 5.801 4.931 -7.7 to-7 -0.064 -0.090 

b 2.319 6.493 0.379 -0.672 0.056 

c 1.089 0.918 -2.1 10-7 -0.059 0.090 

Table F.1: Correlation coefficients for the Rheem ducted split unit. 

F.2.3 Control system 

On/off control is implemented in this system. The temperature at which the system is switched on 

is 19 °C, and it is switched off at 16.5 °C. The temperature in the return air duct is measured as an 

indication of the average zone temperatures in the four zones supplied by the air-conditioner. 
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INTEGRATED SIMULATIONS: Case 
Study 3 

The parameters used in the third case study described in chapter 7 are given in this appendix. The 

building is situated on the campus of the University of Pretoria. 
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G.l INTRODUCTION 

The building schematic is shown in figure G.1. The building is a two-storeyed building. One of 

the AHUs in the system supplies four building zones. These zones could be measured separately, 

therefore the zones will be modelled individually. The other two AHU s each supply to their own 

building zone. 

Return air from the four zones is mixed, and the temperature and humidity are measured. The 

temperature is used as indication of the average of the zone temperatures. The other two AHU s' 

return air is measured and controlled directly. Dehumidification is performed by using the cooling 

coils. No humidification is attempted. 

Heating is performed by using hot water supplied from an electric boiler. In this case study, the 

water temperature was measured, so the boiler was not modelled. 

The system components are given in table G .1. 

Component Make and Model 

Chiller Trane LCG03A 

Cooling coil Trane 

Heating coils Trane 

Supply air fans Nikotra ADZ 180 

Chilled water pump KSB ETAX 40-250 

Hot water pump KSB ETA 40-160 

Table G.1: Components for the HVAC system. 

Although most of the information can be determined from the given specification in the tables, the 

procedure to determine them will be outlined in section 0.2. 

G.2 SYSTEM MODEL PARAMETER SUMMARY 

There are various components that make up this HVAC system and the building. Each of these 

systems will be treated in a separate section. The complete models will not be repeated here since 

they are available in reference [1]. 

G.2.1 Building zones 

The building consists of a number of studios and offices. The building was divided into zones by 

lumping all the areas that are serviced by the same air-handling unit together. 
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The zones are specified by specifying each building element. The roofs, floors, and walls are 

specified by the areas, layers from which they are made, and whether they are internal, external, 

partitions or in ground contact (in the case of some of the floors). An internal wall (roof or floor) 

is one that has another zone on the other side. An outside wall (roof or floor) is exposed to the 

outside environment. A partition is a building element (wall, roof or floor) that is inside a given 
zone. 

For elements that are exposed to the outside environment, the emissivity and absorptivity need to 

be specified. For windows, the transmissivity is also required. The details of these zones can be 

found in the project file on the magnetic disc at the back of this document. 

G .2.2 Air-cooled chiller 

The chiller used is a Trane LCG03A that was modified to an air-cooled chiller. The modelling for 

the chiller is done using the following correlation expression for the capacity: 

and the power consumed by: 

where 

Correlation coefficients 

Evaporator capacity, kW 

Power consumed by the compressor, kW 

Mass flow rate of the water into the evaporator, kg/s 

The temperature of the air entering the condenser, °C 

The temperature of the water entering the evaporator, °C. 

Trane LCG03A (modified) 

coefficient number 0 1 2 

a 2.094 -1.432 2.347 

b 32.819 -7.623 0.538 

3 

-0.284 

0.008 

Table G.2: Correlation coefficients for the Trane chiller model. 

(G.l) 

(G.2) 
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G.2.3 Pumps 

The coefficients used for pump KSB ETAX 40-160 are given in table G .3 and for pump KSB ETA 

40-250 in table G.4. 

KSB ETAX 40-160 

coefficient number 0 1 2 

a 0.0015 0.4214 -1041.4 

b 0.0645 1724.7 -1.33 106 

Table G.3: Correlation coefficients for pump KSB ETAX 40-160. 

KSB ETA 40-250 

coefficient number 0 1 2 

a 0.0015 2.0137 -9942.1 

b 0.1106 3726.5 -7.44 106 

Table G.4: Correlation coefficients for pump KSB ETA 40-250. 

G.2.4 Fans 

The coefficients used for fan Nikotra ADZ 180 are given in table G.5. 

Nikotra ADZ 180 

coefficient number 0 1 2 3 

a 0.0023 0.05593 -0.8597 2.3795 

b 0.2044 15.4718 -130.437 -477.297 

Table G.5: Correlation coefficients for fan Nikotra ADZ 180. 

G .2.5 Cooling and heating coils 

The coefficients for the cooling, heating and reheating coils are given in table G.6. 

Cooling and heating coils 

coefficient number 0 1 2 Area ratio 

a 28.5706 5.1147 -0.2492 11.3 

Table G.6: Correlation coefficients for cooling and heating coils. 
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G .2.6 Control system 

The controller parameters for the cooling and heating coils can be seen in the following table: 

Throttling Controlled 

range parameter 

Low High Low High 

Cooling coils (temp) 22 24 0 1 

Cooling coils (humidity) 60 70 0 1 

Heating coils 21.5 16 0 1 

Table G.7: Control parameters for the cooling and heating coils as implemented in the simulation 

tool. 

The parameters for the chiller control are shown in table G.8. 

Loading Unloading 

Temperature Capacity Temperature Capacity 

9.5 0.9 8.8 0 

10 1.0 9.7 0.9 

Table G.8: Control parameters for the chiller as implemented in the simulation tool. 
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Figure G.l: Layout of the building HVAC system. 
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