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Summary

Title Hattendorff’s theorem and Thiele’s differential equation
generalized

Candidate Reinhardt Messerschmidt
Supervisor Prof. Johan Swart
Department Insurance & Actuarial Science
Degree M.Sc. (Actuarial science)

Hattendorff’s theorem on the zero means and uncorrelatedness of losses in dis-
joint time periods on a life insurance policy is derived for payment streams,
discount functions and time periods that are all stochastic. Thiele’s differential
equation, describing the development of life insurance policy reserves over the
contract period, is derived for stochastic payment streams generated by point
processes with intensities. The development follows that in [8] and [7].

In pursuit of these aims, the basic properties of Lebesgue-Stieltjes integration
are spelled out in detail. An axiomatic approach to the discounting of payment
streams is presented, and a characterization in terms of the integral of a discount
function is derived, following the development in [9]. The required concepts and
tools from the theory of continuous time stochastic processes, in particular point
processes, are surveyed.
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Chapter 1

Introduction

Hattendorff’s theorem states that the losses in disjoint time periods on a life
insurance policy have zero means and are uncorrelated, so that the variance of
the total loss is the sum of the variances of the periodic losses. The original
formulation by K. Hattendorff in 1868 was an approximation based on limit ar-
guments and the normal distribution, and the first rigorous proofs were provided
by J.F. Steffensen in 1929. It is a theoretically important result that brought
together the theories of statistics and life contingencies (see [5], p. xxxviii and
[6], chapter 10).

Thiele’s differential equation describes the development of a life insurance
policy reserve over the contract period. A simple version (in standard actuarial
notation),

d

dt
(tVx) = P̄x + δ(tVx)− µx+t(1− tVx),

was shown by T.N. Thiele to colleagues in 1875, but it was only printed in his
obituary by J.P. Gram in 1910. The theoretical importance of Thiele’s equation
arises from the insight it gives into the dynamics of a life insurance policy,
and its practical importance from its use in the design of policies with reserve
dependent payments (see [5], p. xxxix and [6], chapter 15).

These classical results have been revived through the application of the mod-
ern theory of stochastic processes.

Basic measure theory, as covered in chapters 1-5 of [2], and basic probabil-
ity theory, as covered in chapters 1-3 of [3], are considered to be prerequisite.
Propositions stated without proof are direct consequences of the relevant defin-
itions.
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Chapter 2

Lebesgue-Stieltjes
integration

Functions of finite variation

Suppose x ∈ RR+ , s, t ∈ R+, and s ≤ t. Let

Var(x, s, t) = sup

{
n∑

i=1

|x(ti)− x(ti−1)| : n ∈ N, s = t0 < t1 < . . . < tn = t

}

if s < t, and Var(x, s, t) = 0 if s = t. Var(x, s, t) is called the variation of x over
[s, t].

Proposition 2.1. (a) Var(x+ y, s, t) ≤ Var(x, s, t) + Var(y, s, t).

(b) If c ∈ R, then Var(cx, s, t) = |c|Var(x, s, t).

(c) If s ≤ t ≤ u, then Var(x, s, u) = Var(x, s, t) + Var(x, t, u).

(d) If x is nondecreasing, then Var(x, s, t) = x(t)− x(s).

(e) If x is right continuous, then

Var(x, s, t) = sup

{
2n∑
i=1

|x(ti)− x(ti−1)| : n ∈ N, ti = s+
i

2n
(t− s)

}
.

Proof. (e). The result is clear if s = t, so suppose s < t. Clearly,

sup

{
2n∑
i=1

|x(ti)− x(ti−1)| : n ∈ N, ti = s+
i

2n
(t− s)

}
≤ Var(x, s, t).

2
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CHAPTER 2. LEBESGUE-STIELTJES INTEGRATION 3

Suppose ε > 0 and s = t0 < t1 < . . . < tn = t. x is right continuous,
therefore for every i = 1, 2, . . . , n there exists δi > 0 such that if u ∈ [ti, ti + δi),
then

|x(u)− x(ti)| <
ε

2n
.

Choose n0 ∈ N such that n0 ≥ n and (1/2n0)(t− s) < min{δ1, δ2, . . . , δn}, then
for every i = 1, 2, . . . , n there exists mi ∈ N such that

s+
mi

2n0
(t− s) ∈ [ti, ti + δi).

For every j = 1, 2, . . . , 2n0 , let

t′j = s+
j

2n0
(t− s),

then
n∑

i=1

|x(ti)− x(ti−1)|

≤
n∑

i=1

∣∣x(ti)− x(t′mi
)
∣∣+ n∑

i=1

∣∣∣x(t′mi
)− x(t′mi−1

)
∣∣∣+ n∑

i=1

∣∣∣x(t′mi−1
)− x(ti−1)

∣∣∣
≤

2n0∑
j=1

∣∣x(t′j)− x(t′j−1)
∣∣+ ε

≤ sup

{
2n∑
i=1

|x(ti)− x(ti−1)| : n ∈ N, ti = s+
i

2n
(t− s)

}
+ ε,

from which the opposite inequality follows.

x ∈ RR+ is said to have finite variation if for every t ∈ R+, Var(x, 0, t) <∞,
and to have bounded variation if there existsM ∈ R+ such that for every t ∈ R+,
Var(x, 0, t) ≤M . If x has finite variation, define [x], x⊕, x	 ∈ RR+ by

[x](t) = |x(0)|+ Var(x, 0, t), x⊕ =
[x] + x

2
, x	 =

[x]− x

2
.

x ∈ RR+ is said to have left limits if for every t > 0, lims↑t x(s) exists. If x
has left limits, define x−,∆x ∈ RR+ by

x−(t) =

{
0 if t = 0
lims↑t x(s) if t > 0

, ∆x = x− x−.

Define the relation 4 on RR+ by x 4 y if x ≤ y and for every s, t ∈ R+ such
that s < t, x(t)− x(s) ≤ y(t)− y(s).

If x ∈ RR+ and t ∈ R+, define x(t) ∈ RR+ by x(t)(s) = x(s ∧ t).

Proposition 2.2. Suppose x is a function of finite variation.
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CHAPTER 2. LEBESGUE-STIELTJES INTEGRATION 4

(a) x = x⊕ − x	 and [x] = x⊕ + x	.

(b) [x], x⊕, x	 are nonnegative and nondecreasing.

(c) x has left limits, and x− is left continuous.

(d) If x is right continuous, then so are [x], x⊕, x	.

(e) If x is nonnegative and nondecreasing, then x = [x] = x⊕ and x	 = 0.

(f) [x+ y] 4 [x] + [y].

(g) If a ∈ R, then [ax] = |a|[x].

(h) [x(t)] = [x](t) 4 [x].

Proof. (c). x⊕, x	 are nondecreasing functions, and therefore have left limits,
so x = x⊕ − x	 has left limits.

For the rest, it is sufficient (by parts (a) and (b)) to show that if x is non-
negative and nondecreasing, then x− is left continuous.

For every m,n ∈ N, let

Am,n = {s ∈ [0,m] : (∆x)(s) > 1/n},
A = {s ∈ R+ : (∆x)(s) > 0}.

1
n |Am,n| ≤ x(m), i.e. Am,n is a finite set, therefore A = ∪∞m=1 ∪∞n=1 Am,n is
at most countable, so there exists a strictly increasing sequence (tn)n∈N in R+

such that A ⊆ {tn : n ∈ N}.
For every n ∈ N, let

xn =
n∑

i=1

(∆x)(ti)1([ti,∞)), xd =
∞∑

i=1

(∆x)(ti)1([ti,∞)), xc = x− xd.

These functions are all nonnegative and nondecreasing. Now

(xc)− = xc + ∆(xc) = xc + ∆x−∆(xd) = xc,

i.e. xc is left-continuous. Furthermore, for every n ∈ N,

(xn)− =
n∑

i=1

(∆x)(ti)1((ti,∞)), (xd)− =
∞∑

i=1

(∆x)(ti)1((ti,∞)),

and for every t ∈ R+, ((xn)−) converges uniformly on [0, t] to (xd)−, therefore
(xd)− is left continuous. It follows that x− = (xc)− + (xd)− is left continuous.

(d). Suppose t ∈ R+ and ε > 0. Because x is right continuous, there exists
δ′ ∈ (0, 1) such that if s ∈ [t, t + δ′), then |x(s)− x(t)| < ε/2. There also exist
t = t′0 < t′1 < . . . < t′n = t+ 1 such that

Var(x, t, t+ 1)− ε/2 <
n∑

i=1

∣∣x(t′i)− x(t′i−1)
∣∣ .
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CHAPTER 2. LEBESGUE-STIELTJES INTEGRATION 5

Add t + δ′/2 to this partition to obtain a new partition t = t0 < t1 < . . . <
tm = t+ 1, then t < t1 ≤ t+ δ′/2 < t+ δ′, therefore

Var(x, t, t+ 1)− ε/2 <
n∑

i=1

∣∣x(t′i)− x(t′i−1)
∣∣

≤
m∑

i=1

|x(ti)− x(ti−1)|

= |x(t1)− x(t)|+
m∑

i=2

|x(ti)− x(ti−1)|

< ε/2 + Var(x, t1, t+ 1),

i.e. Var(x, t, t1) < ε. Let δ = t1 − t and suppose s ∈ [t, t+ δ), then

|[x](s)− [x](t)| = Var(x, t, s) ≤ Var(x, t, t1) < ε,

i.e. [x] is right continuous. It follows that x⊕, x	 are also right continuous.

x ∈ RR+ is called:

(i) an integrator function if it has finite variation and is right continuous.

(ii) a distribution function if it is nonnegative, nondecreasing, and right con-
tinuous. Let D be the set of all distribution functions.

(iii) a signed distribution function if it has bounded variation and is right
continuous. Let Ds be the set of all signed distribution functions.

Proposition 2.3. (a) If x is a distribution function or a signed distribution
function, then x is also an integrator function.

(b) If x is an integrator function, then [x], x⊕, x	 are distribution functions.

(c) If x is a signed distribution function, then [x], x⊕, x	 are bounded distri-
bution functions.

(d) If x is an integrator function, then x(t) is a signed distribution function.

Distribution functions and measures

Let M be the set of all measures µ on (R+,B(R+)) such that for every t ∈ R+,
µ([0, t]) <∞, and let Ms be the set of all finite signed measures on (R+,B(R+)).

Suppose x is a distribution function. Define the extension x′ of x to R by
x′(t) = 0 if t < 0, and note that x′ is nondecreasing and right continuous. Define
µ∗ ∈ R̄ (2R)

+ by

µ∗(A) = inf

{ ∞∑
i=1

(x′(ti)− x′(si)) : si, ti ∈ R, si < ti, A ⊆
∞⋃

i=1

(si, ti]

}
.
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CHAPTER 2. LEBESGUE-STIELTJES INTEGRATION 6

µ∗ is an outer measure. Let µ be its restriction to B(R+), then µ is a measure on
(R,B(R+)) such that for every t ∈ R+, µ([0, t]) = x(t), i.e. µ ∈ M. Furthermore,
if ν ∈ M is such that for every t ∈ R+, ν([0, t]) = x(t), then µ = ν.

These remarks allow one to define φ ∈ MD by letting φ(x) be the element µ
of M such that for every t ∈ R+, µ([0, t]) = x(t).

If µ ∈ M (µ ∈ Ms) and t ∈ R+, define µ(t) ∈ R̄ B(R+)
+ (µ(t) ∈ RB(R+)) by

µ(t)(A) = µ(A ∩ [0, t]). Note that µ(t) ∈ M (µ(t) ∈ Ms).

Proposition 2.4. (a) If s, t ∈ R+ and s ≤ t, then φ(x)([s, t]) = x(t)−x−(s).

(b) φ is a bijection.

(c) φ(x+ y) = φ(x) + φ(y).

(d) If a ∈ R+, then φ(ax) = aφ(x).

(e) φ(x) ≤ φ(y) if and only if x 4 y.

(f) φ(x(t)) = φ(x)(t).

(g) φ(x) is a finite measure if and only if x is bounded.

Proof. (e). Suppose φ(x) ≤ φ(y). For every s, t ∈ R+ such that s < t,

x(t)− x(s) = φ(x)((s, t]) ≤ φ(y)((s, t]) = y(t)− y(s).

Similarly, x ≤ y, i.e. x 4 y.
Suppose x 4 y. Define the extensions x′, y′ of x, y to R by x′(t) = y′(t) = 0

if t < 0. Because x 4 y, y′(t)− y′(s) ≤ x′(t)− x′(s) for every s, t ∈ R such that
s < t. It follows that for every A ∈ B(R+),

φ(x)(A) = inf

{ ∞∑
i=1

(x′(ti)− x′(si)) : si, ti ∈ R, si < ti, A ⊆
∞⋃

i=1

(si, ti]

}

≤ inf

{ ∞∑
i=1

(y′(ti)− y′(si)) : si, ti ∈ R, si < ti, A ⊆
∞⋃

i=1

(si, ti]

}
= φ(y)(A).

Propositions 2.3(c) and 2.4(g) allow one to define ψ ∈ M Ds
s by ψ(x) =

φ(x⊕)− φ(x	).

Proposition 2.5. (a) If s, t ∈ R+ and s ≤ t, then ψ(x)([s, t]) = x(t)−x−(s).

(b) |ψ(x)| = φ([x]), ψ(x)+ = φ(x⊕) and ψ(x)− = φ(x	).

(c) ψ(x(t)) = ψ(x)(t).
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CHAPTER 2. LEBESGUE-STIELTJES INTEGRATION 7

Proof. (b). For every A ∈ B(R+),

|ψ(x)(A)| ≤ φ(x⊕)(A) + φ(x	)(A) = φ([x])(A),

therefore |ψ(x)| ≤ φ([x]).
For every s, t ∈ R+ such that s < t,

[x](t)− [x](s)

= sup

{
n∑

i=1

|x(ti)− x(ti−1)| : s = t0 < t1 < . . . < tn = t

}

= sup

{
n∑

i=1

|ψ(x)((ti−1, ti])| : s = t0 < t1 < . . . < tn = t

}

≤ sup

{
n∑

i=1

|ψ(x)(Ai)| : A1, A2, . . . , An disjoint, (s, t] =
n⋃

i=1

Ai

}
= |ψ(x)|((s, t])
= |ψ(x)|([0, t])− |ψ(x)|([0, s])
= φ−1(|ψ(x)|)(t)− φ−1(|ψ(x)|)(s).

Similarly, [x] ≤ φ−1(|ψ(x)|), i.e. [x] 4 φ−1(|ψ(x)|), therefore φ([x]) ≤ |ψ(x)|.
It follows that

ψ(x)+ =
|ψ(x)|+ ψ(x)

2
=
φ([x]) + φ(x⊕)− φ(x	)

2
= φ(x⊕).

Similarly, ψ(x)− = φ(x	).

Lebesgue-Stieltjes integration

Suppose y is a distribution function. If x ∈ RR+ is measurable and nonnegative,
let ∫

x dy =
∫
x dφ(y).

Suppose y is an integrator function. x ∈ RR+ is called y-integrable if x is
simultaneously φ(y⊕)-integrable and φ(y	)-integrable. If x is y-integrable, let∫

x dy =
∫
x dφ(y⊕)−

∫
x dφ(y	).

Because φ([y]) = φ(y⊕) + φ(y	), x is y-integrable if and only if x is φ([y])-
integrable. If y is a distribution function (signed distribution function), then x
is y-integrable if and only if it is φ(y)-integrable (ψ(y)-integrable), and if one of
these conditions holds then∫

x dy =
∫
x dφ(y)

(∫
x dψ(y)

)
.
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CHAPTER 2. LEBESGUE-STIELTJES INTEGRATION 8

Proposition 2.6. (a) Suppose x is an integrator function, s, t ∈ R+ and
s ≤ t. Then 1([s, t]) is x-integrable and∫

1([s, t]) dx = x(t)− x−(s).

(b) If x, y are z-integrable, then x+ y is z-integrable and∫
(x+ y) dz =

∫
x dz +

∫
y dz.

(c) If x is y-integrable and a ∈ R, then ax is y-integrable and∫
ax dy = a

∫
x dy.

(d) Suppose z is y-integrable, and x, x1, . . . are measurable functions such that
{(xn) −→ x} and {|xn| ≤ z} are φ([y])-conegligible. Then x, x1, . . . are
y-integrable, and (∫

xn dy

)
−→

∫
x dy.

(e) If x is y, z-integrable, then x is (y + z)-integrable and∫
x d(y + z) =

∫
x dy +

∫
x dz.

(f) If x is y-integrable and a ∈ R, then x is (ay)-integrable and∫
x d(ay) = a

∫
x dy.

Proof. (e). [y + z] 4 [y] + [z], therefore φ([y + z]) ≤ φ([y]) + φ([z]), so x is
(y + z)-integrable.

For the rest, firstly note that for every n ∈ N, x1([0, n]) is y, z-integrable. It
is sufficient (by part (d)) to show that∫

[0,n]

x d(y + z) =
∫

[0,n]

x dy +
∫

[0,n]

x dz.

In turn, it is sufficient (by standard arguments) to show that for every A ∈
B(R+), 1(A)1([0, n]) is y, z-integrable and∫

[0,n]

1(A) d(y + z) =
∫

[0,n]

1(A) dy +
∫

[0,n]

1(A) dz.

Now 1(A)1([0, n]) is measurable and∫
|1(A)1([0, n])| d[y] ≤ [y](n) <∞,
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CHAPTER 2. LEBESGUE-STIELTJES INTEGRATION 9

i.e. 1(A)1([0, n]) is y-integrable. Similarly, it is also z-integrable.
Let Hπ = {[0, s] : s ∈ R+} and

Hd =

{
A ∈ B(R+) :

∫
[0,n]

1(A) d(y + z) =
∫

[0,n]

1(A) dy +
∫

[0,n]

1(A) dz

}
.

Hπ ⊆ Hd, Hπ is a π-system, and Hd is a d-system, therefore B(R+) = σ(Hπ) ⊆
Hd.

(f). φ([ay]) = |a|φ([y]), so x is (ay)-integrable.
Suppose a ≥ 0, then (ay)⊕ = ay⊕ and (ay)	 = ay	, therefore∫

x d(ay) =
∫
x d(ay⊕)−

∫
x d(ay	)

= a

∫
x dy.

Suppose a < 0, then (ay)⊕ = (−a)y	 and (ay)	 = (−a)y⊕, therefore∫
x d(ay) =

∫
x d((−a)y	)−

∫
x d((−a)y⊕)

= (−a)
(
−
∫
x dy

)
= a

∫
xdy.

The operation ”·”
Suppose y is an integrator function. x ∈ RR+ is called locally y-integrable if
for every t ∈ R+, x1([0, t]) is y-integrable. If x is locally y-integrable, define
x · y ∈ RR+ by

(x · y)(t) =
∫

[0,t]

x dy.

In the order of operations, ”·” ranks above addition but below multiplication, i.e.
x+y ·z = x+(y ·z) and xy ·z = (xy)·z. Note that (x·y)(t) = x1([0, t])·y = x·y(t).

Proposition 2.7. Suppose y is a distribution function and x is nonnegative
and locally y-integrable.

(a) x · y is a distribution function.

(b) For every A ∈ B(R+),

φ(x · y)(A) =
∫

A

x dy,

i.e. x is a Radon-Nikodym derivative of φ(x · y) with respect to φ(y).
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CHAPTER 2. LEBESGUE-STIELTJES INTEGRATION 10

(c) ∆(x · y) = x∆y.

Proof. (a). x · y is clearly nonnegative and nondecreasing.
Suppose t ∈ R+ and ε > 0. For every n ∈ N, let tn = t + 1/n, then

(x1([0, tn])) −→ x1([0, t]), therefore ((x · y)(tn)) −→ (x · y)(t), so there exists
n0 ∈ N such that

|(x · y)(t)− (x · y)(tn0)| = (x · y)(tn0)− (x · y)(t) < ε.

Let δ = 1/n0 and suppose s ∈ [t, t+ δ), then

|(x · y)(t)− (x · y)(s)| = (x · y)(s)− (x · y)(t) ≤ (x · y)(tn0)− (x · y)(t) < ε.

(b). It is sufficient (by the monotone convergence theorem) to show that for
every n ∈ N,

φ(x · y)(A ∩ [0, n]) =
∫

A∩[0,n]

x dy.

Let Hπ = {[0, s] : s ∈ R+} and

Hd =

{
A ∈ B(R+) : φ(x · y)(A ∩ [0, n]) =

∫
A∩[0,n]

x dy

}

Hπ ⊆ Hd, Hπ is a π-system, and Hd is a d-system, therefore B(R+) = σ(Hπ) ⊆
Hd.

(c). Suppose t ∈ R+ and ε > 0. For every n ∈ N, let tn = t − 1/n, then
(x1([0, tn])) −→ x1([0, t)), therefore

((x · y)(tn)) −→
∫

[0,t)

x dy,

so there exists n0 ∈ N such that∣∣∣∣∣
∫

[0,t)

x dy − (x · y)(tn0)

∣∣∣∣∣ =
∫

[0,t)

x dy − (x · y)(tn0) < ε.

Let δ = 1/n0, and suppose s ∈ (t− δ, t), then∣∣∣∣∣
∫

[0,t)

x dy − (x · y)(s)

∣∣∣∣∣ =
∫

[0,t)

x dy − (x · y)(s) ≤
∫

[0,t)

x dy − (x · y)(tn0) < ε.

It follows that for every t ∈ R+,

(x · y)−(t) =
∫

[0,t)

x dy,

∆(x · y)(t) =
∫

[t,t]

x dy = x(t)(∆y)(t).
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CHAPTER 2. LEBESGUE-STIELTJES INTEGRATION 11

Proposition 2.8. Suppose y is a distribution function and x is y-integrable.

(a) x · y is a signed distribution function.

(b) For every A ∈ B(R+),

ψ(x · y)(A) =
∫

A

x dy,

i.e. x is a Radon-Nikodym derivative of ψ(x · y) with respect to φ(y).

(c) [x · y] = |x| · y.

Proof. (a). Suppose t ∈ R+ and 0 = t0 < t1 < . . . < tn = t, then

n∑
i=1

|(x · y)(ti)− (x · y)(ti−1)| =
n∑

i=1

∣∣∣∣∣
∫

(ti−1,ti]

x dy⊕ −
∫

(ti−1,ti]

x dy	

∣∣∣∣∣
≤

n∑
i=1

(∫
(ti−1,ti]

|x| dy⊕ +
∫

(ti−1,ti]

|x| dy	
)

=
∫

(0,t]

|x| d[y]

≤
∫
|x| d[y],

i.e. (x · y) has bounded variation.
x+, x− are y-integrable and x = x+ − x−, therefore

x · y = x+ · y − x− · y,

so x · y is right continuous (proposition 2.7(a)).

(b). Let Hπ = {[0, s] : s ∈ R+} and

Hd =
{
A ∈ B(R+) : ψ(x · y)(A) =

∫
A

x dy

}
.

Hπ ⊆ Hd, Hπ is a π-system, and Hd is a d-system, therefore B(R+) = σ(Hπ) ⊆
Hd.

(c). For every A ∈ B(R+),

φ([x · y])(A) = |ψ(x · y)|(A) =
∫

A

|x| dy (see [2], proposition 4.2.4),

therefore for every t ∈ R+,

[x · y](t) = φ([x · y])([0, t])) =
∫

[0,t]

|x| dy = (|x| · y)(t).
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Suppose x is an integrator function and y is a distribution function. x is
called absolutely continuous with respect to y if φ([x]) is absolutely continuous
with respect to φ(y). z ∈ RR+ is called a Radon-Nikodym derivative of x with
respect to y if z is locally y-integrable and x = z · y.

Proposition 2.9. Suppose x is an integrator function and y is a distribution
function.

(a) If x is absolutely continuous with respect to y, then there exists a Radon-
Nikodym derivative of x with respect to y.

(b) If w, z are Radon-Nikodym derivatives of x with respect to y, then {w = z}
is φ(y)-conegligible.

(c) If z is a Radon-Nikodym derivative of x with respect to y, and w is locally
x-integrable, then wz is locally y-integrable and w · x = wz · y.

Proof. (a). For every t ∈ R+, x
(t) is a signed distribution function. [x(t)] 4 [x],

therefore
|ψ(x(t))| = φ([x(t)]) ≤ φ([x]),

so ψ(x(t)) is absolutely continuous with respect to φ(y). Let zt be a Radon-
Nikodym derivative of ψ(x(t)) with respect to φ(y).

Suppose s ≤ t, then

ψ(x(s)) = ψ((x(t))(s)) = ψ(x(t))(s).

For every A ∈ B(R+),

ψ(x(s))(A) = ψ(x(t))(s)(A) =
∫

A∩[0,s]

zt dy =
∫

A

zt1([0, s]) dy,

therefore {zt1([0, s]) = zs} is φ(y)-conegligible. For every m,n ∈ N such that
m ≤ n, let

Am,n = {zn1([0,m]) = zm}.

Note that ∩∞m=1 ∩∞n=m Am,n is φ(y)-conegligible. Suppose t ∈ ∩∞m=1 ∩∞n=m Am,n

and choose n0 ≥ t, then for every n ≥ n0,

zn(t) = zn(t)1([0, n0])(t) = zn0(t),

i.e. (zn(t)) −→ zn0(t). It follows that ∩∞m=1 ∩∞n=m Am,n ⊆ {(zn) converges}.
Define z ∈ RR+ by

z(t) =

{
limn→∞ zn(t) if t ∈ {(zn) converges}
0 if t /∈ {(zn) converges}.

Because {(zn) converges} ∈ B(R+), z is measurable.
Suppose t ∈ R+ and s ∈ ∩∞m=1 ∩∞n=m Am,n. Choose n0 ≥ t, then

z(s)1([0, t])(s) = zn0(s)1([0, t])(s) = zt(s),
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therefore {z1([0, t]) = zt} is φ(y)-conegligible. It follows that∫
|z1([0, t])| dy =

∫
|zt| dy <∞,

i.e. z is locally y-integrable.
Furthermore, for every t ∈ R+,

(z · y)(t) = (z · y)(t)(t) = (z1([0, t]) · y)(t) = (zt · y)(t) = x(t)(t) = x(t).

(b). For every t ∈ R+, ψ((w·y)(t)) = ψ((z·y)(t)), therefore for every A ∈ B(R+),∫
A

w1([0, t]) dy =
∫

A

z1([0, t]) dy,

so {w1([0, t]) = z1([0, t])} is φ(y)-conegligible. Let

An = {w1([0, n]) = z1([0, n])}.

Note that ∩∞n=1An is φ(y)-conegligible. Suppose s ∈ ∩∞n=1An and choose n0 ≥ s,
then

w(s) = w(s)1([0, n0])(s) = z(s)1([0, n0])(s) = z(s),

therefore {w = z} is φ(y)-conegligible.

(c). For every t ∈ R+, x(t) is a signed distribution function and

x(t) = (z · y)(t) = z1([0, t]) · y,

therefore z1([0, t]) is a Radon-Nikodym derivative of ψ(x(t)) with respect to φ(y)
(proposition 2.8(b)). Because w is locally x-integrable, w is φ([x(t)]) = |ψ(x(t))|-
integrable, therefore wz1([0, t]) is φ(y)-integrable, i.e. wz is locally y-integrable.

Furthermore, for every t ∈ R+,

(w · x)(t) =
∫
w dx(t) =

∫
wz1([0, t]) dy = (wz · y)(t).

Proposition 2.10. Suppose y is an integrator function and x is locally y-
integrable.

(a) x · y is an integrator function.

(b) [x · y] = |x| · [y].

(c) ∆(x · y) = x∆y.

(d) z is x · y-integrable if and only if xz is y-integrable. If one of these condi-
tions holds, then ∫

z d(x · y) =
∫
zx dy.
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Proof. (a). Suppose t ∈ R+ and 0 = t0 < t1 < . . . < tn = t, then

n∑
i=1

|(x · y)(ti)− (x · y)(ti−1)| ≤
∫

(0,t]

|x| d[y],

i.e. x · y has finite variation.
x+, x− are locally y-integrable and x = x+ − x−, therefore

x · y = x+ · y⊕ − x− · y⊕ − x+ · y	 + x− · y	,

so x · y is right continuous (proposition 2.7(a)).

(b). Clearly, y is absolutely continuous with respect to [y]. Let z be a Radon-
Nikodym derivative of y with respect to [y]. Because x is locally y-integrable,
xz is locally [y]-integrable and x · y = xz · [y] (proposition 2.9(c)).

For every t ∈ R+, y(t) is a signed distribution function and

ψ(y(t)) = ψ((z · [y])(t)) = ψ(z · [y(t)]),

therefore z is a Radon-Nikodym derivative of ψ(y(t)) with respect to

φ([y(t)]) = |ψ(y(t))|

(proposition 2.8(b)). It follows that {|z| = 1} is φ([y(t)])-conegligible (see [2],
corollary 4.2.5), and because x is y(t)-integrable, xz is [y(t)]-integrable. For
every t ∈ R+,

[x · y](t) = [xz · [y]](t) (t) =
[
xz · [y(t)]

]
(t) =

(
|xz| · [y(t)]

)
(t) = (|x| · [y])(t)

(proposition 2.8(c)).

(c). x+, x− are locally y-integrable and x = x+ − x−, therefore

∆(x · y) = ∆(x+ · y⊕ − x− · y⊕ − x+ · y	 + x− · y	)

= x+∆(y⊕)− x−∆(y⊕)− x+∆(y	) + x−∆(y	)
= x∆y.

(proposition 2.7(c)).

(d). Suppose z ∈ RR+ is measurable, then∫
|z| d[x · y] =

∫
|z| d(|x| · [y]) =

∫
|zx| d[y],

(part (b) and proposition 2.7(b)), i.e. z is x · y-integrable if and only if zx is
y-integrable.

For the rest, firstly note that x+, x− are locally y-integrable, x = x+ − x−

and |x| = x+ + x−. Now

(x · y)⊕ =
|x| · [y] + x · y

2
=
x+ · ([y] + y) + x− · ([y]− y)

2
= x+ · y⊕ + x− · y	.
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Similarly, (x · y)	 = x+ · y	 + x− · y⊕. Note that z is x+ · y⊕, x− · y	, x+ · y	,
x− · y⊕-integrable, therefore∫

z d(x · y) =
∫
z d(x+ · y⊕ + x− · y	)−

∫
z d(x+ · y	 + x− · y⊕)

=
∫
zx+ dy⊕ +

∫
zx− dy	 −

∫
zx+ dy	 −

∫
zx− dy⊕

=
∫
xz dy.

In particular, part (d) implies that z is locally x·y-integrable if and only if zx
is locally y-integrable, and if one of these conditions holds then z ·(x ·y) = zx ·y.

Proposition 2.11 (Integration by parts). Suppose x, y are integrator func-
tions. Then x is locally y-integrable, y− is locally x-integrable, and xy =
x · y + y− · x.

Proof. Because x⊕ is nondecreasing and right continuous, it is measurable. For
every t ∈ R+,∫

|x⊕1([0, t])| d[y] ≤ x⊕(t)
∫

1([0, t]) d[y] = x⊕(t)[y](t) <∞,

i.e. x⊕ is locally y-integrable. Similarly x	 is locally y-integrable, therefore
x = x⊕ − x	 is locally y-integrable. By applying the same argument to y− =
(y⊕)− − (y	)− it follows that y− is locally x-integrable.

Suppose x, y are distribution functions and t ∈ R+. Let

A = [0, t]× [0, t], B = {(s, u) ∈ A : s ≤ u}, C = {(s, u) ∈ A : s > u}.

By Fubini’s theorem, ∫∫
A

d(φ(x)× φ(y)) = x(t)y(t),∫∫
B

d(φ(x)× φ(y)) =
∫

[0,t]

(∫
[0,u]

dx(s)

)
dy(u) =

∫
[0,t]

x dy = (x · y)(t),

∫∫
C

d(φ(x)× φ(y)) =
∫

[0,t]

(∫
[0,s)

dy(u)

)
dx(s) =

∫
[0,t]

y− dx = (y− · x)(t).

Because B,C are disjoint and A = B ∪ C, it follows that xy = x · y + y− · x.
For the case where x, y are arbitrary integrator functions, first decompose

xy into
xy = x⊕y⊕ − x	y⊕ − x⊕y	 + x⊕y⊕,

then apply the result for distribution functions, and finally recombine.
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Chapter 3

Discounting

Valuation functions

A common economic problem is to assign a single amount at a particular time
to a stream of payments flowing from one participant to another. This process
is called discounting, and is of particular importance to a life insurance company
due to the long term nature of its business. It is influenced primarily by the
company’s investment policy.

Distribution functions are convenient descriptions of payment streams. If P
is a distribution function, then P (t) represents the total amount that has been
paid up to time t.

Note that if P is a distribution function, then limt→∞ P (t) exists in R̄+. Let
P (∞) = limt→∞ P (t).

If t ∈ R+, let ut = 1([t,∞)). ut represents the payment stream consisting of
a single payment of 1 made at time t.

W ∈ R̄ R+×D
+ is called a valuation function if it satisfies the following axioms:

Axiom 1. W (t, 0) = 0.

Axiom 2. (a) If P ≤ Q, then W (t, P ) ≤W (t, Q).

(b) If P ≤ Q and P (∞) < Q(∞), then W (t, P ) < W (t, Q).

Axiom 3. If (Pn) is a sequence of distribution functions such that
∑∞

i=1 Pi is
a distribution function, then

W

(
t,

∞∑
i=1

Pi

)
=

∞∑
i=1

W (t, Pi).

Axiom 4. If P is bounded, then W (t, P ) <∞.

Axiom 5. If W (t, P ) <∞, then for every s ∈ R+, W (s, P ) = W (s,W (t, P )ut).

Axiom 6. For every distribution function P , W (·, P ) is continuous.

16
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CHAPTER 3. DISCOUNTING 17

W (t, P ) represents the amount assigned at time t to the payment stream
represented by P . Let W be the set of all valuation functions.

Axiom 1 is a kind of ”no arbitrage” assumption. Axiom 2 ensures that
more is preferred to less, e.g. W (0, u1) < W (0, 2u1), and that amounts received
earlier are preferred to amounts received later, e.g. W (0, u2) ≤ W (0, u1). An
interpretation of axioms 3 and 5 is that nothing is gained or lost by subdividing
or cashing payment streams. Axiom 6 is arguably the least self-evident of the
axioms.

Proposition 3.1. (a) If P (∞) > 0, then W (t, P ) > 0.

(b) If P1, P2, . . . , Pn are distribution functions, then
∑n

i=1 Pi is a distribution
function and

W

(
t,

n∑
i=1

Pi

)
=

n∑
i=1

W (t, Pi).

(c) If P is a distribution function, a ∈ R+, and W (t, P ) < ∞, then aP is a
distribution function and W (t, aP ) = aW (t, P ).

(d) 0 < W (s, ut) <∞ and

W (s, ut) =
W (0, ut)
W (0, us)

Proof. Part (a) follows from axioms 1 and 2(b).
Part (b) follows from axioms 1 and 3.
Part (c) is clear if a = 0 or P = 0, so it may be assumed that a > 0 and

P (∞) > 0, therefore W (t, P ) > 0 (part (a)). Suppose a ∈ N, then by part (b),

W (t, aP ) = W (t,
a∑

i=1

P ) =
a∑

i=1

W (t, P ) = aW (t, P ).

Suppose there exists b ∈ N such that a = 1/b, then by part (b),

W (t, P ) = W (t,
b∑

i=1

1
b
P ) =

b∑
i=1

W (t, aP ) = bW (t, aP ),

i.e. W (t, aP ) = aW (t, P ). It follows that for every a ∈ Q, W (t, aP ) = aW (t, P ).
Suppose there exists a0 ∈ R+ such that W (t, a0P ) < a0W (t, P ). Choose c ∈ Q
such that

W (t, a0P )
W (t, P )

< c < a0.

then W (t, a0P ) < cW (t, P ) = W (t, cP ), contradicting W (t, cP ) ≤ W (t, a0P )
(axiom 2). If there exists a0 ∈ R+ such that W (t, a0P ) > a0W (t, P ), then a
contradiction can be derived in a similar way.

Part (d) follows from axioms 1, 4, 5 and part (c).
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Discount functions

v ∈ (0,∞)R+ is called a discount function if it is nonincreasing, continuous, and
v(0) = 1. Let V be the set of all discount functions.

Note that if v is a discount function, then limt→∞ v(t) exists in [0, 1]. Let
v(∞) = limt→∞ v(t).

If v is a discount function, let v′ ∈ RR+ be defined by v′(t) = 1− v(t). Note
that v′ is a continuous distribution function.

Proposition 3.2. If P is a distribution function and v is a P -integrable dis-
count function, then ∫

v dP =
∫
P dv′ +

∫
v(∞) dP.

Proof. By integration by parts and the fact that v′ is continuous,

v′P = P · v′ + v′ · P,

therefore for every n ∈ N,∫
[0,n]

v dP =
∫

[0,n]

P dv′ + v(n)P (n) =
∫

[0,n]

P dv′ +
∫

[0,n]

v(n) dP.

Now |v(n)1([0, n])| ≤ v, v is P -integrable, and (v(n)1([0, n])) −→ v(∞)1(R+),
therefore by Lebesgue’s dominated convergence theorem,(∫

[0,n]

v(n) dP

)
−→

∫
v(∞) dP.

The result follows by applying the monotone convergence theorem to the other
two integrals.

Characterization

Define θ ∈
(
R̄ R+×D

+

)V
by

θ(v)(t, P ) =
1
v(t)

∫
v dP.

Proposition 3.3. θ(v) is a valuation function.

Proof. Only the verification of axiom 2 is nontrivial.
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Suppose P ≤ Q. For every n ∈ N, the functions v, P (n), Q(n) are bounded,
therefore v is P (n), Q(n)-integrable. It follows that∫

v dP (n) =
∫
P (n) dv′ +

∫
v(∞) dP (n)

=
∫
P (n) dv′ + v(∞)P (n)

≤
∫
Q(n) dv′ + v(∞)Q(n)

=
∫
v dQ(n),

therefore ∫
v dP = lim

n→∞

∫
v dP (n) ≤ lim

n→∞

∫
v dQ(n) =

∫
v dQ.

Suppose P ≤ Q and P (∞) < Q(∞). There exists t0 ∈ R+ such that
P ≤ Q(t0) and P (∞) < Q(t0)(∞). v, P,Q(t0) are bounded, therefore v is P,Q(t0)-
integrable.

Suppose v(∞) > 0, then∫
v dP =

∫
P dv′ +

∫
v(∞) dP

=
∫
P dv′ + v(∞)P (∞)

<

∫
Q(t0) dv′ + v(∞)Q(t0)(∞)

=
∫
v dQ(t0)

≤
∫
v dQ.

Suppose v(∞) = 0. P,Q(t0) are v′-integrable, nonnegative, and∫
P dv′ ≤

∫
Q(t0) dv′.

Suppose that ∫
P dv′ =

∫
Q(t0) dv′,

then
{
P = Q(t0)

}
is φ(v′)-conegligible. Now P (∞) < Q(t0)(∞), therefore there

exists s0 ∈ R+ such that for every t > s0, P (t) ≤ P (∞) < Q(t0)(t), i.e.

(s0,∞) ⊆ R+ \
{
P = Q(t0)

}
;

but
φ(v′)((s0,∞)) = v′(∞)− v′(s0) = v(s0) > 0,
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which is a contradiction. It follows that∫
P dv′ <

∫
Q(t0) dv′,

therefore ∫
v dP =

∫
P dv′ <

∫
Q(t0) dv′ =

∫
v dQ(t0) ≤

∫
v dQ.

θ may therefore be regarded as an element of WV.

Proposition 3.4. θ is a bijection.

Proof. Suppose θ(v) = θ(w), then for every t ∈ R+,

v(t) =
1
v(0)

∫
v dut = θ(v)(0, ut) = θ(w)(0, ut) = w(t),

i.e. θ is injective.
Suppose W is a valuation function. Define v ∈ R̄ R+

+ by v(t) = W (0, ut). It
must first be verified that v is a discount function.

By proposition 3.1(d), v ∈ (0,∞)R+ . Suppose s ≤ t, then ut ≤ us, therefore
v(t) ≤ v(s) (axiom 2), i.e. v is nonincreasing. For every t ∈ R+,

W (t, u0) =
W (0, u0)
W (0, ut)

(proposition 3.1(d)), therefore

v(0) =
W (0, u0)
W (0, u0)

= 1,

and

v(t) =
W (0, u0)
W (t, u0)

=
1

W (t, u0)
,

so v is continuous (axiom 6).
It remains to be shown that for every (t, P ) ∈ R+ × D,

W (t, P ) =
1
v(t)

∫
v dP.

Firstly, suppose that there exist sequences (an)n∈N and (tn)n∈N in R+ such
that

P =
∞∑

i=1

aiuti ,
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then

W (t, P ) =
∞∑

i=1

aiW (t, uti
) (axiom 3, proposition 3.1(c))

=
1

W (0, ut)

∞∑
i=1

aiW (0, uti
) (proposition 3.1(d))

=
1
v(t)

∫
v dP.

Now suppose that P is bounded. For every n ∈ N, define v̄n, P̄n ∈ R R+
+ by

v̄n(s) =

{
v(0) if s = 0

v
(
d2nse−1

2n

)
if s > 0

= v(0)1(0)(s) +
∞∑

i=0

v

(
i

2n

)
1
((

i

2n
,
i+ 1
2n

])
(s),

P̄n(s) = P

(
b2nsc+ 1

2n

)
=

∞∑
i=0

P

(
i+ 1
2n

)
1
([

i

2n
,
i+ 1
2n

))
(s)

= P

(
1
2n

)
+

∞∑
i=1

[
P

(
i+ 1
2n

)
− P

(
i

2n

)]
1
([

i

2n
,∞
))

(s).

Note that∫
v dP̄n = v(0)P

(
1
2n

)
+

∞∑
i=1

v

(
i

2n

)[
P

(
i+ 1
2n

)
− P

(
i

2n

)]

= v(0)P (0) +
∞∑

i=0

v

(
i

2n

)[
P

(
i+ 1
2n

)
− P

(
i

2n

)]
=
∫
v̄n dP.

Now |v̄n| ≤ 1, and 1 is P -integrable. Because
(
d2nse−1

2n

)xs, it follows that

(v̄n)
yv, therefore by Lebesgue’s dominated convergence theorem(∫

v̄n dP

)
−→

∫
v dP.

s ≤ b2nsc+1
2n , therefore P (s) ≤ P̄n(s). By axiom 2,

W (t, P ) ≤W (t, P̄n) =
1
v(t)

∫
v dP̄n =

1
v(t)

∫
v̄n dP −→ 1

v(t)

∫
v dP.
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CHAPTER 3. DISCOUNTING 22

The opposite inequality can be derived in a similar way.
Finally, suppose that P is an arbitrary distribution function. Let P1 = P (1)

and for every n ∈ N such that n ≥ 2, let Pn = P (n)−P (n−1). (Pn) is a sequence
of bounded distribution functions such that P =

∑∞
i=1 Pi, therefore by axiom

3,

W (t, P ) =
∞∑

i=1

W (t, Pi) =
∞∑

i=1

1
v(t)

∫
v dPi =

1
v(t)

∫
v dP.

Proposition 3.4 establishes that assigning amounts to payment streams in
accordance with the axioms given at the start of this chapter is equivalent to
integrating the associated discount function.
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Chapter 4

Stochastic processes

Suppose a complete probability space (Ω,F ,P) is given. In what follows, the
technicalities arising from dealing with P-negligible sets will be largely ignored.

Filtrations

A collection (Ft)t∈R+ of sub-σ-algebras of F is called a filtration if for every
s, t ∈ R+ such that s ≤ t, Fs ⊆ Ft. Suppose (Ft) is a filtration. Let

F∞ = σ

 ⋃
t∈R+

Ft

 .

(Ft) is said to be right continuous if for every t ∈ R+,

Ft =
⋂
s>t

Fs,

and is said to be complete if F0 contains all sets A ∈ F such that P[A] = 0. If
(Ft) is both right continuous and complete, then it is said to satisfy the usual
assumptions.

For the remainder of this chapter, suppose a filtration (Ft) satisfying the
usual assumptions is given. Most of the definitions in this chapter depend on
the particular filtration used — this will not be mentioned explicitly on each
occasion.

Stochastic processes

An element of RR+×Ω is called a process. Suppose X is a process. For every t ∈
R+, X(t, ·) is denoted by X(t). X is said to be adapted if for every t ∈ R+, X(t)
is Ft-measurable, and to be deterministic if for every t ∈ R+, X(t) is constant.
X is called a nondecreasing (left continuous, right continuous, continuous, finite

23
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CHAPTER 4. STOCHASTIC PROCESSES 24

variation, distribution, integrator, discount) process if for almost every ω ∈
Ω, X(·, ω) is a nondecreasing (left-continuous, right continuous, continuous,
finite variation, distribution, integrator, discount) function.

If X,Y are processes, then they are said to be:

(i) indistinguishable if for almost every ω ∈ Ω, X(·, ω) = Y (·, ω).

(ii) modifications of each other if for every t ∈ R+, X(t) = Y (t) almost surely.

Note that if two processes are indistinguishable, then they are modifications of
each other.

Stopping times

An element of R̄ Ω
+ is called a random time. A random time T is called finite if

T <∞.
If S, T are random times, let

(S, T ] = {(t, ω) ∈ R+ × Ω : S(ω) < t ≤ T (ω)}.

[S, T ], [S, T ), (S, T ) are defined similarly.
Suppose X is a process and T is a random time. Define X(T ) ∈ RR+×Ω by

X(T )(t, ω) = X(t ∧ T (ω), ω).

If T is finite, or X ∈ RR̄+×Ω, define X(T ) ∈ RΩ by

X(T )(ω) = X(T (ω), ω).

A random time T is called a stopping time if for every t ∈ R+, {T ≤ t} ∈ Ft.
If T is a stopping time, let

FT = {A ∈ F∞ : For every t ∈ R+, A ∩ {T ≤ t} ∈ Ft}.

If A ∈ FT , define the random time TA by

TA(ω) =

{
T (ω) if ω ∈ A
∞ if ω ∈ Ω \A.

Proposition 4.1. (a) A random time T is a stopping time if and only if for
every t ∈ R+, {T < t} ∈ Ft.

(b) Every constant random time is a stopping time.

(c) If S, T are stopping times, then S ∧ T is also a stopping time.

(d) FT is a σ-algebra, and T is FT -measurable.

(e) TA is a stopping time.
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CHAPTER 4. STOCHASTIC PROCESSES 25

(f) If T is a constant stopping time, equal to t0 ∈ R, then FT = Ft0 .

(g) If S ≤ T , then FS ⊆ FT .

(h) Suppose X is left continuous or right continuous, and adapted, and a ∈ R.
If the random time T is defined by

T (ω) = inf{t ∈ R+ : X(t, ω) > a}

(with the infimum taken in R̄), then T is a stopping time.

Proof. (a). Suppose T is a stopping time, then for every t ∈ R+,

{T < t} =
∞⋃

n=1

{T ≤ t− 1/n} ∈ Ft.

Suppose that for every t ∈ R+, {T < t} ∈ Ft, then for every m ∈ N,

∞⋂
n=1

{T < t+ 1/n} =
∞⋂

n=m

{T < t+ 1/n} ∈ Ft+1/m,

therefore

{T ≤ t} =
∞⋂

n=1

{T < t+ 1/n} ∈
∞⋂

m=1

Ft+1/m = Ft.

(h). For every t ∈ R+,

{T < t} =
⋃

s∈Q∩[0,t)

{X(s) > a} ∈ Ft.

σ-algebras on R+ × Ω associated with (Ft)
Let P be the σ-algebra on R+ × Ω generated by the left continuous adapted
processes. P is called the predictable σ-algebra, and a process that is P-measurable
is said to be predictable. Let

P1 = {(s, t]×A : s, t ∈ R+, s ≤ t, A ∈ Fs} ∪ {{0} ×A : A ∈ F0}
P2 = {[0, T ] : T is a stopping time} ∪ {{0} ×A : A ∈ F0}.

Note that P1 is a π-system.

Proposition 4.2. (a) P = σ(P1) = σ(P2).

(b) Every deterministic process is predictable.

(c) Suppose S, T are stopping times such that S ≤ T . If X is a B(R+)⊗FS-
measurable process, then X1((S, T ]) is predictable.
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(d) If A ∈ F0 and X is a F0-measurable random variable, then X1({0} × A)
is predictable.

Proof. (a). For every A ∈ P2, 1(A) is a left continuous adapted process,
therefore A ∈ P, so σ(P2) ⊆ P.

Suppose X is a left continuous adapted process. For every n ∈ N, define
Xn ∈ RR+×Ω by

Xn(s, ω) =

{
X(0, ω) if s = 0

X
(
d2nse−1

2n

)
if s > 0

= X(0, ω)1(0)(s) +
∞∑

i=0

X

(
i

2n
, ω

)
1
((

i

2n
,
i+ 1
2n

])
(s).

For every B ∈ B(R),

{Xn ∈ B} =
[
{0} × {X(0) ∈ B}

]
∪

∞⋃
i=1

[(
i

2n
,
i+ 1
2n

]
×
{
X

(
i

2n
, ω

)
∈ B

}]
,

therefore Xn is σ(P1)-measurable. But
(
d2nse−1

2n

)xs, therefore Xn −→ X, so
X is σ(P1)-measurable. It follows that P ⊆ σ(P1).

Suppose s, t ∈ R+, s ≤ t and A ∈ Fs, then by proposition 4.1(b),(e) and (f),

1((s, t]×A) = 1((sA, tA]) = 1([0, tA])− 1([0, sA]),

therefore σ(P1) ⊆ σ(P2).

(b). It is sufficient (by standard arguments) to show that for every B ∈ B(R+),
1(B)1(Ω) = 1(B × Ω) is predictable. Let Hπ = {(s, t] : s, t ∈ R+, s ≤ t} ∪ {0}
and let Hd = {A ∈ B(R+) : 1(A × Ω) is predictable}. Hπ ⊆ Hd, Hπ is a
π-system, and Hd is a d-system, therefore B(R+) = σ(Hπ) ⊆ Hd.

(c). It is sufficient (by standard arguments) to show that for every A ∈ B(R+)⊗
FS , 1(A)1((S, T ]) is predictable. Let

Hπ = {B × C : B ∈ B(R+), C ∈ FS},
Hd = {A ∈ B(R+)⊗FS : 1(A)1((S, T ]) is predictable}.

For every B ∈ B(R+) and C ∈ FS ,

1(B × C)1((S, T ]) = 1(B × Ω)1((SC , TC ]) = 1(B × Ω)
(
1([0, TC ])− 1([0, SC ])

)
is predictable, so Hπ ⊆ Hd. Hπ is a π-system and Hd is a d-system, therefore
B(R+)⊗FS = σ(Hπ) ⊆ Hd.

(d). It is sufficient (by standard arguments) to show that for every B ∈ F0,
1(B)1({0} ×A) is predictable. This follows immediately from

1(B)1({0} ×A) = 1({0} × (A ∩B)).
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In particular, proposition 4.2(c) implies that if s, t ∈ R, s ≤ t, A ∈ Fs and
X is a Fs-measurable random variable, then X1((s, t] × A) = X1((sA, tA]) is
predictable.

Let O be the σ-algebra on R+×Ω generated by the right continuous adapted
processes. O is called the optional σ-algebra, and a process that is O-measurable
is said to be optional. Let

O1 = {[s, t)×A : s, t ∈ R+, s ≤ t, A ∈ Fs}
O2 = {[0, T ) : T is a stopping time}.

Proposition 4.3. (a) O = σ(O1) = σ(O2).

(b) P ⊆ O.

Proof. (a). Similar to the proof of proposition 4.2(a).

(b). Suppose T is a stopping time, then

[0, T ] =
∞⋂

n=1

[0, T + 1/n) ∈ O.

Suppose A ∈ F0. For every n ∈ N, define the random time Tn by

Tn(ω) =

{
1/n if ω ∈ A
0 if ω ∈ Ω \A,

then Tn is a stopping time, and

{0} ×A =
∞⋂

n=1

[0, Tn) ∈ O.

It follows that P = σ(P2) ⊆ O.

A process is called progressive if for every t ∈ R, its restriction to [0, t]× Ω
is B([0, t]) ⊗ Ft-measurable. Let Q be the set of all subsets A of R+ × Ω such
that 1(A) is a progressive process. Q is easily verified to be a σ-algebra, called
the progressive σ-algebra. Note that a process is progressive if and only if it is
Q-measurable.

Proposition 4.4. (a) If a process is left continuous or right continuous, and
adapted, then it is progressive.

(b) O ⊆ Q ⊆ B(R+)⊗F∞.

(c) Every progressive process is adapted.

(d) If X is a progressive process and T is a finite stopping time, then X(T )
is FT -measurable.
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Proof. (a). Suppose X is a left continuous adapted process and t ∈ R+. For
every n ∈ N, defineXn as in the proof of proposition 4.2(a). For every B ∈ B(R),

{Xn�[0,t]×Ω ∈ B}

=
[
{0} × {X(0) ∈ B}

]
∪

∞⋃
i=1

[(
i

2n
∧ t, i+ 1

2n
∧ t
]
×
{
X

(
i

2n
∧ t, ω

)
∈ B

}]
,

therefore Xn�[0,t]×Ω is B([0, t]) ⊗ Ft-measurable. But
(
d2nse−1

2n

)xs, therefore
Xn�[0,t]×Ω−→ X�[0,t]×Ω, so X�[0,t]×Ω is B([0, t])⊗Ft-measurable.

Similarly, if X is right continuous and adapted, then it is progressive.

(b). It follows by part (a) that O ⊆ Q.
Suppose X is progressive, then for every B ∈ B(R),

{X ∈ B} =
⋃
n∈N

{X�[0,n]×Ω ∈ B}.

For every n ∈ N, {X�[0,n]×Ω ∈ B} ∈ B([0, n])⊗Fn ⊆ B(R+)⊗F∞, therefore X
is B(R+)⊗F∞-measurable.

(c). SupposeX is progressive and t ∈ R+. X�[0,t]×Ω is B([0, t])⊗Ft-measurable,
therefore X(t) = X�[0,t]×Ω (t) is Ft-measurable.

(d). It must first be shown that for every t ∈ R+, X(T ∧ t) is Ft-measurable.
Define F ∈ ([0, t]×Ω)Ω by F (ω) = (T (ω)∧ t, ω). Because T is a stopping time,
F is Ft/B([0, t]) ⊗ Ft-measurable. Now X(T ∧ t) = X �[0,t]×Ω ◦F , therefore
X(T ∧ t) is Ft-measurable.

For every B ∈ B(R) and t ∈ R+,

{X(T ) ∈ B} ∩ {T ≤ t} = {X(T ∧ t) ∈ B} ∩ {T ≤ t} ∈ Ft.

Stochastic Lebesgue-Stieltjes integration

If X is a finite variation process, define the processes [X], X⊕, X	, X−,∆X by

[X](t, ω) = [X(·, ω)](t),

X⊕ =
[X] +X

2
,

X	 =
[X]−X

2
,

X−(t, ω) = X(·, ω)−(t),
(∆X)(t, ω) = (∆X(·, ω))(t).

Proposition 4.5. If X is a right continuous adapted process, then so are
[X], X⊕, X	.
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Proof. Suppose t ∈ R+, then by proposition 2.1(e),

[X](t) = lim
n→∞

2n∑
i=1

∣∣∣∣X ( i

2n
t

)
−X

(
i− 1
2n

t

)∣∣∣∣ ,
therefore [X](t) is Ft-measurable. It follows that X⊕(t), X	(t) are also Ft-
measurable.

Suppose Y is an integrator process. A process X is called Y -integrable if for
almost every ω ∈ Ω, X(·, ω) is Y (·, ω)-integrable. If X is Y -integrable, define
the random variable

∫
X dY by(∫
X dY

)
(ω) =

∫
X(·, ω) dY (·, ω).

A process X is called locally Y -integrable if for every t ∈ R+, X1([0, t]) is
Y -integrable. If X is locally Y integrable, define the process X · Y by

(X · Y )(t, ω) = (X(·, ω) · Y (·, ω))(t) =
∫

[0,t]

X(·, ω) dY (·, ω).

Proposition 4.6. Suppose Y is an integrator process and X is a predictable
locally Y -integrable process.

(a) If Y is adapted, then X · Y is adapted.

(b) If Y is predictable, then X · Y is predictable.

Proof. (a). Let H be the set of all processes X such that X is predictable,
locally Y -integrable and X · Y is adapted. The following are easy to verify:

(i) H is a vector subspace of RR+×Ω.

(ii) 1 ∈ H.

(iii) If X is a bounded process and (Xn) is a sequence of nonnegative elements
of H such that Xn

xX, then X ∈ H.

Suppose s, u ∈ R+, s ≤ u, A ∈ Fs and X = 1((s, u]×A), then X is clearly
predictable and locally Y -integrable. Furthermore,

(X · Y )(t, ω) =
∫

[0,t]

1(A)(ω)1((s, u]) dY (·, ω)

= 1(A)(ω)
(
Y (u)(t, ω)− Y (s)(t, ω)

)
.

Suppose t ∈ R+. If t ≤ s, then (X · Y )(t) = 0 is Ft-measurable. If t ∈ (s, u],
then

(X · Y )(t) = 1(A)(Y (t)− Y (s))
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is Ft-measurable because Fs ⊆ Ft. If t ≥ u, then

(X · Y )(t) = 1(A)(Y (u)− Y (s))

is Ft-measurable because Fs ⊆ Fu ⊆ Ft.
Suppose A ∈ F0 and X = 1({0} × A), then X is clearly predictable and

locally Y -integrable. Furthermore, for every t ∈ R+, (X · Y )(t) = 1(A)Y (0) is
F0-measurable, and therefore also Ft-measurable.

It follows that for every A ∈ P1, 1(A) ∈ H, therefore H contains all bounded
predictable processes (see [1], appendix A1, theorem 4, or [10], chapter I, theo-
rem 8).

Finally, suppose that X is an arbitrary predictable locally Y -integrable
process, and that t ∈ R+. For every n ∈ N, let Xn = (X ∧ n) ∨ (−n). Xn

is a bounded predictable process, therefore Xn ∈ H. By applying 2.6(d) for
every ω ∈ Ω to the functions

X(·, ω)1([0, t]), X1(·, ω)1([0, t]), X2(·, ω)1([0, t]), . . . ,

it follows that (Xn · Y )(t) −→ (X · Y )(t), so (X · Y )(t) is Ft-measurable.

(b). Let H be the set of all processes X such that X is predictable, locally Y -
integrable and X ·Y is predictable. It is sufficient (by using the same technique
as in part (a)) to show that for every A ∈ P1, 1(A) ∈ H.

Suppose s, u ∈ R+, s ≤ u, A ∈ Fs and X = 1((s, u]×A), then X is clearly
predictable and locally Y -integrable. Furthermore,

(X · Y )(t, ω) = 1(A)(ω)
(
Y (u)(t, ω)− Y (s)(t, ω)

)
=


Y (t, ω)− Y (s, ω) if (t, ω) ∈ (s, u]×A

Y (u, ω)− Y (s, ω) if (t, ω) ∈ (u,∞)×A

0 otherwise
,

i.e.

X · Y =
(
Y − Y (s)

)
1((s, u]×A) +

(
Y (u)− Y (s)

)
1((u,∞)×A)

= Y 1((s, u]×A)− Y (s)1((s, u]×A) + lim
n→∞

(
Y (u)− Y (s)

)
1((u, n]×A),

so X · Y is predictable.
Suppose A ∈ F0 and X = 1({0} × A), then X is clearly predictable and

locally Y -integrable. Furthermore, X · Y = 1(A)Y (0) is left continuous and
adapted, so X · Y is predictable.

Martingales

A set H of integrable random variables is said to be uniformly integrable if for
every ε > 0 there exists M ∈ R+ such that for every X ∈ H,∫

{|X|>M}
|X| dP < ε.
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Proposition 4.7. (a) If X1, X2, . . . , Xn are integrable random variables, then
{X1, X2, . . . , Xn} is uniformly integrable.

(b) If H is uniformly integrable, and H′ is a set of random variables such
that for every X ∈ H′ there exists Y ∈ H such that |X| ≤ Y , then H′ is
uniformly integrable.

(c) Suppose H is a set of integrable random variables, then the following state-
ments are equivalent:

(i) H is uniformly integrable.

(ii) There exists f ∈ R R+
+ such that f is nondecreasing, convex,

lim
t→∞

f(t)
t

= ∞

and there exists M ∈ R+ such that for every X ∈ H, E[f ◦ |X|] ≤M .

(d) If H is uniformly integrable and G is a set of sub-σ-algebras of F , then

{E[X|G] : X ∈ H,G ∈ G}

is uniformly integrable.

Proof. (c). See [3], paragraph II-22.

(d). Note that {E[X|G] : X ∈ H,G ∈ G} is a set of integrable random variables.
H is uniformly integrable, so let f be as in part (c). Suppose X ∈ H and G ∈ G,
then by Jensen’s inequality and the fact that f is nondecreasing and convex,

E
[
f ◦
∣∣∣E[X|G]

∣∣∣] ≤ E
[
f ◦ E

[
|X|

∣∣∣G]]
≤ E

[
E
[
f ◦ |X|

∣∣∣G]]
= E[f ◦ |X|]

The result follows by part (c).

Suppose X is a process. X is said to be uniformly integrable if

{X(t) : t ∈ R+}

is uniformly integrable, and to be of class D if

{X(T ) : T is a finite stopping time}

is uniformly integrable.
A process X is called a submartingale (martingale) if:

(i) X is adapted.
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(ii) For every t ∈ R+, X(t) is integrable.

(iii) For every s, t ∈ R+ such that s ≤ t, X(s) ≤ E[X(t)|Fs] (=).

Note that every martingale is also a submartingale. A martingale X is said
to be square integrable if there exists M ∈ R+ such that for every t ∈ R+,
E[X2(t)] ≤M .

Proposition 4.8. Suppose X is a submartingale, and define f ∈ RR+ by f(t) =
E[X(t)]. If f is right continuous, then X has a right continuous modification.

Proof. See [4], paragraph VI-4.

In particular, if X is a martingale, then f is constant, therefore X has a
right continuous modification.

If X is a submartingale (martingale) and Y is a integrable random variable,
then X is said to be subclosed (closed) by Y if for every t ∈ R+, X(t) ≤
E[Y |Ft] (=).

By proposition 4.7(a) and (d), a closed martingale is uniformly integrable.

Proposition 4.9 (Submartingale convergence theorem). If X is a right
continuous uniformly integrable submartingale (martingale), then limt→∞X(t)
exists, is integrable and subcloses (closes) X. If Y also subcloses (closes) X,
then limt→∞X(t) ≤ E[Y |F∞] (=).

Proof. See [4], paragraph VI-6.

If X is a right continuous uniformly integrable submartingale, then the sub-
martingale convergence theorem can be used in an obvious way to extend X to
R̄+ × Ω, so that X(T ) is defined for stopping times T that are not necessarily
finite.

Proposition 4.10 (Doob’s optional sampling theorem). Suppose X is a
right continuous submartingale (martingale).

(a) If S, T are bounded stopping times such that S ≤ T , then X(S), X(T ) are
integrable, and X(S) ≤ E[X(T )|FS ] (=).

(b) If X is uniformly integrable and S, T are stopping times such that S ≤ T ,
then X(S), X(T ) are integrable, and X(S) ≤ E[X(T )|FS ] (=).

Proof. See [4], paragraph VI-10.

Proposition 4.11. (a) If X is a right continuous submartingale (martingale)
and T is a stopping time, then X(T ) is also a submartingale (martingale).

(b) Every nonnegative right continuous subclosed submartingale is uniformly
integrable, and is of class D.

(c) Every uniformly integrable martingale is of class D.

Proof. (a). See [4], paragraph VI-12.
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(b). Suppose X is a nonnegative right continuous subclosed submartingale.
By proposition 4.7(a),(b) and (d), X is uniformly integrable. For every finite
stopping time T, X(T ) ≤ E[X(∞)|FT ] (Doob’s optional sampling theorem),
therefore by proposition 4.7(a),(b) and (d) again, X is of class D.

(c). Suppose X is a right continuous uniformly integrable martingale. Note
that X is of class D if and only if |X| is. Now by Jensen’s inequality, |X| is
a nonnegative right continuous subclosed submartingale, therefore it is of class
D.

A process X is called a local submartingale (martingale, square integrable
martingale) if there exists a sequence (Tn) of stopping times such that Tn

x∞,
and for every n ∈ N, X(Tn) is a submartingale (martingale, square integrable
martingale). The sequence (Tn) is called a fundamental sequence for X. Note
that every submartingale (martingale, square integrable martingale) is also a lo-
cal submartingale (martingale, square integrable martingale) (use the sequence
Tn = ∞).

A process X is said to be zero at zero if X(0) = 0.

Proposition 4.12. Every finite variation predictable process that is also a zero
at zero local martingale is indistinguishable from 0.

Proof. See [4], paragraph VI-80.

Proposition 4.13 (Doob-Meyer decomposition). (a) If X is a right con-
tinuous submartingale of class D, then there exists a nondecreasing right
continuous predictable process Y such that X − Y is a zero at zero uni-
formly integrable martingale. Y is unique up to indistinguishability.

(b) If X is a right continuous local submartingale, then there exists a nonde-
creasing right continuous predictable process Y such that X − Y is a zero
at zero local martingale. Y is unique up to indistinguishability.

Proof. (a). See [4], paragraph VII-9(b).

(b). See [4], paragraph VII-12.

If X is a local square integrable martingale, then by Jensen’s inequality,
X2 is a local submartingale. Let 〈X〉 be the nondecreasing right continuous
predictable process in the Doob-Meyer decomposition of X2. Because X2 is
nonnegative, 〈X〉 is also nonnegative and therefore a distribution process. 〈X〉
is called the predictable variation process of X.
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Chapter 5

Hattendorff’s theorem

Consider a mathematical model of a life insurance policy with the following
elements:

(i) A complete probability space (Ω,F ,P) and a filtration (Ft) satisfying the
usual assumptions. These decribe all the uncertainties associated with the
policy.

(ii) An adapted integrator process P . P⊕, P	 are then adapted distribution
processes representing the company’s outgo payment stream (including
e.g. policy benefits), and its income payment stream (including e.g. pre-
miums) respectively.

(iii) An adapted P -integrable discount process v, such that for almost every
ω ∈ Ω, v(·, ω) is the discount function used to assign values to both
P⊕(·, ω) and P	(·, ω).

(iv) v and P are such that
∫
v dP is a F∞-measurable, square integrable ran-

dom variable.

Let
W =

∫
v dP =

∫
v dP⊕ −

∫
v dP	.

W represents the policy’s net present value.
It is characteristic of a life insurance policy that the company first receives

premiums and then pays benefits only much later. The company cannot, how-
ever, in the meantime declare all of the received premiums as profit and dis-
tribute it to its shareholders, because when the time then comes to pay benefits
there will be nothing available. It therefore has to set part of the received premi-
ums aside as a reserve, which is entered into its balance sheet as a liability. The
reserve at a particular time should be such that it, together with the investment
returns to be earned on it, is sufficient to meet the estimated future net outgo,

34
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given the latest information. Define the process V by

V (t, ω) =
1
v(t)

E

[∫
(t,∞)

v dP

∣∣∣∣Ft

]
(ω).

V (t) represents the reserve at time t.
Accounting convention states that the net loss over a period is the net outgo

plus the net increase in liabilities over that period. If S, T are finite stopping
times such that S ≤ T , let

L(S,T ] =
∫

(S,T ]

v dP + v(T )V (T )− v(S)V (S).

L(S,T ] represents the net present value of the loss over (S, T ].
Define the process M by

M(t, ω) = E[W |Ft](ω).

M is a uniformly integrable martingale, and may therefore be assumed to be
right continuous. W is F∞-measurable, therefore M(t) −→ W (submartingale
convergence theorem). Because v is a continuous adapted process and P is
adapted, v · P is adapted. It follows that for every t ∈ R+,

M(t) = E

[∫
[0,t]

v dP +
∫

(t,∞)

v dP

∣∣∣∣Ft

]
= (v · P )(t) + v(t)V (t),

therefore L(S,T ] = M(T )−M(S).

Proposition 5.1 (Hattendorff’s theorem). (i) If S, T are finite stopping
times such that S ≤ T , and G is a sub-σ-algebra of FS, then

E[L(S,T ]|G] = 0.

(ii) If S, T, U, V are finite stopping times such that S ≤ T ≤ U ≤ V , and G is
a sub-σ-algebra of FS, then

cov[L(S,T ], L(U,V ]|G] = 0.

Proof. (a). By Doob’s optional sampling theorem,

E[L(S,T ]|G] = E
[
E[L(S,T ]|FS ]

∣∣∣G] = E
[
E[M(T )−M(S)|FS ]

∣∣∣G] = 0.

(b). By part (a),

cov[L(S,T ], L(U,V ]|G] = E[L(S,T ]L(U,V ]|G] = E
[
L(S,T ]E[L(U,V ]|FT ]

∣∣∣G] = 0.

Although Hattendorff’s theorem is treated here in a life insurance context,
it can be applied to any financial operation using the same definition of loss.
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Chapter 6

Point processes

Once again, suppose that a complete probability space (Ω,F ,P) is given.

Definitions

A system ((Zn)n∈N0 , (Tn)n∈N0) is called a point process if

(i) (Zn) is a sequence of F-measurable elements of N Ω
0 such that

⋃∞
i=0 Zi(Ω)

is a finite set, Z0 = 0 and for every n ∈ N, Zn 6= Zn−1.

(ii) (Tn) is a sequence of F-measurable finite random times such that T0 = 0
and (Tn) increases strictly to ∞.

For the remainder of this chapter, suppose that a point process ((Zn), (Tn)) is
given.

Let

S =
∞⋃

i=0

Zi(Ω), T = {(k, l) : k, l ∈ S, k 6= l}.

S is called the state space, and T the transition space.
For every (k, l) ∈ T , let

Nkl =
∞∑

i=1

1(Zi−1 = k)1(Zi = l)1([Ti,∞)).

Nkl is called the counting process of the transition (k, l).
Also, let

N =
∑

(k,l)∈T

Nkl, Z =
∞∑

i=0

Zi1([Ti, Ti+1)), T =
∞∑

i=0

Ti1([Ti, Ti+1)).

Z is called the current state and T the time of last transition.
For every k ∈ S, let Ik = 1(Z = k); and finally, define U ∈ (SR+)R+×Ω by

U(t, ω)(s) = Z(s ∧ T−(t, ω), ω).

36
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Proposition 6.1. For every k ∈ S,

Ik = δ0k +
∑

l∈S,l 6=k

(Nlk −Nkl).

Proof.

Ik =
∞∑

i=0

1(Zi = k)
(
1([Ti,∞))− 1([Ti+1,∞))

)
= 1(Z0 = k) +

∞∑
i=1

1(Zi = k)1([Ti,∞))−
∞∑

i=1

1(Zi−1 = k)1([Ti,∞))

= δ0k +
∑

l∈S,l 6=k

(Nlk −Nkl).

The filtration generated by ((Zn), (Tn))

For every t ∈ R+, let

F0
t = σ(Nkl(s) : (k, l) ∈ T , s ∈ [0, t]),

and let Ft be the set of all subsets A of Ω for which there exist B ∈ F0
t , N ∈ F

such that P[N ] = 0 and B \N ⊆ A ⊆ B ∪N . Ft is a σ-algebra containing F0
t ,

and (Ft) is a complete filtration.

Proposition 6.2. (Ft) is right continuous.

Proof. It must first be shown that the filtration (F0
t ) is right continuous. The

crucial property to be used is that for every (t, ω) ∈ R+ × Ω there exists ε > 0
such that for every (s, (k, l)) ∈ [t, t+ ε)× T ,

Nkl(s, ω) = Nkl(t, ω).

For every t ∈ R+, define Xt ∈ (R R+×T
+ )Ω by

Xt(ω)(s, (k, l)) = Nkl(s ∧ t, ω),

and note that F0
t = σ(Xt).

Suppose t ∈ R+ and

A ∈
⋂
s>t

F0
s =

∞⋂
n=1

F0
t+1/n,

i.e. for every n ∈ N, there exists

Bn ∈
⊗

R+×T

B(R+)
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such that A = {Xt+1/n ∈ Bn}.
For every n ∈ N, let Cn = {Xt = Xt+1/n}. (Cn) is a nondecreasing sequence,

and by the crucial property noted above, its union is Ω, therefore

A = lim inf(A ∩ Cn)
= lim inf({Xt+1/n ∈ Bn} ∩ Cn)
= lim inf({Xt ∈ Bn} ∩ Cn)

= lim inf({Xt ∈ Bn}) ∈ F0
t .

Finally, suppose that

A ∈
⋂
s>t

Fs =
∞⋂

n=1

Ft+1/n,

i.e. for every n ∈ N there exist Bn ∈ F0
t+1/n, Nn ∈ F such that P[Nn] = 0 and

Bn \Nn ⊆ A ⊆ Bn ∪Nn.

Now

lim sup(Bn) ∈
∞⋂

n=1

F0
t+1/n = F0

t , lim sup(Nn) ∈ F , P[lim sup(Nn)] = 0

and lim sup(Bn) \ lim sup(Nn) ⊆ A ⊆ lim sup(Bn) ∪ lim sup(Nn), i.e. A ∈ Ft.

It follows that (Ft) satisfies the usual assumptions. This filtration is used
for the remainder of this chapter.

Proposition 6.3. (a) For every n ∈ N0, Tn is a stopping time, and

σ(T0, Z0, . . . , Tn, Zn) ⊆ FTn
.

(b) U is P-measurable.

Proof. (a). For every t ∈ R+, {Tn ≤ t} = {N(t) ≥ n} ∈ Ft, i.e. Tn is a
stopping time.

Suppose i = 0, 1, . . . , n. Ti is FTi
-measurable and FTi

⊆ FTn
, so Ti is FTn

-
measurable. If i = 0, then Zi is constant and therefore FTn

-measurable. If
i > 0, then for every l ∈ S,

1(Zi = l) =
∑

k∈S,k 6=l

1(Zi−1 = k)1(Zi = l) =
∑

k∈S,k 6=l

(Nkl(Ti)−Nkl(Ti−1)).

Now for every (k, l) ∈ T , Nkl is a right continuous adapted process, and there-
fore progressive. Furthermore, for every j = 0, 1, . . . , n, Tj is a finite stopping
time, therefore Nkl(Tj) is FTj -measurable (proposition 4.4(d)), and FTj ⊆ FTn .
It follows that Zi is FTn -measurable.
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(b). It is sufficient to show that for every s ∈ R+, the process U(·, ·)(s) is
predictable. Suppose s ∈ R+, then for every t ∈ R+ and almost every ω ∈ Ω,

U(t, ω)(s)

=
∞∑

i=0

Zi(ω).1([Ti, Ti+1))(s ∧ T−(t, ω), ω))

= Z0(ω)1(0)(t) +
∞∑

i=0

∞∑
j=0

Zi(ω).1([Ti, Ti+1))(s ∧ Tj(ω), ω).1((Tj , Tj+1])(t, ω)

= Z0(ω)1(0)(t) +
∞∑

j=0

[ ∞∑
i=0

Zi(ω).1([Ti, Ti+1))(s ∧ Tj(ω), ω)

]
1((Tj , Tj+1])(t, ω)

= Z0(ω)1({0} × Ω)(t, ω) +
∞∑

j=0

Xs,j(t, ω)1((Tj , Tj+1])(t, ω),

where Xs,j is the process defined by

Xs,j(t, ω) =

{
Z0(ω)1([T0,∞))(s, ω) if j = 0∑j−1

i=0 Zi(ω)1([Ti, Ti+1))(s, ω) + Zj(ω)1([Tj ,∞))(s, ω) if j > 0.

By part (a), Xs,j is B(R+)⊗FTj -measurable, therefore U(·, ·)(s) is predictable.

Stochastic intensities

For this section, suppose that (k, l) ∈ T is given. Define the process τ by
τ(t, ω) = t. Note that Nkl and τ are adapted distribution processes.

A process λkl is called a (k, l)-intensity if it is nonnegative, predictable,
locally τ -integrable and for every nonnegative predictable process X

E
[∫

X dNkl

]
= E

[∫
X d(λkl · τ)

]
.

For the remainder of this section, suppose there exists a (k, l)-intensity λkl.
Let Mkl = Nkl − λkl · τ . Because Nkl and λkl · τ are adapted distribution
processes, Mkl is an adapted integrator process.

Proposition 6.4. Suppose X is a predictable process.

(a) If for every t ∈ R+,

E

[∫
[0,t]

|X| d(λkl · τ)

]
<∞,

then X is locally Mkl-integrable and X ·Mkl is a martingale.
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(b) If X is locally Mkl, λkl · τ -integrable, then X ·Mkl is a local martingale.

(c) If X is locally Mkl-integrable and X2 is locally λkl · τ -integrable, then
X ·Mkl is a local square integrable martingale and 〈X ·Mkl〉 = X2 ·(λkl ·τ).

Proof. (a). For every t ∈ R+,∫
[0,t]

|X| d(λkl · τ) <∞,

i.e. X is locally λ · τ -integrable. Furthermore, because |X| is a nonnegative
predictable process,

E

[∫
[0,t]

|X| dNkl

]
= E

[∫
[0,t]

|X| d(λkl · τ)

]
<∞,

therefore X is locally Nkl-integrable. It follows that X is locally Mkl-integrable.
X is predictable and Mkl is adapted, therefore X ·Mkl is adapted.
For every t ∈ R+,

E
[
|(X ·Nkl)(t)|

]
≤ E

[∫
[0,t]

|X| dNkl

]
<∞,

E
[
|(X · (λkl · τ))(t)|

]
≤ E

[∫
[0,t]

|X| d(λkl · τ)

]
<∞,

i.e. (X ·Nkl)(t) and (X · (λkl · τ))(t) are integrable random variables, therefore
(X ·Mkl)(t) is also an integrable random variable.

Suppose s, t ∈ R+, s ≤ t and A ∈ Fs, thenX+1((s, t]×A) andX−1((s, t]×A)
are nonnegative predictable processes, therefore by using X = X+ − X− and
the integrability of (X ·Nkl)(t) and (X · (λkl · τ))(t),

E
[
1(A)

(
(X ·Nkl)(t)− (X ·Nkl)(s)

)]
= E

[∫
X1((s, t]×A) dNkl

]
= E

[∫
X1((s, t]×A) d(λkl · τ)

]
= E

[
1(A)

(
(X · (λkl · τ))(t)− (X · (λkl · τ))(s)

)]
.

After rearranging,

E[1(A)(X ·Mkl)(s)] = E[1(A)(X ·Mkl)(t)].

(b). For every n ∈ N, define the random time Sn by

Sn(ω) = inf

{
t ∈ R+ :

∫
[0,t]

|X(·, ω)| d(λkl · τ)(·, ω) > n

}
.
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Sn is a stopping time, and because X is locally λkl · τ -integrable, (Sn)
x∞. For

every n ∈ N and t ∈ R+,

E

[∫
[0,t]

|X1([0, Sn])| d(λkl · τ))

]
≤ n <∞,

therefore X1([0, Sn]) ·Mkl = (X ·Mkl)(Sn) is a martingale.

(c). Suppose t ∈ R+. By the Cauchy-Schwartz inequality,(∫
[0,t]

|X| d(λkl · τ)

)
≤

(∫
[0,t]

X2 d(λkl · τ)

)1/2(∫
[0,t]

12 d(λkl · τ)

)1/2

<∞,

i.e. X is locally λkl · τ -integrable, therefore X ·Mkl is a local martingale with
(Sn) (as defined in part (b)) as a fundamental sequence.

Let M = X ·Mkl. M is an integrator process, and

∆M = X∆(Nkl − λkl · τ) = X∆Nkl.

By integration by parts,

M2 = M− ·M +M ·M
= M− ·M + (M− + ∆M) ·M
= (2M−) ·M + (∆M) ·M

Now

(∆M) ·M =
∑

(∆M)2 =
∑

X2(∆Nkl)2 =
∑

X2∆Nkl = X2 ·Nkl,

therefore
M2 = (2M−X) ·Mkl +X2 ·Mkl +X2 · (λkl · τ)

= (2M− +X)X ·Mkl +X2 · (λkl · τ).
For every n ∈ N, define the random times Un, Vn,Wn by

Un(ω) = inf

{
t ∈ R+ :

∫
[0,t]

X2(·, ω) d(λkl · τ)(·, ω) > n

}
,

Vn(ω) = inf{t ∈ R+ : M−(t, ω) > n},
Wn = Sn ∧ Un ∧ Vn.

Un, Vn,Wn are stopping times. Because X2 is locally λkl ·τ -integrable, (Un)
x∞,

and because M− is a process, (Vn)
x∞, therefore (Wn)

x∞. For every n ∈ N
and t ∈ R+,

E

[∫
[0,t]

|(2M− +X)X| 1([0,Wn])d (λkl · τ)

]

≤ E

[∫
[0,t]

∣∣2nX +X2
∣∣ 1([0,Wn])d (λkl · τ)

]
≤ 2n2 + n <∞,

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  MMeesssseerrsscchhmmiiddtt,,  RR    ((22000055))  



CHAPTER 6. POINT PROCESSES 42

therefore

(2M− +X)X1([0,Wn]) · (λkl · τ) = ((2M− +X)X · (λkl · τ))(Wn)

is a zero at zero martingale. By proposition 4.11(a), (Wn) is a fundamental
sequence for the local martingale M , and for every n ∈ N and t ∈ R+,

E
[(
M (Wn)(t)

)2
]

= 0 + E
[
(X2 · (λkl · τ))(Wn)(t)

]
≤ n,

i.e. M is a local square integrable martingale. It follows from the uniqueness of
the Doob-Meyer decomposition that 〈X ·Mkl〉 = X2 · (λkl · τ).

In particular, 1 is a predictable locally Mkl, λkl · τ -integrable process, there-
fore Mkl = 1 ·Mkl is a local martingale. Because Nkl is a distribution process
such that for every n ∈ N and t ∈ R+, E[N (Tn)

kl (t)] ≤ E[n] < ∞, it is a local
submartingale, therefore λkl ·τ is the nondecreasing right continuous predictable
process in the Doob-Meyer decomposition of Nkl. 12 is also λkl · τ -integrable,
therefore Mkl is a local square integrable martingale and 〈Mkl〉 = 12 · (λkl · τ) =
λkl · τ .

Martingale representation

For the remainder of this chapter, suppose that for every (k, l) ∈ T , there exists
a (k, l)-intensity λkl.

Proposition 6.5 (Martingale representation theorem). If X is a zero at zero
uniformly integrable martingale, then for every (k, l) ∈ T there exists a pre-
dictable locally Mkl, λkl · τ -integrable process Xkl such that

X =
∑

(k,l)∈T

Xkl ·Mkl.

Proof. See [1], chapter III, theorem 9.

Miscellaneous results

Proposition 6.6. (a) If X is a predictable integrator process, then for every
(k, l) ∈ T , ∆X is a predictable locally Nkl-integrable process and
(∆X) ·Nkl = 0.

(b) Suppose X is a predictable integrator process. Then for every k ∈ S, Ik is
an adapted integrator process, and Ik ·X is predictable.

(c) Suppose X is an integrator process and the difference between two submar-
tingale of class D. Then for every k ∈ S, (Ik)−(Ik) is locally X-integrable
and (Ik)−(Ik) ·X is predictable.
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Proof. (a). X− is a left continuous adapted process, so ∆X is predictable.
For almost every ω ∈ Ω, (∆X)(·, ω) is nonzero at a countable number of points,
and λkl · τ is continuous, therefore for every t ∈ R+,

E

[∫
[0,t]

|∆X| d(λkl · τ)

]
= E[0] <∞.

It follows by proposition 6.4(a) that ∆X is locally Mkl, λkl · τ -integrable, so it
is also locally Nkl-integrable.

For the same reason as above, for every t ∈ R+,∫
[0,t]

(∆X)2 d(λkl · τ) = 0,

i.e. (∆X)2 is locally λkl · τ -integrable, therefore (∆X) ·Mkl is a local square
integrable martingale (proposition 6.4(c)), and

〈(∆X) ·Mkl〉 = (∆X)2 · (λkl · τ) = 0.

By the definition of 〈(∆X) ·Mkl〉, it follows that ((∆X) ·Mkl)2 is a nonnegative
zero at zero local martingale, therefore (∆X) ·Mkl = 0, so

(∆X) ·Nkl = (∆X) ·Mkl + (∆X) · (λkl · τ) = 0.

(b). For every m,n ∈ N0 such that m ≤ n, Tn is a stopping time and Zm is
FTn

-measurable, therefore (Tn){Zm=k} is a stopping time. It follows that

Ik =
∞∑

i=0

1(Zi = k)1([Ti, Ti+1)) =
∞∑

i=0

1
([

(Ti){Zi=k}, (Ti+1){Zi=k}

))
is adapted, as well as right continuous and of finite variation, i.e. an integrator
process.

By integration by parts,

Ik ·X = IkX −X− · Ik

=
(
(Ik)− ·X +X · Ik

)
−X− · Ik

= (Ik)− ·X + (∆X) · Ik

Because (Ik)− is a left continuous adapted process, it is predictable, therefore
(Ik)− ·X is predictable. Furthermore, by part (a),

(∆X) · Ik = (∆X) ·

δ0k +
∑

l∈S,l 6=k

(Nlk −Nkl)

 = X(0)δ0k,

therefore Ik ·X is predictable.
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(c). (Ik)− is an adapted left continuous process, and Ik is an adapted right
continuous process, therefore both are B(R+) ⊗ F∞-measurable, so for every
ω ∈ Ω, (Ik)−(·, ω)Ik(·, ω) is B(R+)-measurable. Furthermore, (Ik)−(·, ω)Ik(·, ω)
is bounded, therefore it is locally X(·, ω)-integrable.

There exist a right continuous finite variation predictable process Y and a
zero at zero uniformly integrable martingale Z such that X = Y + Z (Doob-
Meyer decomposition). In turn, for every (k, l) ∈ T there exists a predictable
locally Mkl, λkl · τ -integrable process Zkl such that Z =

∑
(k,l)∈T Zkl · Mkl

(martingale representation theorem), therefore

(Ik)−(Ik) ·X

= (Ik)−(Ik) · Y + (Ik)−(Ik) ·

 ∑
(k,l)∈T

Zkl · (Nkl − λkl · τ)


= Ik ·

(
(Ik)− · Y

)
− Ik ·

 ∑
(k,l)∈T

(Ik)−Zkl · (λkl · τ)


+

∑
(k,l)∈T

Zkl ·
(
(Ik)−(Ik) ·Nkl

)

= Ik ·

(Ik)− · Y −
∑

(k,l)∈T

(Ik)−Zkl · (λkl · τ)

+ 0

(Ik)− ·Y is predictable, and
∑

(k,l)∈T (Ik)−Zkl ·(λkl ·τ) is an adapted continuous
process, therefore (Ik)−Ik ·X is predictable.
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Chapter 7

Thiele’s differential
equation

The following additions and alterations are made to the model in chapter 5:

(i) (Ft) is the filtration generated by a point process ((Zn), (Tn)). S repre-
sents the possible states of the policy (e.g. ”active”, ”retired”, ”dead”),
and T the possible transitions. ((Zn), (Tn)) is assumed to be such that
for every (k, l) ∈ T , there exists a (k, l)-intensity λkl.

(ii) For every k ∈ S, a predictable integrator process ak, and for every (k, l) ∈
T , a predictable locally Nkl-integrable process Akl, such that

P =
∑
k∈S

Ik · ak +
∑

(k,l)∈T

Akl ·Nkl.

ak represents the net payment stream while the policyholder is in state k
(e.g. premium received while ”active”, pension paid while ”retired”) , and
Akl the net payment made upon transition from state k to state l (e.g. a
benefit paid upon transition from ”active” to ”dead”).

Let
ãk = v · ak, Ãkl = vAkl, Ṽ = vV.

ãk and Ãkl are again a predictable integrator process and a predictable locally
Nkl-integrable process respectively.

By the martingale representation theorem, for every (k, l) ∈ T there exists
a predictable locally Mkl, λkl · τ -integrable process Xkl such that

Ṽ = v · P −M = v · P −
∑

(k,l)∈T

Xkl ·Mkl +M(0),

therefore Ṽ is an integrator process.

45
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Because P⊕, P	 are distribution processes, and v is a nonnegative P⊕, P	-
integrable process, v · P⊕, v · P	 are nonnegative right continuous subclosed
submartingales, and therefore also of class D (proposition 4.11(b)). M is a
uniformly integrable martingale, and therefore also a submartingale of class D
(proposition 4.11(c)). It follows that

Ṽ = v · P −M = v · P⊕ − (v · P	 +M)

is the difference between two submartingales of class D.
Because the entire history of the policy can be constructed from Z, T, U , it is

reasonable to assume that the exists f ∈ RS×R+×SR+ such that f is measurable
and Ṽ = f ◦ (Z, T, U). For every k ∈ S, let

Ṽk = f ◦ (k, IkT + (1− Ik)τ, U), Ṽ ′
k = f ◦ (k, τ, U).

By proposition 6.3(b), Ṽ ′
k is predictable. For every (k, l) ∈ T , let

R̃kl = Ãkl + (Ṽl)− − (Ṽk)−.

R̃kl represents the sum at risk of the transition (k, l).

Proposition 7.1 (Thiele’s differential equation). If for every (k, l) ∈ T ,
R̃kl is locally Mkl, λkl · τ -integrable, then∑

k∈S

Ik · (ãk + Ṽk) +
∑

(k,l)∈T

R̃kl · (λkl · τ) = a0(0) + V0(0).

Proof.

M = v · P + Ṽ =
∑
k∈S

Ik · ãk +
∑

(k,l)∈T

Ãkl ·Nkl +
∑
k∈S

IkṼk.

By integration by parts,∑
k∈S

IkṼk =
∑
k∈S

(Ik · Ṽk + (Ṽk)− · Ik)

=
∑
k∈S

Ik · Ṽk + (Ṽk)− ·

δ0k +
∑

l∈S,l 6=k

(Nlk −Nkl)


=
∑
k∈S

Ik · Ṽk +
∑

(k,l)∈T

(Ṽk)− · (Nlk −Nkl)

=
∑
k∈S

Ik · Ṽk +
∑

(k,l)∈T

((Ṽl)− − (Ṽk)−) ·Nkl,

therefore

M−
∑

(k,l)∈T

R̃kl ·Mkl−M(0) =
∑
k∈S

Ik ·ãk+
∑
k∈S

Ik ·Ṽk+
∑

(k,l)∈T

R̃kl ·(λkl ·τ)−M(0).
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The left side of the above equation is a zero at zero local martingale, while
the right side is of finite variation. It is therefore sufficient (by proposition 4.12)
to show that the right side is predictable. The first summation is predictable
(proposition 6.6(b)), and the third summation is continuous and adapted, there-
fore also predictable. As for the second summation, for every k ∈ S,

Ik · Ṽk =

(∑
l∈S

(Il)−

)
Ik · Ṽk =

∑
l∈S,l 6=k

(Il)−Ik · Ṽk + (Ik)−Ik · Ṽk.

The last term here is predictable (proposition 6.6(c)), and by the definition of
Ṽ ′

k and proposition 6.6(a),

∑
l∈S,l 6=k

(Il)−Ik · Ṽk =
∑

l∈S,l 6=k

∞∑
i=0

1(Zi−1 = l)1(Zi = k)1([Ti,∞))(∆Ṽk)(Ti)

=
∑

l∈S,l 6=k

∞∑
i=0

1(Zi−1 = l)1(Zi = k)1([Ti,∞))(∆Ṽ ′
k)(Ti)

=
∑

l∈S,l 6=k

(∆Ṽ ′
k) ·Nlk

= 0.
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