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Reed-Solomon kodes, ‘n onderafdeling van multivlak nie-binére sikliese kodes met
kragtige foutkorreksie eienskappe, word geken as rekenkundig effektief wanneer
algebraiese dekoderingstegnieke gebruik word. Hulle kan egter swakker vaar in
vergelyking met konvolusie koderingstegnieke, minstens by gemiddelde
bisfoutwaarskynlikhede (omtrent 10°tot 10%)in ‘n AWGN kanaal. Hierdie nadeel spruit
uit die afwesigheid van ‘n algemene methode vir sagte-beslissing-dekodering. Die doel
is die konstruksie van ‘n trellis vanaf die generatormatriks van ‘n Reed-Solomon kode
en om aan te toon dat benewens die historiese Berlekamp Massey frekwensie tegniek,
dit moontlik is om ander tegnieke wat normaalweg uitsluitlik vir die dekodering van
konvolusie kodes dien, soos die “Maximum Likelihood” (ML) en die Maksimum A-
Posteriori (MAP) tegnieke, suksesvol te benut in die dekoderingsproses. Gevolglik is die
hoofdoelstelling van hierdie verhandeling die analise, ontwerp en implementering van
‘n sagte-inset, sagte-uitset Reed-Solomon ML of MAP trellis dekoderingsalgoritme met
foutkorreksie-eienskappe en kompleksiteit vergelykbaar met konvensionele algebraiese
blokdekoderingstegnieke.

Die hoofrede hoekom trellis dekodering nie vrylik gebruik word vir sikliese blokkodes
nie, is die kompleksiteit van die dekodeerder, veral in die geval van lang kodes met ‘n
hoé oortolligheid. Dit word amper ‘n rekenkundige onmoontlikheid om ‘n Vieterbi
dekodeerder vir Reed-Solomon kodes met ‘n gemiddelde oortolligheid te implementeer,
siende dat dit rekenkundig en prakties onmoontlik is vir konvolusiekodes met ‘n

beperkings lengte groter as 10 tot 12. Ten einde trellis kompleksiteit te beperk, word

Centre for Radio and Digital Communication (CRDC)
Department of Electrical and Electronic Engineering

University of Pretoria



AN
F

ESITHI YA

v
I

IVERSITEIT V
IVE
NIB

UN
UN
Yu

()




AN
F

ESITHI YA

v
I

IVERSITEIT V
IVE
NIB

UN
UN
Yu

()




RSITY OF

IVE
NIBESITHI YA

[IVERSITEIT VAN

UN
UN
Yu

8




UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
Qu®” YUNIBESITHI YA PRETORIA




RSITY OF

IVE
NIBESITHI YA

[IVERSITEIT VAN

UN
UN
Yu

8




AN
F

ESITHI YA

v
I

IVERSITEIT V
IVE
NIB

UN
UN
Yu

()




UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
W VYUNIBESITHI YA PRETORIA




AN
F

ESITHI YA

v
I

IVERSITEIT V
IVE
NIB

UN
UN
Yu

()




AN
F

ESITHI YA

v
I

IVERSITEIT V
IVE
NIB

UN
UN
Yu

()




AN
F

ESITHI YA

v
I

IVERSITEIT V
IVE
NIB

UN
UN
Yu

()




UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
W VYUNIBESITHI YA PRETORIA




UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
W VYUNIBESITHI YA PRETORIA


















































































Chapter 2 Foundations of Channel Coding

values of n and & may be severely limited by the non-availability of decoding power).

If in addition, channel state information also has to be considered in the decoding
process (Soft-Decision Decoding) and the decoding done via a Maximum-Likelihood
process (the procedure will be termed SDML decoding in future), then there are only
very few decoding procedures that allow for a practical decoding of given block code.
Theoretically, every linear block code can be decoded by a SDML decoding process, in
that every received vector is compared to all ¢* possible sent vectors and the most likely
one chosen as per equation (2.43). It can be seen that in a decoding procedure utilizing
the above outlined method, ¢* scalar products have to be calculated, and the maximum
chosen. Since the number of calculations increase exponentially with k&, it is not a very
viable decoding procedure for codes with large k. The main topic of this work is to
provide procedures that are able to provide more efficient decoding for high rate codes
with small n-k. The following chapters will be dedicated to the development and fine-
tuning of such procedures.

2.4.3 Decoding of Convolutional Codes

The fact that with convolutional codes the n code symbols are not only dependant on the
k information symbols of the current information vector, but also on M previous
information vectors, is the reason why this decoder has a lot more information available
to do the decoding on than a block decoder. The above comparison holds true for all
codes with comparable parameters such as n and k. This then also explains why the
decoding results for memory-less channels obtained by the use of a convolutional

decoder are superior to those obtained with block decoders.

In order to perform SDMIL decoding on a convolutional code with a code set C of T code

blocks, it is necessary to compare this with all the possible q™*

code sequences as
describes in equation (2.43). Viterbi showed in 1967 that in the Trellis diagram of
Figure 2, it 1s not necessary to compare all gk paths with the received vector, but that
it is sufficient, at any given time instant i, to only consider the incoming path into a state
having the “best” metric. By applying equation (2.49) the assumption is made that the
decoder is in a state which best corresponds to the most likely sent code sequence. This

path is termed the survivor path.
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Chapter 3 Decoding of Block Codes

Chapter 3

Decoding of Block Codes

3.1 Introduction

In the previous chapter it was explained how every linear block code can theoretically
be Soft-Decision-Maximum-Likelihood decoded (SDML-decoded) by comparing the
received vector with all possible ¢* sent vectors, and the most likely one chosen. In this
chapter the two most popular non-algebraic decoding methods for block codes are
presented. The first one considered 1s the method suggested by Bahl, Cocke, Jelinek and
Ravivin 1974 [2], and the second one the procedure described and outlined by Wolf [16].
Both methods reduce the number of comparisons required dramatically. In Section 3.1,
the term Code Trellis Diagram [5] is introduced and explained. A special case of the
code trellis diagram is termed the Syndrome Trellis Diagram [5], the construction of
which is described in Subsection 3.2. In the above mentioned code trellis diagram
SDML-decoding can be performed by applying the Viterbi algorithm as described in the
last section of Chapter 2. Firstly however, the method to obtain the parity check matrix
H, required to construct the code trellis diagram from the generator matrix G, is
explained in Subsection 3.3.

Throughout the chapter, a number of practical examples are given to illustrate various

aspects of block code trellis construction.

3.2 Block Codes

A true code trellis (also termed a true code trellis diagram) of a code C is a trellis
diagram,described in Subsection 2.3.3, with the property that a unique mapping
between the codewords of the code C and the paths of the trellis diagram exists. That
implies that for the case of a binary linear block code, as described in this section, the
following holds true:
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Chapter 3 Decoding of Biock Codes

3.3 Syndrome Trellis

A linear block code is specified through its parity check matrix [10]
H = (h{j) = (h},%,...,hﬂ) as described in Section 2.1.1. Equation 2.5 can be

rewritten in the following manner:
c-H =ch +eh+..vc,_h =0 (3.2)

or

el + eyt ve, b =07 (3.3)

where 0 is the zero row vector of length n - k and 0" the corresponding column vector.

A state 27(1) is defined as

i
2 ()= o+ eyt ek, = ) e h (3.4)
p=0

where 27(i) (as 07) is a column vector with n - & components.

From this, it is possible to construct a valid code trellis diagram, termed a syndrome
trellis, diagram defined by:

Zii-D+a h,, = 27 (i) (3.5)

Equation 3.5 is interpreted as follows:

® At the time instance 1 = -1 only one state exists. This state is called the starting
state zg (i=-1)=0".

e Foralli=0,1, .., n-1:
27(1) is exactly then a state if at time ¢ a connecting branch enters and for
any ¢« € GF(g). This means that the number of states at time 1 is

computed by inserting all « ¢ GF(q) into all states z’(i - 1) of Equation
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Chapter 4 Performance Issues of Various Block Codes

4.2.10 BitError Rate Performance of the (32,26)-Reed-Muller-Code R(3,5) with
Viterbi Trellis Decoding

1ot 4 . Bipolar Reference

102+

107 |

10+ 4

10-5 4

[dB]

P,

Ebit/N 0

106 L |

Figure 27  Bit Error Rate of the (32,26)-Reed-Muller-Code E(3,5) in an AWGN
Channle
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Chapter 5 Trellis Construction and Decoding of Non-Binary Reed-Solomon Codes

The results for the fifth section of the trellis are presented on this page.

The relevant column of the parity check matrix is the following:

J

0

h,

The following equation was used to calculate the table below:

NewState = OldState + Symbols‘(

i

O/

Old New
States

New
States

New
States

New
States

..............................................

..............................................

..............................................

..............................................

..............................................

..............................................

Table 6

Nodes for State 5 of (7,5) RS-Code in GF(4)
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Appendix A Another Syndrome Trellis Construction Technique

Ses = ées'H?:(O 0)2530

(A.35)

(A.36)

(A.37)

® Consider codeword C}:(c’?1 Cyy €y Coy 6‘75): [1 110 O]

The syndromes are given below.
~ a
Sﬂ:C’n'H :(1 1):3:3

Sy = 72'HT:(0 1)‘@1

(

575:675'HT=(0 0):&}

(A.38)

(A.39)

(A.40)

(A.41)

(A.42)

® Consider codeword CS:(CS} Cy Cg3  Coy 085): [O 0 0 O O]

The syndromes for this codeword are as below.

o

- T _ -
Su=Cy H =(0 0)=¢ (A.43)
_ F_ —
Sp=Co H =(0 0)=¢ (A.44)
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Appendix G Simulation Code

// Toggles between displaying the metrics and not displaying the metrics

votd __fastcall TForm I1::Metric_State(TObject *Sender)

{
if (CheckBox1->State == 1) ShowMetrics();
else {DrawTrellis(); DrawPath();}

/! Zoom in
void __fasteall TForm1::Test1Click(TObject *Sender)
{

// Adjust spacing between nodes

2t ¥= 2

// Redisplay all
DrawTrellis();
DrawPath();
if (CheckBox1->State == 1) ShowMetrics(),

// Zoom out
vord __fastcall TForm 1::ZoomQOutIClick(TObject *Sender)

{
if ((20>10)*(2i>10))

2L /=2;
20 /=2;

/

DrawTrellis();
DrawPath(),
if (CheckBox1->State == 1) ShowMetrics();

// Copy current displayed trellis, path and metrics to the clipboard
void __fastcall TForm1::Dowhat 1Click(TObject *Sender)

{
Clipboard()->Assign(Imagel->Picture);
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