Chapter 4

Reflections in Interactive

Applications

In this chapter the implementation and design of the Reflections method are discussed.

The main focus of this chapter is on two applications in which this method is used to
implement natural and non-intrusive interaction. These applications are the Virtual
Drums project and Ndebele Painting. Many aspects of creating a Reflections system are
discussed in the theory section, several of which are implemented in the development of
the above systems. This chapter concludes with a discussion on two implementations of

Reflections in different virtual environments.
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4.1 DESIGN AND IMPLEMENTATION

There are two main processes involved in a Reflections system. The first deals with the
physical installation of the camera and mirrors. The second part encompasses the
software used to calculate the necessary information. The physical installation includes
setting up the equipment and reporting measurements of the installation and equipment.
The software aspect consists of those algorithms and processes that are necessary to
capture and process individual frames from the video camera and which calculate the 3D,

5D or 6D information. Figure 4.1 shows these processes and their different components.
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Figure 4.1 Flowchart of a General Reflections System

103



The tangible components of the system are the camera, mirrors, computer, lighting and
the object to be tracked. Installing these elements and taking relevant measurements of
the equipment and the placement thereof constitute the physical installation process of the
tangible components. Once the equipment is in place, a sequence of frames are captured
by the video camera and processed. From each processed image the 3D and 5D or 6D
information is calculated. This part of the system forms the computational process. The
computational process requires the implementation of different software components.
These include:

- avideo capture component,

- an appropriate computer vision algorithm,

- a matching algorithm,

- the calculation component, and

a tracking algorithm.

A closer look at what the two main processes entail is given below.

4.1.1 The Physical Installation Process

Before any computation is performed and the 3D information calculated, the camera and

mirrors need to be installed. The following guidelines can be used to assist one when

installing a Reflections system:

(1) position the image capture device so that it views the required mirrors and region of
interaction,

(2) place the reflective surfaces in suitable positions with suitable orientations so that the
region of interaction is viewable by the camera,

(3) install the lighting and necessary filters, and

(4) measure the position and rotations of the mirrors relative to the camera.

When orienting the mirrors and installing the equipment it is necessary to see the view of
the camera. This is important for correctly and optimally viewing the region of
interaction. For this reason the installation process contains a video capture software

component for simply displaying live video. In the systems implemented in this thesis the
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computational process has the option of capturing and displaying frames without

performing any calculation.

The setup and placement of the camera and mirrors need to satisfy the constraints of a

Reflections system and must at the same time still meet the needs of the interaction that is

to take place. The constraints and requirements that need to be met when setting up the

equipment are the following:

- the camera and mirror must be placed in such a way that the required region of
interaction is clearly visible in the two different views,

- the camera and mirror should be placed in such a way as to minimize occlusions,

- the camera and mirror should be placed so that a clear view of the object is seen in the
two different views, and

- the lighting should be suitable. Stable lighting should be used and placed in such a
way that the details of an object that need to be seen by the camera are distinct and

clear.

Choices concerning the number of mirrors to be used in a set up and where to place them
and the camera, to a large degree depend upon the specific application and the size of the

desired region of interaction.

The application environment determines what type of object is to be tracked. A coloured
object is tracked when suitable lighting is available. In settings with low light levels an
(self-luminous) object or a torch is used as the tracked object. In some environments it

makes sense to use infrared lighting.
Certain environments and interactions may require more sophisticated computer vision
algorithms and also place certain restrictions on the positioning of the equipment. All of

these aspects need to be taken into consideration when installing the equipment.

Finding the optimal position for the equipment requires careful planning and thought.

This is because there is a tradeoff between accuracy and the size of the interaction
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volume. In some environments it is difficult to find a suitable position to place the camera
and mirrors while maintaining the required accuracy and still covering the entire region

of interaction.

Certain measurements are taken when the camera and mirrors are in place. These
measurements include the relative positions and orientations of the mirrors and camera.

The focal length of the camera is another crucial measurement that is needed. The
approach in section 3.1.6 is used to calculate the focal length if it is not already known.
The installation phase is completed when the equipment is in place and the necessary

measurements are taken.
4.1.2 The Computational Process

The components of the computational process are introduced in figure 4.1. A flow chart

outlining the steps followed in the computational process is given in figure 4.2.
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Figure 4.2 Flow Chart of the Computational Process

106



The computational process receives as input the measurements taken in the physical
installation. These measurements are used in a pre-processing phase in which all the
initial calculations are performed. The initial calculations include determining the
distance of the projection of the camera onto the mirror when using the trigonometric
approach to 3D calculation. For both the algebraic and trigonometric approaches the
plane equations that mathematically represent the mirrors are calculated. For the
algebraic approach the inverse change of co-ordinate system matrices are calculated. The
preprocessing phase is very important since it calculates information at the outset of the
computational process that only needs to be calculated once and which will be used in
future calculations. Performing these calculations once at the start reduces the amount of
processing that is done during the computer vision process while frames are being
captured. Capturing frames and processing them is computationally intensive. Therefore

as little as possible additional processing should be done during this stage of the process.

After calibration and preprocessing the video capture algorithm is started. Frames are
captured by the video camera and stored in memory (a frame is stored in memory until it
is replaced by a subsequent frame). Once a frame is in memory the computer vision
algorithm processes and analyzes this frame. The algorithm segments the image, extracts
meaningful features and matches corresponding features in the two different views. Once
a set of corresponding points matched by the computer vision algorithm are found the 3D
calculation is performed. If multiple sets of points on an object are found then the
orientation of that object is determined by using the 5D/6D-calculation process described

in section 3.1.7.

The tracking algorithm tracks objects of interest from frame to frame. In this way the
video camera is used as an input sensor and tracking device for interactive interaction.

The steps of capturing frames, performing the computer vision algorithm on those
frames, calculating the multidimensional information and tracking objects of interest, are

performed repeatedly while the program is running.
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(c) Interaction

The final part of this drum kit is the interaction aspect. Playing the virtual drum kit
should be identical to playing a real drum kit, or as close as possible to it. Allowing the
drummer to play the drums and cymbals with real drumsticks accomplishes this to some
degree. This requires the interaction aspect of the drum kit to monitor the position and
orientation of the drumsticks. To do this a six degrees of freedom tracker or even a five
DOF tracker is essential. Furthermore the tracker should not restrict the user's movement
in any way. The tracker must therefore be wireless. Because the Reflections method
provides a means for satisfying these requirements and demands, it is used to implement

the interaction aspect of the Virtual Drum kit.

It is necessary that the position and movement of the real drumsticks be related to the
virtual world. The audio and visual effects are triggered as the sticks move into positions
where the drums are located. This is accomplished by monitoring the position and motion
of the real drumsticks. It is also possible to track the velocity and acceleration of the

drumsticks.

Finally there is the issue of tactile and force feedback. Allowing the user to use real
drumsticks already provides the drummer with some tactile (touch) feedback. However,
the issue is to simulate the reverberation that is felt when a real drum is struck. Perhaps
one simple solution to this problem is to use drum-putty (a substance that makes almost
no sound when struck, but which allows a drumstick to bounce of it as if bouncing off a
real drum). All that is needed then is to project the image of the drums onto the surface of
this reverberative material and to position this material appropriately. However, force

feedback is beyond the scope of this thesis and consequently it is not considered here.
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Interaction is implemented using the Reflections method. The application tracks a light
source (a small green luminous object) placed on the tip of a drumstick. Only one
drumstick is tracked in this first implementation. A point on this light source is located in
both of the views seen by the camera via the mirrors. To locate these points the computer
vision algorithm searches for a point in the image with an above threshold green value.
This requires that there must be minimal lighting in the physical environment. Since the
approach tracks a single point on the object, it only calculates the 3D position of the light
object. Although the prototype does not track the orientation of the drumstick, it does

prove the point that Reflections is a suitable approach for implementing 3D interaction.

The camera and mirror are installed in the desktop environment as follows:

Two mirrors are used. These are placed about two meters to the left of the user, who sits
in front of the desktop monitor. The size of the first mirror is 40x20 cm and the size of
the second mirror is approximately 2x3 cm. The digital camera looks down onto these
mirrors. It sees two reflections (from different angles and positions) of the interaction
region. The lights in the room are turned off and the small luminous object is attached to

the end of a real drumstick.

The window based tracker described in section 3.3-(a) is implemented in this system. The
tracker is implemented for both of the stereo views and tracks the position of the object in

the two different views.

The position of the luminous object is tracked using the trigonometric method of
calculation. Although this method is not designed to work for two mirrors, it is possible
to use it in this setup because the small mirror is placed so close to the camera. This
allows the assumption to be made that light seen in this mirror passes directly through the
pinhole of the camera. Although this assumption is a cause for error it once again proves

that the system is capable of tracking 3D.
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To calculate whether or not the drumstick is moving up or down, the current height of the
object is compared to its height in its previous position. If the drumstick is found to be
moving down, then its position is used to determine if it is moving through a cymbal or
drum cover. If it is moving down and through a piece in the drum kit then the appropriate

sound and visualization are triggered.

Although this first prototype does not have all the many features that are required to
create a fully immersive virtual drum kit it does illustrate that the Reflections method is

suitable for natural non-intrusive 3D interaction.

4.2.3 AVANGO Implementation

A second version of the original Virtual Drums project is created. This second version
extends and improves the first prototype. The following list summarizes the features of

this second implementation:

Graphics - AVANGO

Sound - AVANGO Sound Server - 3D Spatial Sound

Environment - Cave & Desktop

Parallel Extension - CORBA - Reflections run parallel with Rendering System
Calculation - Algebraic 3D calculation

DOF - 5DOF (3D position & 2 DOF for rotation )

Tracked Object - Light Object or Coloured Object

CV Complexity - More Elaborative & Extensive CV (SUSAN, Chroma

keying, Flood Fill and Moments)

The visualization and graphics are implemented in AVANGO using C++ nodes for the
animation of the drum kit. AVANGO allows an almost seamless transition between
different VR environments [Tramberend]. Therefore it is possible to run this version in
CAVEs, workbenches and desktop environments. This version of the Virtual Drums is
implemented both in CyberStage and in a desktop setting. Showcase was used to create
the geometry for each of the different drum pieces which are saved in VRML format as
Inventor files. SceneViewer is used to edit and touch up these pieces. The graphic model

of the AVANGO drum kit is illustrated in Figure 4.6.
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a) The Computer Vision and Tracking Algorithms

In the AVANGO version of the Virtual Drums a more elaborate computer vision

algorithm is used. Figure 4.10 shows a flow chart of this algorithm.
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Figure 4.10 The Computer Vision Algorithm Used in the Practical Implementation
of the Virtual Drums Project

Once a frame is captured, the algorithm searches through the region of the tracking
window to find a drumstick. If it does not find a drumstick within the current tracking

window, then the window is enlarged to the maximum size of its stereo view.

Figure 4.11 illustrates a picture of a catadioptric stereo image of a drummer with a blue
drumstick. To find a blue drumstick inverse chroma-keying is used with a linear 2D grid
search, which, much like a dragnet, does not test every pixel in the image, but samples

the pixels in a 2D grid from left to right and top to bottom until it finds a blue pixel. A
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The endpoints of the drumstick are found and matched in the two different stereo views.
From the matched point pairs the 3D positions of the endpoints are calculated. These 3D
positions are in turn used to calculate the orientation of the drumstick according to the
method in section 3.1.8. The orientation (two rotation angles) and the 3D position of the

drumstick together constitute the 5D information of the drumstick.

If epipolar geometry is used, then the matching algorithm used need only search the
epipolar lines for matching points. If this is done then the CV algorithm is not repeated

on the other stereo view which results in a significant speed up of the algorithm.

An important issue is to match the correct endpoints of the drumstick. In the Virtual
Drums scenario the drumsticks never turn more than 90 degrees away from facing
straight ahead and are not angled steeper than the angle from the drumstick to the lowest
mirror. This ensures that the video camera always obtains images in both of its stereo
views in which the tops of the drumsticks are seen. This results in an order on the
endpoints in the stereo image which simplifies the computer vision algorithm. The order
that exists is that, when looking at the stereo image from left to right, the front point of
the drumstick will always be seen first, then the centroid followed by the rear endpoint.
The endpoints are matched simply by sorting the points in the two different views and
associating them according to their order. As long as the drumsticks are not angled too

steeply the order on the endpoints will hold.

When more than one drumstick is used the matching process becomes more difficult. It is
then necessary to distinguishing between the different drumsticks first and then match
corresponding points. The procedure is as follows: Corresponding pairs of drumsticks are
first found and matched. Then the corresponding points belonging to an associated pair of
drumsticks are matched as before. Corresponding drumsticks are matched in the two
different views by sorting the position of the centroids of the drumsticks. If the centroids
are not differentiated by their order on the X-axis, then their position on the Y-axis is
used. Having rectified catadioptric images and being able to match horizontal scan lines

can be very useful for matching points on the drumstick.
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(¢) Tracking Multiple Drumsticks

Extending the above computer vision algorithm to track multiple drumsticks is relatively
simple. The first necessary change is an adjustment to the search component. The search
algorithm continues searching for objects until either the maximum number of objects to
be tracked are found or the entire view has been covered by the search. In the case of the

Virtual Drums project once two drumsticks are located, the search stops.

The flood fill algorithm is an essential component of the CV algorithm for tracking
multiple drumsticks. It is an "in-place" algorithm (it makes changes directly to the image
and not to a copy of the image) which segments a blue region completely so that it is not
examined by the search algorithm again. When the drumsticks cross over each other the
flood-fill algorithm finds and segments both of the overlapping drumsticks as a single
region. A test is then performed to distinguish between a region formed by a single
drumstick and a region formed by two drumsticks which cross over one another to form a
single region. The drumsticks must be of the same colour. This is so that when the blue

drumsticks cross over, they appear to be a single blue region.

A simple test using image moments is used to classify a blue region as belonging to a
single or two drumsticks. Consider that image moments determine the dimensions of a
rectangle that approximate the moments of an image. Using these dimensions (length and
breadth) the area of the approximating rectangle is found. The area of the blue region is
also known from the sums calculated by the flood fill algorithm. The area of the rectangle
with the same image moments as the blue region is compared to the area of the blue
region. In the case where two drumsticks overlap and form a single blue region, the area
of the rectangle will be far greater than the area of the overlapping drumsticks. If the blue
region is formed by a single drumstick then the area of the rectangle will be almost equal
to the area of the blue region. The only problem encountered with this approach is if the
drumsticks almost or completely overlap. Fortunately, when playing a drum kit the

drumsticks rarely move into such positions.
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algorithm. Another useful algorithm for the artist is an adaptation of an algorithm
implemented by GMD, which simulates painting with a real paintbrush. With an
extension of this algorithm the artist paints within different boundaries and lines without

the paint spilling over into other regions.

The system has two modes, a selection and manipulation mode and contains a set of pre-
scanned patterns. These modes and the different virtual tools allow the user to effortlessly
browse through the different Ndebele patterns (tiles) and effectively control, resize and
place them. A painting mode allows the user to choose different colours and assists in
painting the tiles. Visual cues are used to indicate which mode the user is in. A very
realistic interaction metaphor is used in this application, namely that of dipping a virtual

paintbrush into a colour pot and then painting.

A choice of a variety of different interaction devices is available including the mouse,
joystick and stylus. The stylus is used in the CAVE environment and proves to be the
most natural and most appropriate of these devices. The system was developed using

AVANGO in a desktop environment on an SGI Octane with a R12000 processor.

4.3.2 Ndebele Painting Meets Reflections

Reflections is used to implement non-intrusive interaction in the Ndebele Paintings
application. The wires on many devices such as the stylus restrict the user's freedom of

movement.

The Reflections approach is integrated into the Ndebele Painting application, in which in
stead of using a wired stylus a small torch is tracked and used as the main input device.
The torch has no button and so the button on the joystick is used. The large mirror in the
CAVE and a small mirror placed on the camera are used in this implementation. The
camera is placed outside the CAVE. The resolution of the camera used in this
implementation is 640x480 pixels. A picture of the camera and torch used in this

implementation are illustrated in figure 4.20.
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onto the walls of the CyberStage. In this application the torch is successfully tracked in
both views. The window tracker used in the other applications is also used in this

implementation.

4.4 DEVELOPMENT PLATFORM

The core of the system was developed on an SGI Octane with the following
specifications:

- A single 300 MHz MIPS R12000 processor (64-bit architecture)

- 2MBL2 cache

- 256MB main memory

- SGI EMXI graphics card

- Octane XIO Personal Video option board

- SGI personal video DigCam v1.2 desktop camera

- Irix 6.5 operating system

The GCC version 2.72 C++ compiler was used to code the various aspects of the system.

The video capture component is implemented using the dmedia libraries for Iris 6.5.

4.5 IMPLEMENTING REFLECTIONS IN DIFFERENT VIRTUAL
ENVIRONMENTS

This section contains a discussion on how to implement 3D interaction using Reflections
in different environments. The three environments discussed are the desktop, the
workbench and the CAVE. It includes a discussion on how to install the system in these

different environments and the type of objects to use as the object to be tracked.

The physical installation of the system is very much dependant on the application. The
mirrors and camera should be installed in such a way that occlusions are minimized and
the object is clearly visible. The camera must also be placed close enough to the

interaction region to obtain the required accuracy. The resolution of the camera must also
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be suitable for the application as the position of the camera and mirrors and the resolution

of the camera affect the accuracy and size of the interaction volume.

4.5.1 Desktop

In a desktop environment possibly the most optimal position for the camera and mirrors
is against the ceiling above the user (for large regions of interaction). It is also possible to
place the equipment to the side of the user. The distance the equipment is placed from the
region of interaction depends upon the size of the desired region of interaction and the
angle of view of the camera. The region of interaction must fit within the view frustum of
the camera and mirrors. In a desktop environment lighting is in many cases sufficient
and controllable. This allows either a luminous or coloured object to be used as the object
to be tracked. Both the prototype of the Virtual Drums project and the AVANGO

implementation illustrate Reflections in a desktop environment.

4.5.2 Responsive Workbench

Although the Reflections method is not implemented in a workbench environment, it is
theoretically possible to integrate it in this environment in the following manner:

In the environment of the responsive workbench the camera is positioned above the
workbench as in the desktop environment. It is also possible to install the equipment to

the left or right of the workbench so that the interaction region is viewed from the side.

If infrared is used the projection mirrors which are already part of the environment may
be used. This is very desirable because it allows the camera and mirrors to view the
environment from beneath or in front of the user from positions which minimize
occlusions. However, when using infrared a better computer vision algorithm will be

necessary because colour is no longer a suitable means of identifying an object.
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4.5.3 CyberStage

In a CAVE environment such as the CyberStage, if infrared is used, it should be possible
to use any of the projection mirrors with the Reflections method. This makes the
integration robust and supports an optimal positioning of the camera because the camera
and mirrors will be able to view the environment from the front or from one of the sides
or even from above. However, if infrared is not used, then the large floor projection
mirror against the ceiling is used to optimally view the interaction region within the
CyberStage. This is done by placing the camera against the ceiling so that it views both
the large floor projection mirror and a smaller mirror which is placed closer to the
camera. The camera views reflections of the interaction region within the CAVE in the

two mirrors.

It is also possible to allow the camera to view two smaller mirrors which in turn view the
large floor projection mirror. This allows the camera and mirrors to be placed in a variety
of positions from which the camera views a large region within the CAVE. The Virtual

Drums implementation in CyberStage illustrates this.

4.6 SUMMARY

In this chapter the design and implementation of a Reflections system are discussed in
detail. The blueprint of the system is given in section 4.1. A Reflections system consists
of both a physical installation process and a computational process. Practical aspects and
steps are given in section 4.1.1 for installing the tangible components of a Reflections
system. The requirements of the computational process are set out in section 4.1.2. These
design issues are implemented in two different applications. The Virtual Drums project
and Ndebele Painting. The Virtual Drums project makes use of Reflections to facilitate
natural, non-intrusive and multidimensional interaction in a virtual drum kit. This project
illustrates the use of Reflections in both a desktop and CAVE environment. There are two
versions of the Virtual Drums project. The AVANGO implementation demonstrates the
many features that are implemented. The desktop version of the AVANGO Virtual Drum
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kit is capable of tracking coloured drumsticks, while the CyberStage implementation
tracks a light stick. An extensive computer vision algorithm is used in both of the
AVANGO Virtual Drums implementations. The CV makes practical use of several
algorithms including a fast flood fill algorithm, chroma-keying (for well lighted
environments), image moments and SUSAN to track the drumstick and to determine its
endpoints. This implementation also tracks the 5D position of the drumstick. A
discussion of tracking multiple objects is also included in this chapter.

The Ndebele Painting is a virtual painting environment in which Reflections is integrated
for non-intrusive interaction. It illustrates the use of Reflections in CyberStage for three-
dimensional interaction. The chapter draws to an end with a discussion on implementing

Reflections in different virtual environments.

133



Chapter 5

Results

In this chapter the results of tests performed on the system are presented. Tests were
performed on the hardware platform described in chapter 4 except where specified. The
results reflect the accuracy of the 3D and 6D calculation algorithms. Results are also
given for the stability of the system. An interesting finding about the relationship that
occurs between the interaction volume, the accuracy of the system and the resolution of
the camera is presented. Results on the speed of the system and the different computer
vision algorithms are presented. The results of tests performed on the tracker are then

discussed.
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Table 5.1 and figure 5.1 illustrate the results of this test. Thirty trials were performed
where a trial included positioning the blue object and measuring its position in a
Cartesian co-ordinate system. The position of the object calculated by the 3D algorithm is
noted in these trials. These values are then used to determine the error in each of the
component directions. The total error in position is also determined by using the
Euclidean distance between the measured point and the point calculated by the 3D
algorithm.

Both the maximum and minimum error are determined and the average error and
standard deviation are calculated for the error in position. The largest overall error
(Euclidean distance) is 6mm and the smallest error is 2mm. The average error is 4mm.

This error may have been caused by:

the matching of incorrect points in the stereo image,

error of parallax while reading the values from the rulers,

errors in the initial measurements, and

distortions which occur near the edges of the images due to the curvature of the lens.

These results reveal some interesting and significant relationships between the accuracy,
the resolution of the camera and the size of the interaction volume. The size of the
interaction volume, the resolution of the camera and the overall accuracy in position are
dependent upon each other. For example if a camera with the same resolution is used in a
CAVE with an interaction volume of size 3x3x2.5 meters, then the accuracy will degrade
from millimeter error to centimeter error. To improve or maintain the same accuracy it is
necessary to use a camera with a greater resolution. As the interaction volume increases,
with the camera resolution remaining constant, the accuracy degrades. Alternatively if the
camera resolution increases for a fixed interaction volume then the accuracy will
improve. Accuracy depends upon the distance of the camera from the region of

interaction.
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From this table it is evident that the angular stability is poor. This is once again a result of
the anomalous error in the image moments. The moments for these readings fluctuate
widely and affect the stability. A cause for this fluctuation in the moments is partly due to
the lighting used in the environment. The test environment only contained fluorescent
light sources. Fluorescent light flickers, causing the lighting on an object to change. This
in turn causes variations in the output of the image moments, flood fill, chroma keying

and SUSAN algorithms.

5.1.4 Interaction Volume

The interaction volume is dependent upon the distance the camera is from the region of
interaction and the camera's angle of view. The interaction volume is also dependent
upon the size of the resolution of the camera. There is no clear simple rule for how large
or small a region of interaction can be covered. However, the resolution of the camera
and desired level of accuracy play a role in determining the size of the interaction volume
that is monitored. In the tests a camera with resolution of 720x486 pixels is used to obtain
millimeter accuracy for an interaction volume with dimensions 30x30x25¢cm’. Centimeter
accuracy is anticipated when using a camera with the same resolution in an environment
3x3x2.5 meters®. This means that the approach is suitable for small and medium sized

environments.

5.2 SPEED

The image capture component of the system captures 30 frames per second (fps).
Therefore the maximum speed of the tracker is 30 Hz. The image capture component is
stable at this rate. All of the tests were performed at this speed. It is important for the
algorithms to finish their processing within the period of time between the capture of one
frame and the next. If this is not done then the stability and overall speed are
compromised. Results below will show that the algorithms meet this necessary

requirement and therefore the system is stable at 30 frames per second.
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Prior results performed on the chroma keying algorithm on an Intel Celeron 450MHz
processor indicate that it processes 43.16 frames per second with a resolution of 720x486
pixels or 17.90 megapixels per second. It is therefore very suitable for real-time use [Van
den Bergh].

SUSAN performs above the 33.33 ms available when a grid size of 1 is used. This is
because it processes the entire region of both windows. In the combined algorithm
SUSAN is only used by the search until a point within the interior of an object is found.
Once an interior point is found the flood fill algorithm is then used. This is why, when a
drumstick is found in a window, the performance improves. The time SUSAN and the
chroma keying algorithms require to process a window to a large extent depends upon the
size of the window and on the size of the blue region within the window. In table 5.7
below results for the chroma keying algorithm and the combined SUSAN and chroma

keying algorithms are given for different window dimensions and grid sizes.

StepSize] 1 | 3 | 5 | 7
Chroma Keying
view 1 298x449 69.67 5.33 2.63 1.9
view 2 298x428 47.87 7.17 2.2 1.1
Sum 47 .87 12.5 483 3
view 1 200x150 14.1 1.5 0.43 0.33
view 2 200x150 17.87 1.63 0.5 0.23
Sum 31.97 3.13 0.93 0.57
SUSAN & Chroma Keying
view 1 298x449 | 100.07 12.33 3.3 1.63
view 2 298x428 57.23 13.3 3.7 1.73
Sum 157.3 25.63 7 3.37
view 1 200x150 67.1 5.57 2.5 1.47
view 2 200x150 39.5 4.53 2.23 0.97
Sum 106.6 10.1 4.73 243

145

Table 5.7 Results of the Chroma Keying and SUSAN Algorithms







The time required to perform the 3D calculation is almost negligible. The 6D calculation
requires more time because it calculates multiple 3D points and vectors. It also performs
rotations on these vectors. The 6D calculation is still satisfactorily fast. These results are

illustrated in table 5.9.

3D Calculation 0.03
6D Calculation 0.23

Table 5.9 Results of the 3D and 6D Calculation Algorithms

The time the algorithm requires to track a single drumstick for different grid sizes in the
two stereo views using windows with dimensions 200x150 pixels are given in table 5.10.
These measurements include the time it takes for the search algorithm, chroma keying
and SUSAN algorithms to find the drumstick and the time it takes for the flood fill
algorithm to segment the image and determine the area of the drumstick to identify it.

The above times are safely within the maximum available time to process a frame.

Tracking
(Chroma Keying, SUSAN and Flood Fill)
view 1 - window 11.73 2 1.77 15
200x150
view 2 - window 10.77 21 1.83 1.03
200x150
sum 22.5 4.1 3.6 2.53

Table 5.10 Time to Track a Single Drumstick

Table 5.11 illustrates the results of adding the different times it takes to perform the
different algorithms. The tracking algorithm consists of the chroma keying, SUSAN and
flood fill algorithms. The other algorithms are added to the tracking times. Once again the

overall time required to perform all the calculations is well within the 33.33ms limit.
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Another effect that has a negative influence on the tracker is when the object moves
rapidly SUSAN counts the blurred interior points as edge points. This problem is
overcome by reducing the edge threshold. The problem is illustrated in figure 5.19, in
which SUSAN has coloured interior points as edge points.

5.5 SUMMARY

In this chapter the performance of the overall system is presented. Certain test results for
the different aspects of the system are also covered. The accuracy of the 3D calculation
algorithms are investigated and illustrate that the approach is suitable for 3D calculation.
Results performed on the 6D calculation reveal that changes in light and shadows cast on
an object influence the algorithms which determine the image moments for a shape. This
causes inaccuracies in the calculation of the endpoints of an object and hence causes
significant error in the 6D calculation. Stability tests performed indicate that the 3D
calculation is very stable. Angular stability is susceptible to flickering light sources and is

unstable.

The system performance is stable at 30 frames per second. The combined algorithms are
able to complete the necessary processing within 33.33 ms (the time the algorithms have
to process a single frame). The different algorithms are fast enough to meet the real time

requirements of the system.

The algorithms are effective in that they perform the tasks they are required to. Tests
performed on the window based tracker are presented in section 5.4. The tracker is able
to track the movement of a drumstick from frame to frame and only occasionally looses
track of the object. The tracker is stable and very effective but suffers from image blur
and image interlacing (a property of the image capture device) when the drumstick moves
too fast.
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Chapter 6

Conclusions

And Future Work

In this final chapter a discussion of the work which has been done is given and
conclusions are drawn. Possibilities for future research and extensions are then presented.

Some fiuture extensions to the Virtual Drums project are proposed.
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6.1 CONCLUSIONS

The central focus and aim of this work is the use of catadioptric stereo to implement
multidimensional (3D, 5D or 6D) interaction for computer graphics. In the pursuit of this
goal several overarching themes have been researched. These include virtual reality,

interaction, computer vision and catadioptric stereo.

In the course of this work the following conclusions are realized and solutions developed:

(1) There is a need for non-intrusive interaction devices which support natural interaction
for both 3D computer graphics and virtual reality. These devices need to support
multidimensional interaction.

(2) The use of image capture (live video) provides a powerful means for achieving
natural and non-intrusive interaction in real-time. However, a single camera can not
accurately calculate depth and therefore can not on its own be used for accurate
multidimensional interaction.

(3) Catadioptric stereo provides a means of accurately calculating 3D information using
only a single camera and some mirrors. This approach has several advantages over
conventional stereo.

(4) The orientation of an object is calculated by tracking and finding the 3D position of
two or more points on the object. This means that catadioptric stereo can be used as a
multidimensional input and tracking device.

(5) Computer vision is an essential component of a catadioptric stereo sensor. The
computer vision algorithms must find and match associated points of an object in two
stereo views. CV is crucial for implementing natural and non-intrusive interaction.
The quality of the vision algorithms determines the limits of the interaction that can
be implemented.

In this thesis an approach called Reflections is developed for implementing
multidimensional interaction by using catadioptric stereo. Furthermore Reflections is
suitable for natural and non-intrusive interaction. The merit of using this approach to

implement such interaction in 3D computer graphics and virtual reality is seen in the
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practical implementation of the Virtual Drums project and Ndebele Painting. The Virtual
Drums project illustrates the use of the method for implementing natural and non-
intrusive 5D interaction by allowing a user to play a virtual drum kit with real drum
sticks. This is achieved by monitoring the position of a blue drumstick in 3D in a desktop
environment. The project is also capable of tracking a light stick in low light
environments. The Ndebele Painting application makes use of Reflections for natural
non-intrusive 3D interaction in the CyberStage. Reflections may be implemented in a
variety of different virtual environments ranging from a desktop monitor to a large

projection based display like the CAVE.

6.2 FUTURE WORK

There are a several possibilities for future work in the topics covered in this research.
Several of these are discussed below. The use of non-planar (hemi-spherical) mirrors for
monitoring larger interaction volumes could be considered. Implementing 3D
reconstruction using the Reflections method is also a possible area of exploration.

A further important extension to the method is to improve the computer vision algorithms
to handle complete occlusions. The algorithms can also be extended for use with infrared.
An extension to the computer vision algorithms that may prove beneficial to the
approach, is the use of contour and silhouette tracking. If this is implemented the tracked
object need not be a specific colour. This will also be advantageous for the method if
infrared is implemented. Tracking the contour of objects can allow the approach to track

more degrees of freedom.

The latency of the system needs to be closely investigated because of the adverse effects
latency has on presence in virtual reality. Predictive tracking presents a means for
overcoming latency and for this reason should be integrated into the method.
Implementing predictive tracking could also be used to enhance the speed and stability of
the tracker. The system can be optimized to perform optimally on the platform it is
currently running on. Implementing the system on a faster processor and making use of a

digital or video camera with a higher frame rate will also improve the speed of the
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tracker, e.g. the speed of the tracker may be increased to 1000Hz by using the Artificial
Retina Chip [Freeman et al]. The use of rectified catadioptric stereo requires further
investigation as it presents yet another means of improving the speed of the tracker and

achieving greater stability and accuracy, especially for point matching.

Motion tracking can be used to implement more natural interaction based on a user's
movements. Tracking hand movements and gestures using Reflections and vector keying
is an interesting possibility for future research in applications such as hand-based object

manipulation.

The final desktop version of the Virtual Drums project is made to run the graphics on a
computer and the Reflections application which tracks the drum sticks on a separate
computer. However in the lab the Onyx machine crashed and tests across a network could
not be performed. The two applications had to be run on the Octane together. The system
experiences latency problems and although the tracker performs at 30Hz the graphics
does not seem to reflect this. Furthermore playing the drums while looking at a 2D
display is not as easy as it should be. These problems need to be addressed. Further issues
that need to be looked into in the future include dealing with jitter and creating a good
calibration algorithm for the approach. This will allow the calculated 3D co-ordinates to

be better transformed into virtual world 3D co-ordinates.

The Virtual Drums project may be improved by implementing force feedback to simulate
the reverberation experienced when a stick strikes a cover or cymbal. Another extension
to the virtual drum kit is to implement an audio haptic display in which contacts with the
drumsticks and drums are rendered with both haptics and sound [Pai].

Using the approach for head tracking presents a practical application of the method for
projection based virtual environments. The use of the approach in new and diverse
applications should be contemplated. Although there are several possibilities to extend

and improve the system, this work provides a thorough coverage of relevant topics.
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