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Abstract 

Backpropagation (BP) has played a vital role in the resurgence of interest ill artificial 

neural networks (ANNs). Eversince, a lot of research effort concentrated 011 findillg ways 

to improve its performance. Active learning has emerged as an efficient alt<'mari"e to 

improve the performance of multilayer feedforward neural networks. The leamer is given 

active control over the information to include in the training set, and in doinp; so. the 

generalization accuracy is improved and the computational cost and complexity of the 

network are reduced compared to training on a fixed set of data. 

'While many research effort has been invested in designing new learning approadws. an 

elaborate comparison of active learning approaches is still lacking. The objective of this 

research study is to compare and critisize active learning approaches and also to plOpose 

a new selective learning algorithm. 

This thesis presents a comparison of four selected active learning algorithms. TIl(' thesis 

concentrates on one type of application, namely function and time series approximation. 
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Opsomming 

Terugwaartspropagering neurale netwerke het 'n belangrike rol gespeel in die opkwing

van die belangstelling in kunsmatige neurale netwerke. Verskeie navorsing-sst.udi('s lWllSCll

treer op die verbetering van die prestasie van neurale netwerke. Aktiewe leer h(:t ,U,<'toon 

om 'n effektiewe alternatief te wees om die prestasie van multi-vlak vorentoe-voel' ll('nrale 

netwerke te verbeter. Die leerder word aktiewe beheer gegee oor die inligting- \\'at ill die 

leerversameling ingesluit word. Sodoende word veralgemening verbeter. en die lWl'pkell

ingskoste en -kompleksiteit van die netwerk verlaag in vergeleke met afrigting OJ) 'u vaste 

I eerversam eli ng. 

Terwyl vele navorsing gedoen is in die ontwikkeling van nuwe leerstrateg-i(:i>. is daar 'n 

tekort aan 'n uitgebreide vergelykende studie van aktiewe leer. Die doelwit vall biPl'die 

studie is om aktiewe leer strategiee te vergelyk en te kritiseer. 'n Nuwe se!ekti('\w> l(~er 

algoritme word ook aangebied. 

Hierdie tesis bied 'n vergelyking van vier aktiewe leer algoritmes aan. Die tesis kOllS('ntn'er 

op die benadering van funksies en tydreekse. 
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