
 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



FIGURE 2.1: BASIC ELEMENTS IN THE SELECTION PROCESS. 

(5) 

~R~CTIO/J I/J~TRUM~/Jn: 

What devices are available to determine whethe 

the applicant possesses the desired traits, 

characteristics and skills? 

i 

(<\.) 

JOB ~P~CI ~ICATIO/J 

What tra its, skills and qualities in the 

individual are related to successful 

performance? 

i 
(g) 

JOB ~UCC~ CRfnRIO/J 

What distinguishes successful 

performance? How is it measured? 

i 

(2) 

JOB D~ IG/J 

What are the duties and responsibilities of 

the individual worker? What work will the 

individual perform in the organisation? 

i 

(I) 

ORGA/JI~ATIO/JAL GOA~ 

Why does the organisation 

exist? What are its goals and 

objectives? 

(Source: Carrell et ai, 1995:305) 
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FIGURE 2.3: VALIDATING THE SELECTION PROCESS AND DECISION. 

'if 
-- -

Job description 
and job performance 

measures 

... 

Job analysis 

Choice of recruitment 
sources and selection 

methods 

r----~~--.---

! 
Selection process 

and decision ~ 

Measurement of 
employee performance 

Comparison of 
employee performance 
with job performance 

measures 

(Source: Corbridge and Pilbeam 1998:103) 

Person 
specification 

Validation of 
selection process 

and decision 
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FIGURE 2.4: ASSESSING THE USEFULNESS OF A PREDICTOR. 

High 
IV 

III 

Low 

Validity 
coefficient 

"" 
False 
negative 
error 

(Source: Cherrington, 1995:261) 

false 
positive 
error 

/Sel~tion 
¥ ratio 

Predictor 

Base rate 
of success 

High 

Apart from criterion-related validity, which is discussed in chapter three, 

Figure 2.5 lists a number of other features that must be considered when 

choosing selection methods. The expenses associated with selecting the 

wrong applicant are considerable, not only for the applicant but for society 

as well. 

Irrespective of the method used for a selection decision, it must meet five 

criteria according to Arnold et al (1998: 165) as reflected in Figure 2.5. 
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FIGURE 2.5: MAJOR EVALUATIVE STANDARDS FOR PERSONNEL 

SELECTION PROCEDURES. 

The measurement procedures involved should be provided for clear 

discrimination between candidates. If candidates all obtain similar 

assessment (ie scores, if a numerical system is used) , selection 

decisions cannot be made. 

The technical qualities of the measurement procedures must be 

adequate. 

The measures must not discriminate unfairly against members of any 

specific subgroup of the population (eg ethnic minorities). 

The procedures should be acceptable within the organisation and 

capable of being implemented effectively within the organisation's 

administrative structure. 

Given the selection decisions (eg number of jobs, number of 

candidates, type of jobs) involved , the costs involved and the time 

taken to develop adequate procedures need to be balanced with the 

potential benefits. This is essentially a question of utility. 

(Source: Arnold et ai , 1998:165) 
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measures are administered to all applicants and is not used to make 

selection decisions at this time and the results are kept. The measurement 

of the criterion status takes place at a later stage (T>O). After the measures 

of the criterion and predictor become available the form and strength of the 

relationship between predictor and criterion can be determined. If the 

relationship is strong, the prediction will be more accurate and the predictor 

will be accepted provisionally pending the outcome of a cross-validation 

study on a different sample of applicants. 

FIGURE 2.6: TRADITIONAL MODEL OF THE PERSONNEL SELECTION 

PROCESS. 

Job Analysis 

Criterion Predictor 
Selection Selection 

T> 0 t t T~O 
Measure Status Measure Status 

on on 
Criterion Predictor 

~ ---Assess 
Predictor/Criterion 

Relationship 

YES ~ Relationship 
NO 

Strong? 

Tentatively Reject 
Accept Predictor 

Predictor 

Cross+Validate on 
Select a 

New Sample; 
Different 

Periodically Check Predictor 
Va I idityThereafte r 

(Source: Cascio, 1998:203) 
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2.1.1.2 FfficiBncy of linB8f modB/~ in ~BIBction 

The general linear model (y = a + bx) is the basis of simple and multiple 

linear regression models. These models are used by decision-makers in a 

variety of contexts e.g. during an interview where various pieces of 

information are gathered and different weights are allocated in order to 

predict job success. (Cascio, 1998:204). 

Dawes and Corrigan (1974) as mentioned in Cascio (1998:204) conclude 

that: 

"a wide range of decision-making contexts have structural characteristics 

that make linear models appropriate. In fact, in some contexts linear 

models are so appropriate that those with randomly-chosen weights 

outperform expert judges!" 

2.1.1.1 ModBf8tOf V8fi8h/~ 

When the relationship between a predictor and a criterion (rx1y) varies as a 

function of classification on some third variable X2, differential predictability 

exists and X2 is termed a moderator variable. If the scoring patterns of job 

success of males and females differ, then gender is a moderator variable. 

Figure 2.7 illustrates this situation. 

FIGURE 2.7: SCATTERPLOTS ILLUSTRATING THE EFFECT OF 

GENDER AS A MODERATOR VARIABLE. 
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(Source: Cascio, 1998:205) 
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2.7.2. f Simp/B fBgfMgion 

Breakwell et al (1995:362) refer to the selection decision as actually 

predicting who will be successful in the job, and this prediction is addressed 

by a class of multivariate methods known as regression procedures. As an 

example of simple regression the prediction of school achievement from IQ 

will be considered , refer to Figure 2.9. 

FIGURE 2.9: SCATTER PLOT OF IQ AGAINST SCHOOL 

ACHIEVEMENT. 

0 

0 

0 
0 0 

IQ 0 0 
0 0 0 

0 
0 

0 0 

School achievement 

(Source: Breakwell et ai , 1995:363) 

In Figure 2.9 the relationship is positive, thus an individual with a high IQ 

score will most probably achieve high marks in school. The regression line 

is calculated in such a manner that the distance from the points to the line 

is minimised. If the IQ (X) of a potential individual is known, the school 

achievement score (Y) can be estimated by using the following formula : 

Y = XI3 + a 

To predict the dependent variable optimally, 13 is a weight applied to the 

predictor variable and a is a scaling parameter to transform the scale of the 

of the predictor variable to that of the criterion variable (IQ score to 

scholastic achievement). An absolute correlation coefficient of 1,00 will 

result in all the points in the plot lying on the regression line and in a perfect 
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