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CHAPTER THREE

BOOTSTRAPPING MODEL

3.1 INTRODUCTION

In this chapter we sketch a basic framework for the analystbe bootstrapping process. We de-
scribe the bootstrapping model in Section 3.2, and distesfattors to consider when evaluating the
efficiency of the bootstrapping process in Section 3.3. ktiSe 3.4 we show how this model applies
to the pronunciation modelling task in particular.

3.2 MODEL DESCRIPTION

As introduced in Section 2.3, we use the term ‘bootstrappgodescribean iterative process whereby
a model is improved via a controlled series of incrementgagh stage utilising the previous model
to generate the next on®uring bootstrapping the model is grown systematicaljgdming increas-
ingly accurate from one increment to the next. When analytie bootstrapping process, it soon
becomes apparent that the process relies on an automatethisagtomated mechanism to convert
among various representations of the model considered EEepcesentation describes the same task
in a format that provides a specific benefit: either becausadpresentation is amenable to auto-
mated modelling and analysis, or because it describes thhentunodel in a way that is convenient
for a human to verify and improve. The remainder of this sectiontains a definition of the various
components of a bootstrapping system, a description of dlé&strapping process, and examples of
bootstrapping applications.
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3.2.1 COMPONENTS

The general bootstrapping concept utilising two modelesentations is depicted in Figure 3.1. The
number of representations is limited to two for the sake wipdicity — three or more representations
can also be included in the model.

External data

v Current B A O S Base data: full | current o Conversion
= hase data set base 2 model
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External data

Figure 3.1:General bootstrapping concept, utilising two model repreations.

The following components play a role during bootstrapping:

Alternative representationsfwo or more representations of the same model lie at the béart

the bootstrapping process. In the Fig. 3.1 these are iradiGdA andB.

e Conversion mechanismg€ach conversion mechanism (indicatedAas— B and B — A)
provides an automated or semi-automated means to convarfrdan one representation to
another.

¢ Verification mechanismsOnce converted to a specific representation, the model cam-be
proved via automated or human (manual) verification, intditdn the figure by thé/erify

components.

e Base data:This term is used to refer to the domain of the model. Theent basendicates
the domain that has been used in training the current modiglcansists of a subset of, or the
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full base data set. The current base data is implicitly otieXly included in each of the two

representations.

¢ Increment mechanismsThe Add components are used to increase the current base during
bootstrapping. At the one extreme, all model instances edandduded in a single increment;
at the other, a single instance can be added per bootstgapyife. The increment mechanisms
may utilise active learning techniques [69, 70] in orderdkest an appropriate set of instances
to add.

e External data: This term refers to additional data sources that are ufilchéring bootstrap-
ping. Typically, external data is used to initialise a btraggping system with models that were
developed on a related task.

3.2.2 PROCESS

Prior to bootstrapping, the various representations atialised in preparation for the first iteration.
Typically only a single representation requires initiation (A in this instance). External data may
be included in this process, or the bootstrapping procestsskithout any initial knowledge of the
task not included in the base data. The increment mecharisoses the first base set to use. Once
initialised, the bootstrapping process consists of thieviohg steps, many of which are optional, as
indicated:

1. The current base, as well as the current representdtisrused to generate the next represen-
tation B.

2. Bis verified, either manually or automatically. (Optional)

3. Based on the current state of the bootstrapping systenmdchement mechanism increases the
current base set. (Optional if (6) is not)

4. The current base, as well as the current represent&tisrused to generate representatibn
5. Ais verified, either manually or automatically. (Optional)

6. Based on the current state of the bootstrapping systenmehement mechanism increases the
current base set. (Optional if (3) is not)

This cycle is repeated until a sufficiently accurate andéongrehensive model is obtained.

3.2.3 EXAMPLES

Two typical examples of bootstrapping are illustrated igufés 3.2 and 3.3. The first example (Fig.
3.2) illustrates the automated bootstrapping scenarioritbesl in Section 1.2. For this task, the
base data consists of audio data and phonemic transceptioiially not aligned with the audio
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Figure 3.2:An example of automated bootstrapping.

data). A represents the phonemic segmentation of the audio datd3 anel acoustic models derived
from the segmentations. The focus is on the refinement of tbasdic models: the segmentations
themselves are only important to the extent that they inflaghe quality of the acoustic models. The
A — B mechanism consists of the training, re-clustering, anttaieing of acoustic models, and
the B — A mechanism of automatic Viterbi alignment of the phonemamscriptions, utilising the
current acoustic models.

The second example (Fig. 3.3) illustrates a simple bogiping scenario where machine learning
and human intervention are combined, as would be the casexdmple, when bootstrapping audio
segmentations for Text-to-Speech purposes. The baseghitacnsists of audio data and phonemic
transcriptions;A represents the human-readable segmentation of the audioastal B the acoustic
models derived from the segmentations. he» B mechanism consists of acoustic model training,
and theB — A mechanism of automatic alignment. Here the focus is on eicigje@ptimal segmen-
tations and these are hand-verified until the acoustic isaalel stable enough to support accurate
alignments (and possibly even after that, if high qualitgrsentations are required).

3.3 EFFICIENCY OF BOOTSTRAPPING PROCESS

The main aim of a bootstrapping system is to obtain as acaratodel as possible from available
data. When human intervention is used to supplement orecteattraining data itself, the aim shifts
towardsminimising the amount of human effort required during thecess This is the focus of our
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Figure 3.3:An example of bootstrapping where machine learning and Inuimarvention are com-
bined.

analysis, and we therefore measure bootstrapping efficena function of model accuracy:

ef ficiency(a) = 7%00“”@(&) (3.2)

tmanual (CL)

where a is the accuracy of the current model as measured againstdapendent test set and
thootstrap(@) aNdtqnuql (@) Specify the time (measured according to amount of humarviergion)
required to develop a model of accuracwith and without bootstrapping respectively.

Bootstrapping is analysed according to bootstrappingesycWhile bootstrapping, all base in-
stances do not result in valid data that can be included imibdel training process. Of the instances
that define valid base data, some will be correctly represehy the initial representatior3}, and
others will contain errors. We define a number of variableadsist us in the analysis of these in-
stances: At the start of cycleof the bootstrapping process, we defir{e’) as the number of instances
included in the current base;,..;i¢(z) as the number of instances that are invalid,....:(x) as the
number of instances that are valid and correct,an¢,(x) as the number of instances that are valid
and incorrect. For these variables, the following will aysdnold:

TL(.%) = ninvalid(w) + nvalid(x)

nvalid(x) = ncorrect(x> + nerror(x) (32)
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Related incremental variables are used to represent thease during cycle;, namelyinc_n(z),
INC-Ninpalid(T), iNC_Nyalid(T), iINCNeorrect () ANAINC Nerror (). The same intervention mechanism
may have different cost implications based on &hetus of the instance. In the simplest case, the
status of an instance may simply be correct, incorrect a@ligvbut subtler differences are possible,
e.g. the number of changes required to move from an incotoegtcorrect version. The expected
status of a newly predicted instance changes as the sysissmbe more accurate. Prior to human
intervention at stage of the bootstrapping process, the number of instances bfstatus within the
current increment is given by:

incon(x) = Z incn(s,x) (3.3)
sestatus
Combining machine learning and human intervention in a v minimises the amount of
human effort required during the process can be achievedldmiays: (a) by minimising the effort
required by the human verifier to identify errors accuratelyd (b) by optimising the speed and
accuracy with which the system learns from the human inputis $ection describes the various
factors that influence the efficiency of the bootstrappiragpss from both these perspectives.

3.3.1 HUMAN FACTORS

The first human factor that impacts on the efficiency of thet&tompping process relatesrexquired
user expertisewhether the task requires expert skills, or whether a lidhétsmount of task-directed
training is sufficient. If is assumed that the user has thiéssidquired, the following measurements
provide an indication of the efficiency of the bootstrappimgcess for a specific user:

e User learning curveThe time it takes for a specific user to become fully proficigsing the
bootstrapping system. Measured:as;,,, initial training data is assumed to be discarded.

e Cost of intervention:The average amount of user time required per interventisien an
instance is in status, for a fully trained user using the bootstrapping system.astieed as
tverify(i, s) a different average cost may be associated with differguestyof interventions.
If more than one intervention is used to generate a singtariase during one cycle of boot-
strapping, the combination of mechanisms is modelled agiditi@nal (single) mechanism.
Depending on the bootstrapping process, it may be morestieath measure this value for a
set of instances.

e Task difficulty: The average number of errors for a fully trained user usieghbthotstrapping
system. Indicated byrror_ratepoorsirap (i, s), this is measured in percentage as the average
number of errors per 100 instances generated using int@wemechanismi to verify an in-
stance initially in state.
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Quality and cost of user verification mechanismgplicit in the above two measurements
are the cost and effect on error-rate of additional assist@novided during user intervention.
Rather than modelling additional user assistance prowvilgihg existing interventions sepa-
rately, the combined intervention is again modelled as aitiadal type of intervention. In the
same way, automated verification mechanisms are modelladditsonal interventions.

Difficulty of manual task:The average number of errors for a fully trained user dewetpp
instances manually. Indicated lyror_rate,.nual, this is measured in percentage as the
average number of errors per 100 manual instances develafede each manual instance
can be associated with an individual base data instance ibdbtstrapped system.

Manual development speetihe average amount of time per instance development foilya ful
trained user performing this task manually, measureg.as.,; this value can also be analysed
separately per types of instance developmenas;,,(s), if so required.

Initial set-up cost:The time it takes for a user to prepare the initial system fanoal devel-
opment or bootstrapping; measured in timeé @8, ,manual ANAtserup bootstrap FESPECtiveEly.

3.3.2 MACHINE LEARNING FACTORS

The faster a system learns between verification cycles, éwerf corrections are required from a

human verifier, and the more efficient the bootstrapping gsedecomes. From a machine learning

perspective, learning speed and accuracy are directheimtled by:

Predictive accuracy of current basenodelled as the expected number of instances of each
status at a specific cycle of the bootstrapping process paichited byF (inc_n(s, x)). Implicit
to this measurement are four factors:

— Accuracy of representationghe ability of the chosen representations to model the spe-
cific task.

— Set sampling abilityThe ability to identify the the next ‘best’ instance or instas to add
to the knowledge base, possibly utilising active learnamhhiques.

— System continuity:The speed at which the system updates its knowledge base. Thi
has a significant effect on system responsiveness, edgetiging the initial stages of
bootstrapping.

— Robustness to human errofhe stability of the conversion mechanisms and chosen rep-
resentations in the presence of noise introduced by hunman er

e On-line conversion speedAny additional time costs introduced when computation is pe

formed while a human verifier is required to be present (blat while waiting for the com-
putation to complete); measured as an average per humbetidfinstances developed and
indicated byt; g (n).
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e Quality and cost of verification mechanismBhe average amount of time required to utilise
additional assistance mechanigm from a computational perspective —when an instance is in
statuss, measured a5, (7, s).

¢ Validity of base dataUsing invalid data slows the bootstrapping process, esjgdi human
intervention is required to verify the validity of base datzeasured in % of base data, this is
indicated byvalid_ratio.

Two additional factors that are not included explicitly iretgeneral model, but can be included
based on the requirements of the specific bootstrapping desk

e Conversion accuracyThe ability of the conversion to model convert between regngations
without loss of accuracy.

e Effect of incorporating additional data source§he ability of the system to boost accuracy by
incorporating external data sources at appropriate times.

3.3.3 SYSTEM ANALYSIS

The combined effect of the machine learning factors and uiaetors provide an indication of the
expected cost of using the bootstrapping system. The tindevelop a bootstrapping model vié
cycles of bootstrapping, utilising a set of interventidnss given by:

tbootstrap(Na I) = 755etup_bootstrap + tirain t titerate (Na I)

= tsetup bootstrap + ttrain

+ Z (Z Z tverify(S, 1) + tauto(s,1)) * incn(s, x)

r=1 “iel scstatus

Ftidie * iNCNyqria(T + 1)) (3.4)

wheret;.rqte (N, I) combines the cost of the various iterations, excluding te¢ associated with
system setup and user training. The expected valuecof.(s, =) depends on the specific conversion
mechanism, and is influenced bylid_ratio anderror_ratepootstrap (%, 5)-

This cost of bootstrapping can be compared to the expecwtdtdevelopingi,,anua iNStances
via a manual process:

tmanual = tsetup_manual + tdevelop * Nmanual (35)

If Nbootstrap @NANmanua are chosen such that

Elincn(correct, Npootstrap)] = Elincn(correct, nmanuat ) (3.6)
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where the number of valid instances generated during lvaptshg is given by:

N-1
Nbootstrap = Z inc_n(valid, ) (3.7)
r=1
the accuracy of each of the two systems is approximatelyelguit, and the values of eq. 3.4 and 3.5
can be combined according to eq. 3.1 in order to obtain a meaduhe expected efficiency of the
bootstrapping process. We use this measure to analyseificspeotstrapping system in Chapter 6.

3.4 BOOTSTRAPPING PRONUNCIATION MODELS

The scenario depicted in Fig. 3.3 can be applied to the brapising of pronunciation models. In
this case, the base data consists of a word Hstepresents an explicit pronunciation dictionary,
each instance consisting of a word and pronunciation paitf;/arepresents a set of grapheme-to-
phoneme rules. Thd — B mechanism represents grapheme-to-phoneme rule extraatid the
B — A mechanism grapheme-to-phoneme conversion. Additiondloation assistance that can be
provided include automated error detection, and audio@tjpiniring verification.

3.4.1 ALGORITHMIC REQUIREMENTS

An appropriate grapheme-to-phoneme rule extraction andersion mechanism lies at the heart of
the bootstrapping process. From the discussion in 3.3@laws that the following are the most
important requirements for a grapheme-to-phoneme fosmalo be used in bootstrapping:

1. It should have high predictive ability, even for very shticining set sizes.

2. It should be able to represent the word/pronunciatioa daactly (in order to prevent conver-
sion loss when switching between representations).

3. It should allow continuous model updating at a low compoital cost.
4. Pronunciation prediction should be fast.

5. It should be robust to noise in the training data.

3.5 CONCLUSION

In this chapter we defined a framework and terminology forahaelysis of a bootstrapping system.
We showed how this model applies to the bootstrapping of umoiation models and defined the
requirements for a grapheme-to-phoneme conversion mschauitable for bootstrapping. These
requirements are taken into account in the next chapterptéhd) in the search for such a mecha-
nism. The bootstrapping topic itself is revisited in Chajte
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