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ADDENDUM A

SOFTWARE IMPLEMENTATION

A.1 INTRODUCTION

The robust nonlinear model predictive controller and nonlinear model predictive controller
were implemented in C++ using open-source packages.

The first open-source package named IPOPT (Interior Point Optimiser, pronounced “I-P-
Opt”) (Kawajir et al., 2006) does large-scale nonlinear parameter optimisation. It solves
general nonlinear programming problems of the form

min
x∈Rn

f (x) (A.1)

s.t. gL ≤ g(x)≤ gU (A.2)

xL ≤ x≤ xU (A.3)

where x ∈ Rn are the optimisation variables (possibly with lower and upper bounds, xL ∈
(R∪{−∞})n and xU ∈ (R∪{+∞})n), f : Rn→R is the objective function, and g : Rn→Rm

are the general nonlinear constraints. The functions f (x) and g(x) can be linear or nonlinear
and convex or non-convex, but should be twice continuously differentiable. The constraints
have lower and upper bounds, gL ∈ (R∪{−∞})m and gU ∈ (R∪{+∞})m. Equality con-
straints of the form gi(x) = ḡi can be specified by setting gL

i = gU
i = ḡi.

The optimisation problem (A.1)–(A.3) is rewritten in terms of the functions specified in
Section (3.7.3). The nonlinear programming problem then becomes

min
X∈RnX

ϕ(X) (A.4)

s.t. gL ≤ ϑ(x)≤ gU (A.5)

xL ≤ X ≤ xU (A.6)

where nX , (nx +nu +nD +nslack) · (N)+nx +nD.
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The second open-source package, named CPPAD (Lougee-Heimer, 2003), does automatic
differentiation. Two classical ways of evaluating derivatives of functions on computers are
to do symbolic differentiation or finite differences. Symbolic differentiation suffers from
slow execution and the difficulty of converting a computer program to a single expression to
be evaluated. Finite differences suffer from rounding errors in the discretisation process and
cancellation. Automatic differentiation overcomes the mentioned problems by exploiting the
fact that a computer program implementing the vector function y = F(x) can generally be
decomposed into a sequence of elementary assignments. Any one of the elementary assign-
ments can be trivially differentiated by using a simple lookup table. The derivative can be
constructed by applying the chain rule of differentiation to the elemental partial derivatives.
This process yields exact (to numerical accuracy) derivatives.

A.2 IMPLEMENTATION

IPOPT requires some information about the nonlinear programming problem that it needs
to solve. IPOPT provides a class TNLP that needs to be overridden to provide the nonlinear
programming problem. The following information is required by IPOPT (Kawajir et al.,
2006) and member functions that need to be overridden and the return variables are provided
in brackets:

1. Problem dimensions

• Number of variables (get_nlp_info: Index &n)

• Number of constraints (get_nlp_info: Index &m)

2. Problem bounds

• Variable bounds (get_bounds_info: Number *x_l, Number *x_u)

• Constraint bounds (get_bounds_info: Number *g_l, Number *g_u)

3. Initial starting point

• Initial values for the primal X variables (get_starting_point: Number *x)

4. Problem structure

• Number of non-zeros in the Jacobian of the constraints (get_nlp_info : Index
&nnz_jac_g)

• Sparsity structure of the Jacobian of the constraints (eval_jac_g : Index *iRow,
Index *jCol)
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5. Evaluation of problem functions

• Objective function, ϕ(X) (eval_f: Number &obj_value)

• Gradient of the objective function, ∇ϕ(X) (eval_grad_f: Number *grad_f)

• Constraint function values, ϑ(X) (eval_g: Number *g)

• Jacobian of the constraints, ∇ϑ(X)T (eval_jac_g: Number *values)

The RNMPC is defined in Section 3.7. The basic definitions are:

• nx — the number of states

• nu — the number of manipulated variables

• nc — the number of constraints

• np — the number of uncertain parameters

• T — the prediction horizon

• τs — the sampling time in seconds

• N — the number of steps over the prediction horizon, defined as N = T/τs

• nD — the number of entries in the Di matrix, defined as nD , nx×np

• nslack — the number of slack variables, defined as nslack , (nc +1)×np

A.2.1 IPOPT TNLP class methods

A.2.1.1 Class constructor method MyNLP::MyNLP

This constructor method is called when a new instance of the class is created. This method
does the following initialisations:

• Calculates the dimensions of X of equation (3.100), ∇ϕ(X) of equation (3.102), ϑ(X)
of equation (3.103) and ∇ϑ(X) of equation (3.107).

• Threading memory is allocated for the number of threads corresponding to the number
of nodes. This memory is allocated whether threading is used or not. This allows all
the nodes to be processed simultaneously on multi-processor and multi-core systems
when threading is enabled.

• If threading is used, sets up the thread mutexes and signals.
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• Allocates memory for the global arrays m_cost, m_costGrad, m_g and m_gJac
and some arrays for storing the states, control moves, states setpoint, control moves
setpoint, average control moves and optimisation variables needed for warm startup.

• Assigns the initial values for the states and control moves of X to m_xu and sets the
entries corresponding to the D-matrix and slack variables (δ ) to 0.0.

• Assigns some general values (such as the states setpoint, control moves setpoint, states
and control moves weightings) to the thread memory of each node.

• If threading is not used, calls CppADInit for each node in order to initialise the CP-
PAD function objects and allocates memory for some miscellaneous variables required
by that node in its associated thread memory.

• If threading is used, this method then creates the actual threads, with the same number
of threads as the number of nodes.

A.2.1.2 Method get_nlp_info

The method get_nlp_info returns the following information on the nonlinear program-
ming problem:

• n: (out), the number of variables in the problem (dimension of X) — For the RNMPC
it is the dimension of X defined as (nx +nu +nD +nslack) ·N +nx +nD.

• m: (out), the number of constraints in the problem (dimension of ϑ(X)) — For the
RNMPC it is defined as (nx +nD +nc +2 ·nslack) ·N +nx +nD.

• nnz_jac_g: (out), the number of nonzero entries in the Jacobian of the constraints
(nonzero entries of ∇ϑ(X)T ) — For the RNMPC it is defined as N (nx +nx (nx +nu))+
N (nD (2nx +nu +1))+N (nc (nx +2nu +N))+2N (nslack (2nx +2nu +1))+nx +nD−
nc ·nu−2 ·nslack ·nu.

• nnz_h_lag: (out), the number of nonzero entries in the Hessian of the Lagrangian
— This is not used by the RNMPC, because the quasi-Newton approximation of the
Hessian is used.

• index_style: (out), the numbering style used in the row/column entries in the
sparse matrix format (C_STYLE: indexes start at 0 is used in RNMPC,
FORTRAN_STYLE: indexes start at 1).

All the values returned by this function are calculated in the class constructor. Only the
calculated values are returned.
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A.2.1.3 Method get_bounds_info

• n: (in), The number of variables in the problem (dimension of X).

• x_l: (out), The lower bounds xL for X . For the RNMPC there is no lower bound
on any of the variables and the lower bounds are therefore set to −1.0e19, which is
similar to −∞ in the program.

• x_u: (out), The upper bounds xU for X . For the RNMPC there is no upper bound on
any of the variables and the upper bounds are therefore set to 1.0e19, which is similar
to +∞ in the program.

• m: (in), The number of constraints in the problem (dimension of ϑ(X)).

• g_l: (out), The lower bounds gL for ϑ(X). See details below for the RNMPC imple-
mentation.

• g_u: (out), The upper bounds gU for ϑ(X). See details below for the RNMPC imple-
mentation.

The bounds on the constraints depend on whether it is an equality or an inequality constraint.
Inequality constraints are all transformed to have only an upper bound of 0.0, except the
second block of slack variables that only have a lower bound of 0.0. Equality constraints
are all transformed to be equal to 0 by setting the lower and upper bound equal to 0. The
constraints consist of N number of blocks with nx +nD +nc +2 ·nslack number of entries in
each block. The last block only has nx +nD number of entries. The nonlinear programming
problem is described in (3.88)-(3.94). The upper and lower bounds for each block are as
follows:

Constraint Function Number of Entries gL gU

System Dynamics nx 0.0 0.0

Calculating D-matrix nD 0.0 0.0

User-defined state and input
constraints on the system

nc −1.0e19 0.0

Slack variables for approximating
the dual norms of the robust
weighting terms

nslack −1.0e19 0.0

Slack variables for approximating
the dual norms of the robust
weighting terms

nslack 0.0 1.0e19
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A.2.1.4 Method get_starting_point

• n: (in), The number of variables in the problem (dimension of X).

• init_x: (in), if true, this method should provide an initial value for X .

• x: (out), The initial values for the primal variables. See below for details pertaining to
the RNMPC.

• init_z: (in), if true, this method must provide an initial value for the bound multi-
pliers zL and zU .

• z_L: (out), The initial values for the bound multipliers, zL.

• z_U: (out), The initial values for the bound multipliers, zU .

• m: (in), The number of constraints in the problem (dimension of ϑ(X)).

• init_lambda: (in), if true, this method must provide an initial value for the con-
straint multipliers, λ .

• lambda: (out), The initial values for the constraint multipliers, λ .

The RNMPC initialises X with the initial state of the plant and the initial control moves
and all the auxiliary variables to 0.0. The vector X consists of N blocks that each contains
nx + nu + nD + nslack variables. The last block contains only nx + nD number of variables.
The initial values for each block is given by:

Variables Number of Entries X

System state variables nx Initial state

Control moves nu Initial control moves

The D-matrix nD 0.0

Slack variables for approximating
the dual norms of robust weighting
terms

nslack 0.0

These values should be returned when init_x is true. The initial values are calculated in
the class constructor and the results returned when this method is called.

The values for z_l, z_u and lambda will only be requested if a warm startup is chosen.
A warm startup can be used in RNMPC to initialise the system to the optimal solution of
the previous time-step, which should be close to the optimal solution for the current time-
step and therefore reduce the computational time needed to find the optimal solution for
the current time-step. The values of z_l, z_u and lambda can be obtained when the
optimisation of the previous time-step finishes and returns to the optimiser at the start of the
current time-step using this method.
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A.2.1.5 Method eval_f

This method returns the objective function value at the point X . For the RNMPC, this is the
objective function of the controller.

• n: (in), The number of variables in the problem (dimension of X).

• x: (in), The values for the primal variables X , at which ϕ(X) should be evaluated.

• new_x: (in), False if any of the other evaluation functions have been called with the
same X values.

• obj_value: (out), The value of the objective function ϕ(X).

This method calls sundials_run to calculate the objective function (ϕ(X)), the gradient
of the objective function (∇ϕ(X)), the constraint function (ϑ(X)) and the Jacobian of the
constraints (∇ϑ(X)T ). The method sundials_run only calculates a new solution for the
functions if new_x is true, otherwise it only returns the previously calculated solution.

A.2.1.6 Method eval_grad_f

This method returns the gradient of the objective function at the point X , ∇ϕ(X).

• n: (in), The number of variables in the problem (dimension of X).

• x: (in), The values for the primal variables X , at which ∇ϕ(X) should be evaluated.

• new_x: (in), False if any of the other evaluation functions have been called with the
same X values.

• grad_f: (out), The array containing the gradient of the objective function, ∇ϕ(X).

This method calls sundials_run to calculate the objective function (ϕ(X)), the gradient
of the objective function (∇ϕ(X)), the constraint function (ϑ(X)) and the Jacobian of the
constraints (∇ϑ(X)T ). The method sundials_run only calculates a new solution for the
functions if new_x is true, otherwise it only returns the previously calculated solution.

A.2.1.7 Method eval_g

This method returns the value of the constraint function at the point X , ϑ(X).

• n: (in), The number of variables in the problem (dimension of X).

• x: (in), The values for the primal variables X , at which ϑ(X) should be evaluated.
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• new_x: (in), False if any of the other evaluation functions have been called with the
same X values.

• m: (in), The number of constraints in the problem, which is the dimension of ϑ(X).

• g: (out), The array containing the values of the constraint functions, ϑ(X).

This method calls sundials_run to calculate the objective function (ϕ(X)), the gradient
of the objective function (∇ϕ(X)), the constraint function (ϑ(X)) and the Jacobian of the
constraints (∇ϑ(X)T ). The method sundials_run only calculates a new solution for the
functions if new_x is true, otherwise it only returns the previously calculated solution.

A.2.1.8 Method eval_jac_g

This method returns either the structure of the Jacobian of the constraints, or the values for
the Jacobian of the constraints evaluated at point X .

• n: (in), The number of variables in the problem (dimension of X).

• x: (in), The values for the primal variables X , at which point ∇ϑ(X)T should be
evaluated.

• new_x: (in), False if any of the other evaluation functions have been called with the
same X values.

• m: (in), The number of constraints in the problem, which is the dimension of ϑ(X).

• n_ele_jac: (in), The number of nonzero elements in the Jacobian, which is the
dimension of iRow, jCol and values.

• iRow: (out), The array containing the row indexes of the entries in the Jacobian of the
constraints.

• jCol: (out), The array containing the column indexes of the entries in the Jacobian of
the constraints.

• values: (out), The array containing the values of the entries in the Jacobian of the
constraints.

If values is a NULL pointer, the structure of the Jacobian of the constraints is required.
There are N blocks in the Jacobian of the constraints that look like Figure (3.1). The block
in Figure (3.1) can be further subdivided into smaller blocks. The sub-blocks are populated
using row major representation in the array, meaning that the column entries in the same row
follow continuously in the array. The sparse structures of the sub-blocks are defined in the
block structure in the order specified in Table A.1.
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If values is not a NULL pointer then the values of the Jacobian of the constraints are re-
quired and this method calls sundials_run to calculate the objective function (ϕ(X)), the
gradient of the objective function (∇ϕ(X)), the constraint function (ϑ(X)) and the Jacobian
of the constraints (∇ϑ(X)T ). The method sundials_run only calculates new a solution
for the functions if new_x is true, otherwise only returns the previously calculated solution.

A.2.1.9 Method finalize_solution

This method returns the solution of the nonlinear programming problem.

• status: (in), Gives the final status of the solution such as SUCCESS or some failure.

• n: (in), The number of variables in the problem (dimension of X).

• x: (in), The final values for the primal variables X .

• z_L: (in), The final values for the bound multipliers, zL.

• z_U: (in), The final values for the bound multipliers, zU .

• m: (in), The number of constraints in the problem (dimension of ϑ(X)).

• lambda: (in), The final values for the constraint multipliers, λ .

• obj_value: (in), The final value of the objective function ϕ(X).

The values of x are saved for the next time-step. The values for z_L, z_U and lambda can
be saved to be used in a warm startup of the next time-step.

A.2.2 RNMPC specific methods

These methods are not part of the base TNLP class, but are added to do the required calcula-
tions specifically geared towards RNMPC implementation.

A.2.2.1 Method next_run

This method sets up the optimisation problem for the next time-steps. Most of the initialisa-
tion is done in the class constructor and remains valid for all time-step. Only a few values
need to change between iterations and this method makes it possible.

• xSetpoint: (in), Gives the setpoint that the controller should follow in this iteration.
The setpoint can only be changed between iterations, not during an iteration.

• xMeasured: (in), The actual state of the process being controlled as measured or
estimated online.
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• uPrevious: (in), Provides the control moves of the previous time-step if ∆u(t) con-
trol is used rather than absolute control u(t).

• uAverage: (out), The average control moves over a period of time.

• objective: (out), The objective value of the previous time-step.

• Contraction: (out), The amount the constraints are tightened to provide robust-
ness.

A.2.2.2 Method get_u

This method returns the first control moves uopt
0 , which are part of the solution of the nonlin-

ear programming problem.

• u: (out), The first control moves uopt
0 from the solution of the nonlinear programming

problem.

A.2.2.3 Method SundialsRun

This method is called by eval_f, eval_grad_f, eval_g and eval_jac_g, to cal-
culate the objective function (ϕ(X)), the gradient of the objective function (∇ϕ(X)), the con-
straint function (ϑ(X)) and the Jacobian of the constraint function (∇ϑ(X)). This method
starts by calculating x0− s0 and −D0 of (3.104).

This method then sets up the threads to calculate ϕ(X), ∇ϕ(X),ϑ(X) and ∇ϑ(X)T for each
node by assigning the relevant pointers for the node and instructing the threads to execute.
The threads can execute in parallel on multi-core or multi-processor systems, allowing the
controller to perform faster on systems with more processors and/or processor cores. The
method then waits for the threads to finish before continuing. An example of assigning
pointers from the global arrays for the thread solving node 1 is shown in Figure (A.1) and
Figure (A.2). The constraint function ϑ(X) can be subdivided into N + 1 blocks (3.104)-
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(3.106), with the calculations in the block (3.104) defined as:

Gs0 , xk− s0 (A.7)

GD0 , −InxD0 +0 (A.8)

Gc0 ,


θ1,0(s0,q0)+ eT δ1,0

...
θnc,0(s0,q0)+ eT δnc,0

(A.9)

Gδ10 ,



DT
1

(
∂L0
∂ s0

(s0,q0)
)T
−δ0,0

DT
1

(
∂θ1,0
∂ s0

(s0,q0)
)T
−δ1,0

...

DT
1

(
∂θnc,0

∂ s0
(s0,q0)

)T
−δnc,0

(A.10)

Gδ20 ,



DT
1

(
∂L0
∂ s0

(s0,q0)
)T

+δ0,0

DT
1

(
∂θ1,0
∂ s0

(s0,q0)
)T

+δ1,0
...

DT
1

(
∂θnc,0

∂ s0
(s0,q0)

)T

+δnc,0

(A.11)

the calculations in the blocks (3.105),i = 1, . . . ,N−1 defined as

Gsi , fi−1(si−1,qi−1, p̄)− si (A.12)

GDi ,
∂ fi−1(si−1,qi−1, p̄)

∂ si−1
·Di−1− Inx ·Di +

∂ fi−1(si−1,qi−1, p̄)
∂ p

(A.13)

Gci ,


θ1,i(si,qi)+ eT δ1,i

...
θnc,i(si,qi)+ eT δnc,i

(A.14)

Gδ1i ,



DT
i+1

(
∂Li
∂ si

(si,qi)
)T
−δ0,i

DT
i+1

(
∂θ1,i
∂ si

(si,qi)
)T
−δ1,i

...

DT
i+1

(
∂θnc,i

∂ si
(si,qi)

)T
−δnc,i

(A.15)

Gδ2i ,



DT
i+1

(
∂Li
∂ si

(si,qi)
)T

+δ0,i

DT
i+1

(
∂θ1,i
∂ si

(si,qi)
)T

+δ1,i
...

DT
i+1

(
∂θnc,i

∂ si
(si,qi)

)T
+δnc,i

(A.16)
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and the calculations in the block (3.106) defined as

GsN , fN−1(sN−1,qN−1, p̄)− sN (A.17)

GDN ,
∂ fN−1(sN−1,qN−1, p̄)

∂ sN−1
·DN−1− Inx ·DN +

∂ fN−1(sN−1,qN−1, p̄)
∂ p

(A.18)

The sub-blocks in Figure (A.2) for ∇ϑ(X) are stored sequentially in m_gJac in the follow-
ing order

• m_eqJacEye,

• m_DJacEye,

• m_eqJacXU,

• m_DJacXU,

• m_DJacD,

• m_constraintsJacXU,

• m_constraintsJacSlack,

• m_slackJacXU,

• m_slackJacD,

• m_slackJacSlack,

• m_slackJacXU2,

• m_slackJacD2,

• m_slackJacSlack2.

After the threads have finished executing, the method assigns values to the final sub-blocks

∇ fN(x) ,
∂ϕ(X)

∂ sN
(A.19)

∇GsN ,
∂GsN

∂ sN
(A.20)

∇GDN ,
∂GDN

∂DN
(A.21)

.
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A.2.2.4 Method CppADThreadRun

This method mainly encapsulates method CppADRun with the thread-handling code. When
the thread is created in the class constructor, this method calls CppADInit to construct
the CPPAD function objects that will be used by CppADRun to evaluate the objective func-
tion ϕ(X), gradient of the objective function ∇ϕ(X), the constraint function ϑ(X) and the
Jacobian of the constraint function ∇ϑ(X).

This method locks onto g_thread_mutex_wait and waits for a signal from
SundialsRun through g_thread_condition_wait to execute, after which this thread
unlocks the g_thread_mutex_wait mutex, executes CppADRun and then attempts to
lock the g_thread_mutex_wait again and then wait for a signal from SundialsRun

to execute.

A.2.2.5 Method CppADNoThreadRun

If non-threaded execution is preferred, this method will just call CppADRun, without any
thread-handling code. To use this method, CppADInit must be called from the class con-
structor before calling this method.

A.2.2.6 Method CppADInit

This method initialises the CPPAD object that will be used to evaluate ϕ(X), ∇ϕ(X), ϑ(X)
and ∇ϑ(X).

It creates an instance Plant of the ProcessPlantODE class. The ProcessPlantODE
class must have a member function called Ode that takes the following parameters:

• t: (in), The independent variable of the function to integrate.

• x: (in), The dependent variable of the function to integrate.

• f: (out), The change of the dependent variable with time (∂x
∂ t ).

The ProcessPlantODE class has some custom methods that allow additional values
needed by the nonlinear model and cost function to be passed to the class:

• SetParams: Passes the parameter values needed by the nonlinear model.

• SetControls: Passes the value of the control moves to the nonlinear model.

• SetCost: Passes all the weighting and scaling matrices as well as the setpoint vectors
for the states and the inputs needed by the cost function.
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This method then calls

CppAD::Independent(xupuset);

that flags CPPAD to start “taping” the calculations. Once the taping is done, a CPPAD func-
tion object is created that will be used to evaluate the function and derivatives of the function
such as the Jacobian and the Hessian. Only one variable can be declared the independent
variable by CPPAD, and to capture all the independent variables of interest for the nonlinear
model, the objective function and the constraint functions, a compound variable xupuset

is defined that contains x,u, p, the weighting and scaling matrices and the setpoint vectors
for the states and inputs for the objective function. The independent variable here is all the
variables that one would like to differentiate against. Other variables can also be used during
taping, but these variables will become constants in the CPPAD function object preventing
them from changing in the future. The setpoints are therefore added to the independent vari-
able, which allows the setpoints to be changed, without reconstructing the CPPAD function
object through another “taping” with modified setpoint values.

The nonlinear model is then integrated to capture the calculations for the CPPAD function
object by calling

xf = CppAD::Runge45(Plant, M, ti, tf, xi, e);

where xf is the final state of the nonlinear model and the objective function after the integra-
tion period (tf – ti), M is the number of steps over the integration period, ti is the starting
time of the integration period, tf is the final time of the integration period, xi is the initial
state of the nonlinear model and e is the absolute errors of the integration for each entry in
xf.

The constraints pertaining to the limitations of the process variables are “taped” by evaluating
the call to

Constraints(constraints, xf, u, deltaU);

where constraints is the solution of the constraint functions, xf is the final state of the
nonlinear system for the current time-step, u is the constant control moves applied during the
current time-step and deltaU is used to evaluate constraints on the change in control moves
between the previous and current time-step.

The solutions of the nonlinear model, objective function and the constraint functions are
combined into one variable xf_constraints, because CPPAD only allows one variable
to be declared the dependent variable. The “taping” is stopped and the CPPAD function
object is created by the call

thread->f.Dependent(xupuset, xf_constraints);

that assigns the CPPAD function object to the f object of the thread. Memory is preallocated
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to allow the evaluation of third order derivatives by the call to

thread->f.capacity_taylor(4);

A similar CPPAD function object is created for the outputs of the nonlinear model (such as
the PSE and SLEV), rather than the internal states by the following calls

CppAD::Independent(xup);

ProcessPlant(y, x_dot, x, u, params, paramsConst);

thread->fy.Dependent(xup, y);

thread->fy.capacity_taylor(3);

that assigns the CPPAD function object to the fy object of the thread and preallocates mem-
ory for second order derivatives of the CPPAD function object.

A.2.2.7 Method CppADRun

This method evaluates the objective function ϕ(X), gradient of the objective function ∇ϕ(X),
the constraint function ϑ(X) and the Jacobian of the constraint function ∇ϑ(X) for one
block. This method is usually called by N +1 threads simultaneously, each evaluating a dif-
ferent block, for parallel computing of the functions. Parallel execution of this function can
lead to increased speed on multi-core and multi-processor systems.

This method starts by converting the percentage uncertainty of the variable parameters to
upper and lower bounds on the parameter.

The method then evaluates si+1 = fmodel(si,qi, p), which is the integral of the nonlinear
model over one time-step, the objective function and the constraint function by calling

thread->m_f = thread->f.Forward(0, thread->m_xupu);

where m_xupu is an array containing si,qi and p. The 0 indicates that this is the nor-
mal function evaluation and not a derivative. The first nx entries in thread->m_f is
si+1 = fmodel(si,qi, p), the next entry is the objective function value and the next nc entries is
the solution of the constraint functions.

The method then evaluates ∇ fmodel(si,qi, p), the gradient of the objective function and the
Jacobian of the constraints by calling

thread->m_fJacTemp = thread->f.ForOne(thread->m_xupu, i);

for i = 1,...,nx +nu +np

The ForOne indicates that this is a first-order derivative of the integral of the nonlinear
model over one time-step, the objective function and the constraint functions with regard to
state (si), inputs (qi) and parameters (p).
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The method then evaluates ∇2 fmodel(x,u, p), the Hessian of the objective function and the
Hessian of the constraint functions by calling

thread->m_fHessian = thread->f.ForTwo(thread->m_xupu, x1, x2);

The ForTwo indicates that this is a second-order derivative of the integral of the nonlinear
model functions over one time-step, the objective function and the constraint functions with
regard to state (si), inputs (qi) and parameters (p).

The rest of the method extracts the results of the function and derivative evaluations above
and assigns it to the correct variables. To understand how the values are extracted from
the results, the packing of the results should be understood. Given a function J : Rn→ Rp

such that y = J(x), where y ∈ Rp and x ∈ Rn, and the Jacobian is ∂J(x)
∂x . Given a function

H : Rn×Rm→Rp such that y = H(x,u), where u∈Rm then the Hessian is given by ∂ 2H(x,u)
∂u∂x .

The packing of the Jacobian and the Hessian is show in Figure (A.3).

This method calls RobustWeight to form the robust weighting term from the current
slack variable values for the objective function and the inequality constraints on the states
and inputs that describe the limitations of the process variables.

This method calls the macro JAC_MATRIX to return a pointer to the starting point of the
relevant Jacobian block and calls the macro HESSIAN_MATRIX to return a pointer to the
relevant starting point of the required Hessian block. The JAC_MATRIX macro takes the
variable pointer to the array, the required row and column entry and the number of column
entries in a row. The HESSIAN_MATRIX macro takes the variable pointer to the array, the
required output entry, the entry of the first derivative vector, the entry of the second derivative
vector, the number of entries in the first derivative vector and the number of entries in the
second derivative vector.

This method assigns the solutions in the following order:

• m_eq: Calls

thread->m_eq[i] = f[i] - thread->curXU[VAR_BLOCK + i];

that returns fi−1(si−1,qi−1, p̄)− si.

• m_eqJacEye: The non-zeros entries of −Inx .

• m_eqJacXU: Copy the result of (∂ fi(si,qi,p̄)
∂ si

, ∂ fi(si,qi,p̄)
∂qi

) by calling

memcpy(&thread->m_eqJacXU[nIndex], &fJac[NXUPU*i], sizeof(double)*NXU); .

• The solutions of the inequality constraint functions describing the limitations of the
system process variables.
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– m_constraints: Copies the result from of the evaluation of the constraint
functions (θ j,i(si,qi)) and then adds the robust weighting terms (eT δ j,i) by call-
ing RobustWeight. Calling

thread->m_constraints[i] = constraints[i] +

RobustWeight(thread->curSlack + NP*(i+1));

returns θ j,i(si,qi)+ eT δ j,i, j = 1, . . . ,nc.

– m_constraintsJacXU: Stores the Jacobian of the inequality constraint func-
tions relative to the states (si) and the inputs (qi) by calling

memcpy(&thread->m_constraintsJacXU[iRow*NXU],

&constraintsJac[NXUPU*iRow], sizeof(double)*NXU);

that returns ∂θ j,i(si,qi)
∂ si

and ∂θ j,i(si,qi)
∂qi

, j = 1, . . . ,nc.

– m_constraintsJacSlack: The Jacobian of the inequality constraints rel-
ative to the slack variables (δ ji) that basically returns 1T

np
, (1, . . . ,1)T ∈ Rnp

.

• The solutions of the constraint functions pertaining to the Di-matrix.

– m_D: It first calculates (∂ fi−1(si−1,qi−1,p̄)
∂ p − Inx ·Di) by calling

JAC_MATRIX(thread->m_D, iRow, jRow, NP) =

JAC_MATRIX(fJac, iRow, NXU+jRow, NXUPU) -

JAC_MATRIX(thread->nextD, iRow, jRow, NP);

and then adds ∂ fi−1(si−1,qi−1,p̄)
∂ si−1

·Di−1 to the answer by calling

JAC_MATRIX(thread->m_D, iRow, jRow, NP) +=

JAC_MATRIX(fJac, iRow, nX, NXUPU) *

JAC_MATRIX(thread->curD, nX, jRow, NP);

that returns ∂ fi−1(si−1,qi−1,p̄)
∂ si−1

·Di−1− Inx ·Di +
∂ fi−1(si−1,qi−1,p̄)

∂ p .

– m_DJacXU: This is the Jacobian of the constraints relating to the Di-matrix rel-

ative to the states (si) and the inputs (qi). It first assigns
∂

∂ fi(si,qi,p̄)
∂ p

∂ si
by calling

JAC_MATRIX(thread->m_DJacXU, NP*iRow+jRow, iCol, NXU) =

HESSIAN_MATRIX(fHessian, iRow, NXU+jRow, iCol, NXUP, (NXU+NU));
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and then adds
∂

∂ fi(si,qi,p̄)
∂ si

·Di

∂ si
by calling

JAC_MATRIX(thread->m_DJacXU, NP*iRow+jRow, iCol, NXU) +=

HESSIAN_MATRIX(fHessian, iRow, nX, iCol, NXUP, (NXU+NU)) *

JAC_MATRIX(thread->curD, nX, jRow, NP);

that returns
∂

∂ fi(si,qi,p̄)
∂ si

·Di

∂ si
+

∂
∂ fi(si,qi,p̄)

∂ p
∂ si

, which also includes
∂

∂ fi(si,qi,p̄)
∂ si

·Di

∂qi
+

∂
∂ fi(si,qi,p̄)

∂ p
∂qi

.

– m_DJacD: This is the Jacobian of the constraints relating to the Di+1-matrix rel-
ative to the the Di-matrix. It retrieves the result by calling

JAC_MATRIX(thread->m_DJacD, NP*iRow+jRow, nX, NX) =

JAC_MATRIX(fJac, iRow, nX, NXUPU);

that returns
∂

∂ fi(si,qi,p̄)
∂ si

·Di

∂Di
.

– m_DJacEye: This is the non-zero entries in −InD .

• The solutions of the constraint functions pertaining to the slack variables.

– m_slack, m_slack2: The solutions of the constraints functions pertaining to
the slack variables. Calls

for (nX = 0; nX < NX; nX++)

JAC_MATRIX(thread->m_slack, iRow, jRow, NP) +=

JAC_MATRIX(thread->nextD, nX, jRow, NP) *

JAC_MATRIX(costGrad, iRow, nX, NXUP) * box_weighting[jRow];

JAC_MATRIX(thread->m_slack2, iRow, jRow, NP) =

JAC_MATRIX(thread->m_slack, iRow, jRow, NP);

and subtracts the current slack variable values from m_slack and adds the cur-
rent slack variable values to m_slack2 by calling

JAC_MATRIX(thread->m_slack, iRow, jRow, NP) -=

JAC_MATRIX(thread->curSlack, iRow, jRow, NP);

JAC_MATRIX(thread->m_slack2, iRow, jRow, NP) +=

JAC_MATRIX(thread->curSlack, iRow, jRow, NP);

that returns Gδ1i (A.15) and Gδ2i (A.16).

– m_slackJacXU, m_slackJacXU2: This is the Jacobian of the constraint
functions pertaining to the slack variables relative to the states (si) and the in-
puts (qi). It calls
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JAC_MATRIX(thread->m_slackJacXU, NP*iRow+jRow, iCol, NXU) = 0.0;

for (nX = 0; nX < NX; nX++)

JAC_MATRIX(thread->m_slackJacXU, NP*iRow+jRow, iCol, NXU) +=

JAC_MATRIX(thread->nextD, nX, jRow, NP) *

HESSIAN_MATRIX(fHessian, NX+iRow, nX, iCol, NXUP, (NXU+NU)) *

box_weighting[jRow];

that return
∂DT

i+1

(
∂Li
∂ si

(si,qi)
)T

∂ s0

∂DT
i+1

(
∂Li
∂ si

(si,qi)
)T

∂qi

∂DT
i+1

(
∂θ1,i
∂ si

(si,qi)
)T

∂ si

∂DT
i+1

(
∂θ1,i
∂ si

(si,qi)
)T

∂qi
...

...

∂DT
i+1

(
∂θnc,i

∂ si
(si,qi)

)T

∂ si

∂DT
i+1

(
∂θnc,i

∂ si
(si,qi)

)T

∂qi

to m_slackJacXU and because m_slackJacXU2 = m_slackJacXU calls

JAC_MATRIX(thread->m_slackJacXU2, NP*iRow+jRow, iCol, NXU) =

JAC_MATRIX(thread->m_slackJacXU, NP*iRow+jRow, iCol, NXU);

– m_slackJacD, m_slackJacD2: This is the Jacobian of the constraint func-
tions pertaining to the slack variables relative to the Di+1-matrix. It calls

JAC_MATRIX(thread->m_slackJacD, NP*iRow+jRow, nX, NX) =

JAC_MATRIX(costGrad, iRow, nX, NXUP)*box_weighting[jRow];

that returns
∂DT

i+1

(
∂Li
∂ si

(si,qi)
)T

∂Di+1

∂DT
i+1

(
∂θ1,i
∂ si

(si,qi)
)T

∂Di+1
...

∂DT
i+1

(
∂θnc,i

∂ si
(si,qi)

)T

∂Di+1

to m_slackJacD and because m_slackJacD2 = m_slackJacD calls

JAC_MATRIX(thread->m_slackJacD2, NP*iRow+jRow, nX, NX) =

JAC_MATRIX(thread->m_slackJacD, NP*iRow+jRow, nX, NX);
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– m_slackJacSlack, m_slackJacSlack2: This is the Jacobian of the con-
straint functions pertaining to the slack variables (δ ji) relative to the slack vari-
ables (δ ji). The non-zero entries of−Inslack are returned to m_slackJacSlack
and the non-zero entries of Inslack are returned to m_slackJacSlack2.

A.2.3 Main execution loop

The main execution loop is implemented in Robust_NMPC.cpp. Figure A.4 shows the
important calls in the main execution loop and Figure A.5 shows the program flow during
optimisation.

• The program starts by reading in the simulation scenario file (FileInName) and
opening the simulation solution file (FileOutName) from the file names passed in
as arguments to the program.

• Memory is allocated for the

– initial state (x0(NX)),

– state setpoint (x_setpoint(NX)),

– steady state values of the control moves (u_setpoint(NU)),

– scaling of the states for the objective function (x_scale(NX)),

– scaling of the control moves for the objective function (u_scale(NU)),

– control move returned by the nonlinear optimisation problem for the current time-
step (u(NU)),

– output of the system such as the PSE and SLEV for the milling circuit (y(NY)),

– final state of the current time-step after simulation (xf(NX)),

– disturbances on the control moves (u_dist),

– time-varying parameter vector (p_dist), and

– objective function solution (obj).

• The program reads in the values of the above-mentioned variables from the simulation
scenario file.

• An instance of the MyNLP class is created that contains the definition of the nonlinear
programming problem to solve with a call to

SmartPtr<TNLP> mynlp = new MyNLP(x_setpoint, u_setpoint, x_scale,

u_scale, x0);

that also initialises the class with the state setpoint, steady state values of the control
moves, the scaling factors for the states, control moves used in the objective function
and the initial values for the states.
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Start

Simulation

Scenario

File

Initialise: 

IPOPT

RNMPC NLP

Calculate U for current time-step

app->OptimizeTNLP(mynlp);

Get U for current time-step

pmynlp->get_u(u);

Simulate current time-step from 

x0 with U

MySim->Simulate

Setup MyNLP for next time-step

pmynlp->next_run

Is Iter = Iterations

End

NO

YES

Simulation

Results

File

Figure A.4: Main execution loop.
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app->OptimizeTNLP(mynlp);

get_nlp_info

get_bounds_info

get_starting_point

eval_f

eval_grad_f

eval_g

eval_jac_g

SundialsRun

CppADThreadRun

CppADRun

thread->f.Forward

thread->f.ForOne

thread->f.ForTwo

More Iterations?

MyNLP Initialisation

MyNLP::MyNLP

CppADInit

Finish

YES

NO

Finish

Figure A.5: Optimisation program flow.
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• An instance of the IPOPT solver is created with a call to

SmartPtr<IpoptApplication> app = new IpoptApplication();

• IPOPT is instructed to use the quasi-Newton approximation of the Hessian and the
IPOPT solver initiated with calls to

app->Options()->SetStringValue("hessian_approximation",

"limited-memory");

app->Initialize();

• The main simulation loop performs the following actions for the number of iterations
specified in the simulation scenario file.

– Reads the parameter vector, disturbances on the control moves and state setpoint
for the current iteration from the simulation scenario file.

– Calls

status = app->OptimizeTNLP(mynlp);

to perform a cold-startup optimisation or

status = app->ReOptimizeTNLP(mynlp);

to perform a warm-startup optimisation for the current time-step.

– The control moves for the current time-step is extracted with a call to

pmynlp->get_u(u);

The current time-step is simulated with a call to

mysim->simulate(x0, u, u_dist, p_dist, samples, xf, y);

with the initial state (x0), the calculated control moves (u), the disturbances on the
control moves (u_dist), the disturbed parameter vector (p_dist), the number of sub-
samples to calculate (samples) for more accurate simulation. The method returns the
“real” final state (xf) of the system as well as the output of the system (y). The simu-
lation basically just integrates the system dynamics with the provided parameters for
one sampling interval.

– The nonlinear programming problem is initialised for the next iteration with a
call to

pmynlp->next_run(x_setpoint, xf, u, u_setpoint, &obj, contraction);
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with the state setpoint for the next time-step (x_setpoint), the initial state of the
next time-step (xf) being the same as the final state of the current time-step, the
previous control moves (u) for the next time-step and the steady-state values for
the control moves (u_setpoint) for the next time-step. The method returns the
objective function value (obj) of the current time-step as well as the margins
applied to the constraints for robustness (contraction).

– The simulation results are saved at every iteration to the simulation results file.
It is done to ensure that data are available, should the simulation not complete
successfully. This will allow the simulation to be debugged, should it fail prema-
turely. The simulation data that is returned for each iteration is

∗ the system state,

∗ the control moves,

∗ the system output,

∗ the steady-state values of the control moves,

∗ the setpoint of the system,

∗ the objective function value,

∗ the margins applied to the constraints for robustness,

∗ the execution time of the iteration, and

∗ the total execution time until the current iteration.

– The “real” final state of the system (xf) is assigned to the initial state (x0) of the
system and the loop repeats until all the iterations are done.

The application returns statistics on each iteration to the terminal to help track the progress
of the simulation as it executes. The current iteration, the total number of iterations, the
execution time of the last iteration and the total execution time until the last iteration are
displayed.
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ADDENDUM B

AUXILIARY RESULTS

B.1 AUXILIARY SIMULATION RESULT

This section contains the graphs of mostly the NMPC controller that corresponds to the
simulation scenarios of Section 5.3.

B.1.1 Constant setpoint following and disturbance rejection

The simulation scenario shown in Figure B.1a and Figure B.2a allows SLEV to vary freely
with only upper and lower constraints enforced. Steering SLEV to setpoint compared to
allowing SLEV to vary freely does not have a significant impact on the closed-loop perfor-
mance under NMPC in terms of PSE setpoint tracking and the average circuit throughput
(Table B.1). Allowing SLEV to vary within bounds allows the NMPC to change the density
of the slurry inside the sump (assuming fully mixed conditions) and as a result allows the
NMPC to control the feed density to the cyclone. Control of the feed density to the cyclone
can increase the control envelope of the NMPC.

B.1.2 Reduced PSE setpoint to 75% and 70% < 75µm

Figure B.3b and Figure B.4b show that the NMPC tracks the reduced PSE setpoint of 75%
< 75µm and LOAD setpoint of 45% volumetric filling well. The NMPC does not track PSE
as closely as the RNMPC shown in Figure 5.16b and Figure 5.17b. The throughput shows
large variations due primarily to the ore hardness and composition variations. Decreasing
the setpoint for PSE to 75% increased the average throughput of the milling circuit to 74.3
from 72.6 tons per hour.

Figure B.3c and Figure B.4c show that the NMPC tracks the reduced PSE setpoint of 70% <
75µm and LOAD setpoint well. Decreasing the PSE setpoint to 70% resulted in an average
throughput of 81.9 tons per hour, as seen in Table B.1.
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The RNMPC of Section 5.3.3 and the NMPC results presented here show almost identical
results, with the RNMPC tracking the PSE setpoint slightly better.

B.1.3 Regulate PSE, LOAD and Throughput

Figure B.5a and Figure B.6a show that adding the throughput to the objective function causes
the NMPC to make a trade-off between following the PSE setpoint and throughput setpoint
according to their respective weightings. Table B.1 shows that the PSE error increases sig-
nificantly (from 0.30 to 3.31) while the average throughput decreases slightly (from 72.5
tons/hour to 71.5 tons/hour), compared to the scenario where throughput is not included in the
objective function (Figure 5.14b and Figure 5.15b). It was expected that adding THROUGH-
PUT to the objective function would increase the average throughput, but it resulted in a
slight reduction in the average throughput, which was unexpected. Figure B.6 shows large
variation in the manipulated variables that can be the cause of the poor overall performance.

Figure B.5b and Figure B.6b show that increasing the weighting on THROUGHPUT from
5 to 10 increases the PSE setpoint tracking error from 3.31 to 7.89 while decreasing the
average throughput from 71.5 tons/hour to 69.3 tons/hour. Figure B.6b shows that the large
variation in the manipulated variables persists and this may explain the unexpected drop in
average throughput.

Figure B.5c and Figure B.6c show that increasing the weighting on THROUGHPUT further
from 10 to 20 increases the error in the PSE setpoint tracking from 7.89 to 13.01 (as ex-
pected) while increasing the average throughput from 69.3 tons/hour to 70.8 tons/hour, as seen
in Table B.1. Figure B.6c shows large variation in the manipulated variables, because the
gain of the controller is too high. The gain of the controller is controlled by the weighting
on the manipulated and controlled variables.

Figure B.7 and Figure B.8 show that the large variations in the MVs are reduced each time
the weightings on the MVs are increased. The PSE setpoint tracking error is reduced while
the average throughput is increased each time the weightings on the MVs are increased.
The PSE setpoint tracking error is worse but the average throughput is higher compared to
the case where THROUGHPUT is not included in the objective function (Figure 5.14b and
Figure 5.15b), as seen in Table B.1.

The results in this section show that the NMPC, like the RNMPC, cannot overcome the inher-
ent trade-off between PSE and THROUGHPUT. The objective function allows the trade-off
between PSE setpoint tracking and average throughput to be manipulated by changing the
weighting of PSE and THROUGHPUT in the objective function.
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B.2 ADDITIONAL SIMULATION SCENARIOS

B.2.1 Setpoints on PSE, LOAD, POWER and RHEOLOGY

In this scenario, setpoints for POWER and RHEOLOGY are added to the objective function
of the RNMPC and NMPC. It is believed that operating the mill at maximum power causes
most breakage to occur and therefore the highest throughput to be obtained. The breakage
is also most effective at the optimum slurry rheology. This simulation scenario is more
of academic interest, because the maximum power value is not known for varying process
conditions and the optimal rheology is also not known online. For the simulation model,
however, the optimum values are known and used in these simulations to determine if it
yields better performance compared to the previous simulation scenarios.

The closed-loop response with setpoints for POWER and RHEOLOGY is shown for the
RNMPC in Figure B.9 and Figure B.10 and for the NMPC in Figure B.11 and Figure B.12.
The weightings on the MVs are increased to gauge the effect of a slower response on the
closed-loop performance.

The RNMPC (Figure B.9a and Figure B.10a) and the NMPC (Figure B.11a and Figure B.12a)
show very good closed-loop performance with PSE tracking being tighter and the average
throughput being higher compared to the scenario where POWER and RHEOLOGY are
not included in the objective function (RNMPC: Figure 5.14a & Figure 5.15a; NMPC: Fig-
ure 5.14b & Figure 5.15b).

Table B.1 shows that increasing the weighting on the MVs results in larger PSE and LOAD
setpoint tracking errors for the RNMPC (Figure B.9b and Figure B.10c) and the NMPC
(Figure B.11b and Figure B.12c), as would be expected, because the system responds more
slowly to disturbances.

This scenario does improve on the scenarios where POWER and RHEOLOGY are not in-
cluded in the objective function, because it reduces the variability of these two variables from
their optimum values. Practically, the optimum values of POWER and RHEOLOGY would
somehow need to be estimated, as well as the actual value for RHEOLOGY. Fixing these
values also reduces the freedom of the controller to follow the more important variables,
such as PSE.

B.2.2 Increase the weighting on the MVs for objective function with
only PSE and LOAD setpoints

In this scenario, the effect of increasing the weighting on the MVs is investigated where only
PSE and LOAD are included in the objective function. In Section 5.3.5 and Section B.1.3,
increasing the weighting on the MVs improved the closed-loop performance. At first this
seems counter-intuitive, but there were large variations and even oscillations occurring on
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the MVs. Increasing the weighting reduced the variations and consequently improved the
closed-loop performance of the process.

The closed-loop performance of the process under RNMPC (Figure B.13 and Figure B.14)
and NMPC (Figure B.15 and Figure B.16) shows increased PSE and LOAD setpoint tracking
errors as the weightings on the MVs are increased and the MVs show smaller variations.
This is expected, because the controllers are slower to respond to disturbances and therefore
increase the variation of the process variables around their setpoints.

In this scenario where THROUGHPUT was not included in the objective function, increasing
the weightings on the MVs reduced the closed-loop performance of the process with regard
to PSE and LOAD setpoint tracking.

B.2.3 Increase weightings on the MVs for objective functions with PSE,
LOAD and THROUGHPUT setpoints

This is similar to Section 5.3.5 and Section B.1.3 to see if the closed-loop performance for
the RNMPC (Figure 5.24c and Figure 5.25c) and NMPC (Figure B.5c and Figure B.6c) with
a weighting of 20 for THROUGHPUT in the objective function improves if the weightings
on the MVs are increased.

The RNMPC (Figure B.17 and Figure B.18) and the NMPC (Figure B.19 and Figure B.20)
show improved PSE setpoint tracking and an increase in the average throughput when the
weightings on the MVs are increased from 0.01 to 1.0.

Including THROUGHPUT in the objective function changes the relative weighting between
the CVs and the MVs, causing the overall gain of the controller to increase. The increased
gain causes the controllers to make large control moves, which ultimately leads to sub-
optimal closed-loop performance. Therefore, increasing the weightings on the MVs when
THROUGHPUT is included in the objective function improved the overall closed-loop per-
formance of the process.
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ADDENDUM B SIMULATION SUMMARY

B.3 SIMULATION SUMMARY

A summary of the simulation results are given in Table B.1 that details the tracking perfor-
mance of the controller with regard to the particle size (PSE), mill load level (LOAD) and
throughput. The simulation scenario is outlined in terms of the controlled variable weighting
and setpoint values, as well as the step disturbances. The relevant changes in each simulation
scenario are highlighted in bold. The dashes in the table represent values that are either zero
or not applicable. The performance metrics are described in Section 5.2.

The headings of Table B.1 are defined as

PSE Particle Size Estimate. [% < 75µm]
LOAD The volumetric filling of the mill. [%]
Throughput The amount of solids discharged at the cyclone overflow.

[tons/hour]
SLEV Sump level. [m3]
Power The electrical power draw of the mill motor. [kW]
Rheology An indication of the fluidity of the slurry inside the mill.

[fraction]
U The manipulated variables.
Disturbances Describes the step disturbances in ore hardness, fraction of rock

in the feed ore and SFW.
Time Describes the average and maximum iteration time of the

simulations [seconds].

The subheadings of Table B.1 are defined as

∆ The sum of the squares of the error from the setpoint.
S The setpoint of the variable.
W The weight of the variable in the objective function.
A The average value of the variable over the simulation duration.
RH The increase in the hardness of the feed ore. [%]
AR The increase in the fraction of rock in the feed ore. [%]
SFW The increase in SFW. [m3/hour]
T The time when the disturbance is introduced.
M The maximum value of the variable over the simulation

duration.

The controllers are identified next to the figure numbers in Table B.1 by
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ADDENDUM B SIMULATION SUMMARY

R Robust Nonlinear Model Predictive Controller.
N Nonlinear Model Predictive Controller.
P Proportional-Integral-Differential Controller.

The simulations show that RNMPC and NMPC are capable of tighter control of PSE, es-
pecially when constraints are active, because the multivariable controllers can leverage the
multivariable nature of the milling circuit to increase the control envelope. The RNMPC
and NMPC controllers are, however, not capable of improving throughput while maintain-
ing PSE at the desired setpoint. The PI controllers performed very well, because they were
tuned very aggressively. In certain milling circuits there are large time delays that result in
less aggressive tuning of the PI controllers and degraded performance. MPC controllers were
found in practice to perform well over longer periods compared to PI controllers (Chen et

al., 2007b, Ramasamy et al., 2005).

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

195

 
 
 



ADDENDUM B SIMULATION SUMMARY

Ta
bl

e
B

.1
:A

ux
ili

ar
y

si
m

ul
at

io
n

su
m

m
ar

y.

PS
E

L
O

A
D

T
hr

ou
gh

pu
t

SL
E

V
Po

w
er

R
he

ol
og

y
U

D
is

tu
rb

an
ce

s
Ti

m
e

Si
m

ul
at

io
n

∆
S

W
∆

S
W

A
S

W
S

W
S

W
S

W
W

R
H

T
A

R
T

S
T

A
M

Fi
gu

re
B

.1
Fi

gu
re

B
.2

a
N

0.
05

80
10

0
1.

80
E

-0
5

45
10

0
10

6.
31

99
.9

0
5

0
20

00
0

0.
51

0
0.

01
—

—
—

—
—

—
0.

1
2.

25
b

N
0.

07
80

10
0

4.
80

E
-0

5
45

10
0

11
0.

27
99

.9
0

5
1

20
00

0
0.

51
0

0.
01

—
—

—
—

—
—

0.
1

1.
6

Fi
gu

re
B

.3
Fi

gu
re

B
.4

a
N

0.
30

80
10

0
5.

45
E

-0
3

45
10

0
72

.5
4

99
.9

1
5

1
20

00
0

0.
51

0
0.

01
50

10
50

10
0

50
30

-8
0

0.
2

1.
77

b
N

0.
19

75
10

0
8.

36
E

-0
3

45
10

0
74

.3
3

99
.9

1
5

1
20

00
0

0.
51

0
0.

01
50

10
50

10
0

50
30

-8
0

0.
3

2.
23

c
N

0.
17

70
10

0
6.

73
E

-0
3

45
10

0
81

.8
7

99
.9

1
5

1
20

00
0

0.
51

0
0.

01
50

10
50

10
0

50
30

-8
0

0.
3

2.
08

Fi
gu

re
B

.5
Fi

gu
re

B
.6

a
N

3.
31

80
10

0
1.

06
E

-0
1

45
10

0
71

.4
5

99
.9

5
5

1
20

00
0

0.
51

0
0.

01
50

10
50

10
0

50
30

-8
0

0.
3

2.
04

b
N

7.
89

80
10

0
3.

43
E

-0
1

45
10

0
69

.2
5

99
.9

10
5

1
20

00
0

0.
51

0
0.

01
50

10
50

10
0

50
30

-8
0

0.
3

1.
77

c
N

13
.0

1
80

10
0

5.
00

E
-0

1
45

10
0

70
.8

3
99

.9
20

5
1

20
00

0
0.

51
0

0.
01

50
10

50
10

0
50

30
-8

0
0.

3
1.

38

Fi
gu

re
B

.7
Fi

gu
re

B
.8

a
N

7.
89

80
10

0
3.

43
E

-0
1

45
10

0
69

.2
5

99
.9

10
5

1
20

00
0

0.
51

0
0.

01
50

10
50

10
0

50
30

-8
0

0.
3

1.
77

b
N

4.
71

80
10

0
5.

86
E

-0
2

45
10

0
75

.5
6

99
.9

10
5

1
20

00
0

0.
51

0
0.

1
50

10
50

10
0

50
30

-8
0

0.
2

2.
3

c
N

4.
79

80
10

0
7.

87
E

-0
1

45
10

0
75

99
.9

10
5

1
20

00
0

0.
51

0
1

50
10

50
10

0
50

30
-8

0
0.

2
6.

43

Fi
gu

re
B

.9
Fi

gu
re

B
.1

0

a
R

0.
1

80
10

0
1.

62
E

-0
4

45
10

0
73

.0
4

99
.9

0
5

1
20

00
50

0.
51

50
0.

01
50

10
50

10
0

50
30

-8
0

36
.2

66
5

b
R

0.
27

80
10

0
1.

05
E

-0
3

45
10

0
71

.4
3

99
.9

0
5

1
20

00
50

0.
51

50
0.

1
50

10
50

10
0

50
30

-8
0

61
.3

11
68

c
R

1.
63

80
10

0
9.

98
E

-0
3

45
10

0
74

.8
1

99
.9

0
5

1
20

00
50

0.
51

50
1.

0
50

10
50

10
0

50
30

-8
0

34
.4

20
4

Fi
gu

re
B

.1
1

Fi
gu

re
B

.1
2

a
N

0.
1

80
10

0
2.

49
E

-0
4

45
10

0
73

.0
3

99
.9

0
5

1
20

00
50

0.
51

50
0.

01
50

10
50

10
0

50
30

-8
0

0.
2

2.
07

b
N

0.
42

80
10

0
2.

04
E

-0
3

45
10

0
71

.9
3

99
.9

0
5

1
20

00
50

0.
51

50
0.

1
50

10
50

10
0

50
30

-8
0

0.
2

2.
13

c
N

1.
81

80
10

0
9.

88
E

-0
3

45
10

0
74

.7
99

.9
0

5
1

20
00

50
0.

51
50

1.
0

50
10

50
10

0
50

30
-8

0
0.

2
2.

99

Fi
gu

re
B

.1
3

Fi
gu

re
B

.1
4

a
R

0.
23

80
10

0
2.

03
E

-0
3

45
10

0
72

.2
2

99
.9

1
5

1
20

00
0

0.
51

0
0.

01
50

10
50

10
0

50
30

-8
0

34
.9

10
14

b
R

0.
29

80
10

0
2.

75
E

-0
3

45
10

0
73

.8
2

99
.9

1
5

1
20

00
0

0.
51

0
0.

1
50

10
50

10
0

50
30

-8
0

50
.0

12
95

c
R

1.
53

80
10

0
1.

12
E

-0
2

45
10

0
76

.0
7

99
.9

1
5

1
20

00
0

0.
51

0
1.

0
50

10
50

10
0

50
30

-8
0

25
.8

34
8

Fi
gu

re
B

.1
5

Fi
gu

re
B

.1
6

a
N

0.
30

80
10

0
5.

45
E

-0
3

45
10

0
72

.5
4

99
.9

1
5

1
20

00
0

0.
51

0
0.

01
50

10
50

10
0

50
30

-8
0

0.
2

1.
77

b
N

0.
28

80
10

0
9.

11
E

-0
2

45
10

0
73

.7
9

99
.9

1
5

1
20

00
0

0.
51

0
0.

1
50

10
50

10
0

50
30

-8
0

0.
2

2.
41

c
N

1.
31

80
10

0
6.

07
E

-0
1

45
10

0
75

.1
99

.9
1

5
1

20
00

0
0.

51
0

1
50

10
50

10
0

50
30

-8
0

0.
2

3.
75

Fi
gu

re
B

.1
7

Fi
gu

re
B

.1
8

a
R

10
.0

1
80

10
0

6.
85

E
-0

2
45

10
0

68
.0

9
99

.9
20

5
1

20
00

0
0.

51
0

0.
01

50
10

50
10

0
50

30
-8

0
13

.3
68

2
b

R
9.

19
80

10
0

4.
38

E
-0

2
45

10
0

76
.8

3
99

.9
20

5
1

20
00

0
0.

51
0

1.
0

50
10

50
10

0
50

30
-8

0
44

.7
11

71
Fi

gu
re

B
.1

9
Fi

gu
re

B
.2

0
a

N
13

.0
1

80
10

0
5.

00
E

-0
1

45
10

0
70

.8
3

99
.9

20
5

1
20

00
0

0.
51

0
0.

01
50

10
50

10
0

50
30

-8
0

0.
3

1.
38

b
N

7.
52

80
10

0
1.

32
E

+0
0

45
10

0
75

.7
3

99
.9

20
5

1
20

00
0

0.
51

0
1

50
10

50
10

0
50

30
-8

0
0.

2
3.

77

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

196

 
 
 



ADDENDUM C

PID TUNING WITH INTERACTIONS

In this addendum, the problem of tuning decentralised PID controllers while taking inter-
action of the MIMO system into account, is studied. There are two main approaches to
handling interactions, the first is to design the decentralised controllers by taking interaction
into account. Three main approaches exist to handle interaction in decentralised PID design:
(1) by detuning the controllers to account for interaction, (2) using the critical gains of the
system to tune the controllers and (3) using the whole transfer function to explicitly take
interaction into account (Vázquez and Morilla, 2002). The second approach is to do a fully
centralised controller design (Morilla et al., 2008). A hybrid approach is to first design a
decoupling network to minimise interaction between the loops and then apply decentralised
methods to the decoupled plant (Vázquez and Morilla, 2002).

C.1 INTRODUCTION

Desbiens et al. (1996) presents a frequency-domain method to design decentralised PID
controllers for a two-input-two-output (TITO) system while explicitly taking interaction into
account. Pomerleau et al. (2000) applied the method by Desbiens et al. (1996) to a milling
circuit to design the decentralised PID controllers and will be the method used in this adden-
dum. The method by Desbiens et al. (1996) falls under the third approach of decentralised
PID controller design methods, as described by Vázquez and Morilla (2002).

The method by Desbiens et al. (1996) aims to design decentralised controllers GC1(s) and
GC2(s) for the 2×2 system

G(s) =

[
G11(s) G12(s)
G21(s) G22(s)

]
(C.1)
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where the decentralised controllers have the following structure

GC(s) =

[
GC1(s) 0

0 GC2(s)

]
(C.2)

and the closed-loop system that forms by combining the decentralised controllers GC(s) in a
feedback loop with the 2×2 system G(s) is given by

T (s) =
G(s)GC(s)

I2 +G(s)GC(s)
(C.3)

C.2 SUMP AND CYCLONE MODELS

The process transfer function G11(s) is given by (4.8) in Section 4.3.1 as

G11(s) =−0.00035
(1−0.63s)
(1+0.54s)

e(−0.011s) (C.4)

and the process transfer function G22(s) is given by (4.12) in Section 4.3.3 as

G22 (s) =
0.42

s
. (C.5)

The models that describe the interactions are given in the next subsections.

C.2.1 PSE – SFW model

The first interaction model describes the behaviour of PSE with a change in SFW. This model
is represented by G12(s) in equation (C.1). PSE exhibits a first-order response to SFW and a
first-order order transfer function model is fitted to the step test data of the nonlinear model
with the following form:

GPSE-SFW(s) =
KPS

(1+PPSs)
e(−θPSs) (C.6)

=
0.00055

(1+0.24s)
e(−0.011s) (C.7)

The step response data for the model fitting as well as the comparison between the linear
and nonlinear models are shown in Figure C.1. The linear model for PSE-CFF shows good
agreement with the nonlinear model response.
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Figure C.1: The change in PSE with a step change in SFW. The nonlinear (solid line) model
is compared to the linear model (dashed line).

C.2.2 SLEV – CFF model

The second interaction model describes the behaviour of SLEV with a change in CFF. This
model is represented by G21(s) in equation (C.1). SLEV exhibits an integrating response to
CFF and an integrator transfer function model is fitted to the step test data of the nonlinear
model with the following form:

GSLEV-CFF(s) =
KPS

s
(C.8)

=
−0.29

s
(C.9)

The step response data for the model fitting as well as the comparison between the linear
and nonlinear models are shown in Figure C.2. The linear model for PSE-CFF shows good
agreement with the nonlinear model response.

C.2.3 Interacting sump and cyclone model

The final model with interaction for equation (C.1) is given by

G(s) =

 −0.00035
(1−0.63s)
(1+0.54s)e(−0.011s) 0.00055

(1+0.24s)e(−0.011s)

−0.29
s

0.42
s

 (C.10)
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Figure C.2: The change in SLEV with a step change in CFF. The nonlinear (solid line)
model is compared to the linear model (dashed line).

C.3 FREQUENCY BASED SPECIFICATIONS (FBS)
TUNING METHOD

This section will give a quick overview of the FBS tuning method of Desbiens et al. (1996)
before applying it to the interacting sump and cyclone model in the next section.

The FBS tuning method starts by describing the transfer functions that are seen by the two
controllers for a 2×2 system G(s) by

G1(s) = G11(s)−
G12(s)G21(s)GC2(s)

1+GC2(s)G22(s)
(C.11)

G2(s) = G22(s)−
G12(s)G21(s)GC1(s)

1+GC1(s)G11(s)
. (C.12)

The transfer functions (equation (C.11) and (C.12)) include the interacting controller that
leads to the tuning of the one controller affecting the tuning of the other controller. There are
two requirements for the closed-loop response:

1. No steady-state tracking errors, and

2. a closed-loop second-order tracking response of the setpoints.

The specifications for the tracking closed-loop responses can be specified using the following
transfer function

Y1(s)
R1(s)

=
1− τ01s

(1+ τ11s)(1+ τ21s)
(C.13)

Y2(s)
R2(s)

=
1− τ02s

(1+ τ12s)(1+ τ22s)
(C.14)
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that makes provision for non-minimum phase zeros in order to produce realisable controller
designs for certain plants (Desbiens et al., 1996). The closed-loop tracking specifications of
equation (C.13) and (C.14) are translated into open-loop characteristics given by

GOL1(s) = GC1(s)G1(s)

=
1− τ01s

s(τ11 + τ21 + τ01 + τ11τ21s)
(C.15)

GOL2(s) = GC2(s)G2(s)

=
1− τ02s

s(τ12 + τ22 + τ02 + τ12τ22s)
(C.16)

The open-loop characteristics (equation (C.15) and (C.16)) together with the tracking closed-
loop specifications (equation (C.13) and (C.14)) are needed to provide enough information
to solve the unknowns for GC1(s) and GC2(s), because the tuning of the one controller is
dependent on the tuning of the other controller. The two controllers GC1(s) and GC2(s) can
be obtained from equation (C.15) and (C.16) by rewriting the equations as

A1(s)G2
C1(s)+A2(s)GC1(s)+A3(s) = 0 (C.17)

B1(s)G2
C2(s)+B2(s)GC2(s)+B3(s) = 0 (C.18)

where

A1(s) = G11(s)(G11(s)G22(s)−G12(s)G21(s))(1+GOL2(s)) (C.19)

A2(s) = G11(s)G22(s)(1−GOL1(s)GOL2(s))

+(GOL2(s)−GOL1(s))(G11(s)G22(s)−G12(s)G21(s)) (C.20)

A3(s) = −GOL1(s)G22(s)(1+GOL2(s)) (C.21)

B1(s) = G22(s)(G11(s)G22(s)−G12(s)G21(s))(1+GOL1(s)) (C.22)

B2(s) = G11(s)G22(s)(1−GOL1(s)GOL2(s))

+(GOL1(s)−GOL2(s))(G11(s)G22(s)−G12(s)G21(s)) (C.23)

B3(s) = −GOL2(s)G11(s)(1+GOL1(s)) (C.24)

The frequency response of GC1(s) and GC2(s) can be obtained from equation (C.17) and
(C.18) by calculating the frequency responses of A1(s),A2(s),A3(s),B1(s),B2(s) and B3(s)
on a frequency-by-frequency basis over a spread of frequencies: GC1( jω) and GC2( jω). The
spread of frequencies should be large enough to

• capture the integrating response at low frequencies,

• capture important behaviour at high frequencies, and

• include the closed-loop cross-over frequency.

Both controllers will have two possible frequency responses, because of the quadratic nature
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of equation (C.17) and (C.18). The appropriate frequency response for each controller is
chosen based on the facts that

• the controller should have an integrating response, and

• the required sign of the controller is known, based on G11(s) and G22(s).

The final step is to approximate the chosen frequency response for each controller (GC1( jω)
and GC2( jω)) by GCp1(s) and GCp2(s). The form of GCp1(s) and GCp2(s) proposed by
Desbiens et al. (1996) is given by

GCp1(s) =
KC1 (1+T1s)

(
1+Td11s+Td21s2)

T1s
(
1+Tf 11s+Tf 21s2

) (C.25)

GCp2(s) =
KC2 (1+T2s)

(
1+Td12s+Td22s2)

T2s
(
1+Tf 12s+Tf 22s2

) (C.26)

with a second-order differential term and a second-order filtering term that is needed to ac-
curately approximate the complex frequency responses GC1( jω) and GC2( jω) produced by
solving equation (C.17) and (C.18). The designs of GCp1(s) and GCp2(s) are first performed
by hand and then refined using an optimisation technique, which is described in Desbiens et

al. (1996).

C.4 PID CONTROLLER DESIGN

This section details the design scenarios investigated for controlling the interacting sump and
cyclone model with decentralised PID for a number of closed-loop tracking specifications.
The tracking specifications for the PSE-CFF loop (Y1(s)/R1(s)) must have a settling time of 5
minutes or 5/60 = 0.083 hours. In order to reach a settling time of 0.083 hours, a dominant
time constant of 0.083/4 ≈ 0.021 hours is required. The SLEV-SFW loop (Y2(s)/R2(s)) can be
slower to act as a buffer to disturbances. The sign of the controller for the PSE-CFF loop
should be negative or +90 degrees at low frequencies from G11(s) in equation (C.4). The sign
of the controller for the SLEV-SFW loop should be positive or -90 degrees at low frequencies
from G22(s) in equation (C.5). A few of the design scenarios that were tested are given in
the following subsections.

C.4.1 Design scenario 1

This design is for first-order tracking specifications on both controllers, while using the full
interacting model with time-delay. The time-delay is approximated using a first-order Padé
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approximation. The model used for this design scenario is given by

GD1(s) =

 −0.00035
(1−0.63s)
(1+0.54s) ·

(−s+181.8)
(s+181.8)

0.00055
(1+0.24s) ·

(−s+181.8)
(s+181.8)

−0.29
s

0.42
s

 (C.27)

The first-order tracking specifications are given by

Y1(s)
R1(s)

=
1

(1+0.021s)
(C.28)

Y2(s)
R2(s)

=
1

(1+0.05s)
(C.29)

The frequency responses for the two controllers GC1( jω) and GC2( jω) are given in Fig-
ure C.3, which shows that design 1 for GC1( jω) has an integrating response, but it does not
have the correct sign and neither of the two designs of GC2( jω) has an integrating response.
The method, therefore, does not provide a feasible design for the model with the design
specifications given in equation (C.31) and (C.32).

C.4.2 Design scenario 2

This design is for first-order tracking specifications on both controllers, while using the in-
teracting model without time-delay. The time-delay can be brought back through a Smith
predictor structure. The model used for this design scenario is given by

GD2(s) =

 −0.00035
(1−0.63s)
(1+0.54s)

0.00055
(1+0.24s)

−0.29
s

0.42
s

 (C.30)

The first-order tracking specifications are given by

Y1(s)
R1(s)

=
1

(1+0.021s)
(C.31)

Y2(s)
R2(s)

=
1

(1+0.05s)
(C.32)

The frequency responses for the two controllers GC1( jω) and GC2( jω) are given in Fig-
ure C.4, which shows that design 1 for GC1( jω) has an integrating response, but it does not
have the correct sign and neither of the two designs of GC2( jω) has an integrating response.
The method, therefore, does not provide a feasible design for the model of equation (C.30)
with the design specifications given in equation (C.31) and (C.32).
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Figure C.3: Design Scenario 1: Frequency response designs for GC1( jω) and GC2( jω).
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Figure C.4: Design Scenario 2: Frequency response designs for GC1( jω) and GC2( jω).
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C.4.3 Design scenario 3

This design is for first-order tracking specifications on both controllers, while using the in-
teracting model without time-delay and the integrators approximated by fast first-order re-
sponses. The time-delay can be brought back through a Smith predictor structure. The model
used for this design scenario is given by

GD3(s) =

 −0.00035
(1−0.63s)
(1+0.54s)

0.00055
(1+0.24s)

−0.29
(s+0.001)

0.42
(s+0.001)

 (C.33)

The first-order tracking specifications are given by

Y1(s)
R1(s)

=
1

(1+0.021s)
(C.34)

Y2(s)
R2(s)

=
1

(1+0.05s)
(C.35)

The frequency responses for the two controllers GC1( jω) and GC2( jω) are given in Fig-
ure C.5, which shows that design 2 for GC1( jω) has an integrating response, but it does not
have the correct sign and design 2 of GC2( jω) has an integrating response, but also with the
incorrect sign. The method, therefore, does not provide a feasible design for the model in
equation (C.33) with the design specifications given in equation (C.34) and (C.35).

C.4.4 Design scenario 4

This design defines a second-order non-minimum phase closed-loop tracking specification
for the PSE-CFF loop and a first-order closed-loop tracking specification for the SLEV-SFW
loop, while using the interacting model without time-delay and the integrators approximated
by fast first-order responses. The time-delay can be brought back through a Smith predictor
structure. The model used for this design scenario is given by

GD4(s) =

 −0.00035
(1−0.63s)
(1+0.54s)

0.00055
(1+0.24s)

−0.29
(s+0.001)

0.42
(s+0.001)

 (C.36)

The closed-loop tracking specifications are given by

Y1(s)
R1(s)

=
(1−0.021s)

(1+0.021s)(1+0.021s)
(C.37)

Y2(s)
R2(s)

=
1

(1+0.05s)
(C.38)
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Figure C.5: Design Scenario 3: Frequency response designs for GC1( jω) and GC2( jω).
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Figure C.6: Design Scenario 4: Frequency response designs for GC1( jω) and GC2( jω).

The frequency responses for the two controllers GC1( jω) and GC2( jω) are given in Fig-
ure C.6. Design 2 for GC1( jω) has an integrating response, but it does not have the correct
sign and the change to a second-order non-minimum phase closed-loop tracking specifica-
tion only influences the high frequency phase response. Design 2 of GC2( jω) has an inte-
grating response, but does not have the correct sign. The method, therefore, does not provide
a feasible design for the model in equation (C.36) with the design specifications given in
equation (C.37) and (C.38).

C.4.5 Design scenario 5

This design defines a second-order non-minimum phase closed-loop tracking specification
for the PSE-CFF loop and a first-order closed-loop tracking specification for the SLEV-SFW
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loop that is faster than the PSE-CFF loop. The interacting model without time-delay and the
integrators approximated by fast first-order responses is used in the design. The time-delay
can be brought back through a Smith predictor structure. The model used for this design
scenario is given by

GD5(s) =

 −0.00035
(1−0.63s)
(1+0.54s)

0.00055
(1+0.24s)

−0.29
(s+0.001)

0.42
(s+0.001)

 (C.39)

The closed-loop tracking specifications are given by

Y1(s)
R1(s)

=
(1−0.021s)

(1+0.021s)(1+0.021s)
(C.40)

Y2(s)
R2(s)

=
1

(1+0.01s)
(C.41)

The frequency responses for the two controllers GC1( jω) and GC2( jω) are given in Fig-
ure C.7. This specification change made no material change compared to design scenario 4,
shown in Section C.4.4. The method, therefore, does not provide a feasible design for the
model in equation (C.39) with the design specifications given in equation (C.40) and (C.41).

C.5 CONCLUSION

This addendum aimed to tune the decentralised PID controllers while explicitly taking inter-
actions into consideration for the PSE-CFF and SLEV-SFW loops. A number of design sce-
narios were investigated in Section C.4 as well as other scenarios that were not documented
here that investigated second-order closed-loop tracking specifications with and without non-
minimum phase zeros for both controllers as well as slowing down the tracking specifica-
tions. Controller designs were found for both controllers with integrating responses when
the integrators were approximated by fast first-order responses, but none of the model or
specification changes produced controllers with integrating responses and the correct signs.
This method, therefore, does not produce feasible controllers for the required closed-loop
tracking specifications and valid interacting models.
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Figure C.7: Design Scenario 5: Frequency response designs for GC1( jω) and GC2( jω).
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ADDENDUM D

SIMULATION SUMMARY

A summary of the simulation results are given in Table B.1 that details the tracking perfor-
mance of the controller with regard to the particle size (PSE), mill load level (LOAD) and
throughput. The simulation scenario is outlined in terms of the controlled variable weighting
and setpoint values, as well as the step disturbances. The relevant changes in each simulation
scenario are highlighted in bold. The dashes in the table represent values that are either zero
or not applicable. The performance metrics are described in Section 5.2.

The headings of Table B.1 are defined as

PSE Particle Size Estimate. [% < 75µm]
LOAD The volumetric filling of the mill. [%]
Throughput The amount of solids discharged at the cyclone overflow.

[tons/hour]
SLEV Sump level. [m3]
Power The electrical power draw of the mill motor. [kW]
Rheology An indication of the fluidity of the slurry inside the mill.

[fraction]
U The manipulated variables.
Disturbances Describes the step disturbances in ore hardness, fraction of rock

in the feed ore and SFW.
Time Describes the average and maximum iteration time of the

simulations [seconds].

The subheadings of Table B.1 are defined as
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ADDENDUM D

∆ The sum of the squares of the error from the setpoint.
S The setpoint of the variable.
W The weight of the variable in the objective function.
A The average value of the variable over the simulation duration.
RH The increase in the hardness of the feed ore. [%]
AR The increase in the fraction of rock in the feed ore. [%]
SFW The increase in SFW. [m3/hour]
T The time when the disturbance is introduced.
M The maximum value of the variable over the simulation

duration.

The controllers are identified next to the figure numbers in Table B.1 by

R Robust Nonlinear Model Predictive Controller.
N Nonlinear Model Predictive Controller.
P Proportional-Integral-Differential Controller.

The simulations show that RNMPC and NMPC are capable of tighter control of PSE, es-
pecially when constraints are active, because the multivariable controllers can leverage the
multivariable nature of the milling circuit to increase the control envelope. The RNMPC
and NMPC controllers are, however, not capable of improving throughput while maintaining
PSE at the desired setpoint. The PI controllers performed well, because they were tuned very
aggressively. In certain milling circuits there are large time delays that result in less aggres-
sive tuning of the PI controllers and degraded performance. MPC controllers were found in
practice to perform well over longer periods compared to PI controllers (Chen et al., 2007b,
Ramasamy et al., 2005).
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