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Appendix A

Finite Element Analysis on a

Prognathic and Orthognathic Skull

Geometry

A.1 Introduction

The forces applied through the cycles of mastication are in�uenced by a variety

of factors. The size and strength of masticatory muscles and their attachment to

structures within the crania are of importance. The size and form of these cranial

structures and the location of healthy teeth and gums also have a major in�uence.

To simulate mastication and determine the corresponding stress �eld, a �nite

element model can be created and analysed from a digital patient's cranial geom-

etry. This includes decisions as to the appropriate material properties, boundary

conditions and imposed loads.

The background work to this project aimed at applying the general rules of

bone behavior and muscle activity in order to test a hypothesis about a single facial

characteristic. This is done in collaboration with a Ph.D. student in Anthropology.

The hypothesis of the Ph.D. work states that the location of bone stress in the

crania of a prognathic1 facial form will vary from that in the orthognathic2 facial

form. With this in mind, the hypothesis is tested with the aid of a �nite element

tool.

1One or both jaws projecting forward.
2Jaws don't project forward giving a �atter facial pro�le.
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Chapter 2 in this report covers most of the ideas and background work done to

test the hypothesis. This appendix is included to accompany Chapter 2 and serves

as additional documentation of the initial FEA. Although much of this appendix is

duplicated from Chapter 2, imposed boundary conditions are covered more accu-

rately and additional results are displayed.

A.2 Geometries

The reason for this study is a validation on the the adaption of skull form to

minimise internal stress due to mastication. For this reason two skulls were selected

for analysis based on gnathic index and su�cient dentition from the University

of Pretoria skull collection [39]. A skull with a gnathic index of 106.9 is used to

represent a prognathic facial form and a skull with a gnathic index of 91.5 represents

the orthognathic facial form.

A.2.1 Model Creation

A Siemens SOMATOM 16 medical computer tomography (CT) scanner was used

to create scans of the selected geometries. 629 slices was made of the prognathic

skull and 656 of the orthognathic skull with a set scanner thickness of 0.75 mm.

Using these scans as image stacks imported into Amira® 5.0 [2], a triangulated

surface mesh was extracted. This is done after a thresholding procedure where

adjustments are made on the gray scale of voxel density data. Attenuation of the

scans highlights bony morphology while eliminating unwanted material picked up

by the scanner.

Intersecting and inconsistent triangles as well as the e�ects of postmortem

trauma and decay has to be taken into account. For this reason the extracted

surface representations are then edited and smoothed using VRMesh Studio [10].

Taking into account that exact stress values aren't required and this study is mainly

on the variation in stress pattern, a four noded tetrahedral �nite element mesh is

created from the �nal surface representation using TetGen [9]. This results in a

model for the prognathic skull consisting of 113 104 nodes and 401 455 elements

while 110 645 nodes and 397 354 elements are used in representing the orthognathic

skull in the initial analysis.
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A.3 Material Properties

Signi�cant variation in material properties have been documented for a range of dif-

ferent bones and within di�erent areas of the same bone structure. The anisotropic

nature of bone and how to model it is however not the focus of this research. It

is assumed that comparing only the stress �elds produced by mastication doesn't

require the accurate simulation of bone to the extent that exact stress and strain

values are recovered from a �nite element analysis.

For similar analyses done in literature, isotropic bone material properties have

been found capable of producing realistic stress patterns [17, 20, 32, 35, 38, 60].

Considering the highly reduced level of e�ort this entails the same assumption was

made to model the full skull and teeth with a single linear elastic material.

Tetrahedral �nite element meshes are imported into PreView [7] to set up the

model by de�ning material properties and boundary conditions. The Young's mod-

ulus and Poisson's ratio used was taken from the literature [17, 20, 32, 35, 38, 50, 60]

to be 16 GPa and 0.3 .

A.4 Boundary Conditions

FEBio [3], a solver developed speci�cally for biomechanics �nite element applica-

tions is used in this study. Although this package allows muscles and tendons to

be modelled using an array of element types it was decided that the forces of mas-

tication would be modelled as external forces on the skull. The forces are applied

to nodes in the region representing the approximate sites of muscle attachment as

described with the help of Figure 2.1.

The average nodal coordinate value of nodes on the occipital condyles (OC) in

the region of the foramen magnum is used as the origin of a Cartesian coordinate

axis. Here the x-axis is directed from the right to the left, y-axis orientated anterior

posterior (front to back) and the z-axis inferior superior (bottom to top) to the

skull.

Muscle force values are �rst approximated for a vertical bite force on the �rst

incisor and �rst molar. A system of equations is then set up to solve the bite force

and reaction forces at the temporomandibular joint (TMJ) for each skull model

before all forces are scaled, resulting in an identical force on the teeth. The skulls

are scaled to have the same basion to nasion distance (See ba-n in Figure 1.1) and
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Super�cial Deep Head Medial

Temporalis Masseter Masseter Pterygoid

(a) Working Side

Force [N] 410 230 100 250

(b) Balancing Side

% Working 41 47 36 20

Force [N] 168.1 108.1 36 50

Table A.1: Initial muscle forces. (a) Working side force values used and (b) bal-
ancing side as a percentage of working side force derived from [57] with equivalent
force value.

Section 1 2 3 4 5 6 7

(a) Activity [%] 86 70 56 52 44 47 49

(b) Nodes

Prognathic L 57 28 25 32 20 9 15

R 61 39 35 33 20 11 15

Orthognathic L 62 32 37 28 22 13 17

R 69 36 36 38 27 13 18

(c) Force per node [N]

Prognathic L 3.22 2.62 2.10 1.95 1.65 1.76 1.83

R 1.15 0.94 0.75 0.70 0.59 0.63 0.66

Orthognathic L 2.87 2.34 1.87 1.74 1.47 1.57 1.64

R 1.05 0.85 0.68 0.63 0.54 0.57 0.60

Table A.2: Temporalis muscle section force distribution. (a) Activity of muscle
sections approximated from [15] for a vertical bite force. (b) Nodes in each section
and (c) weighted resultant force value.

rotated so a line through the equivalent nodal coordinates of the TMJ would be

exactly parallel to the x-axis.

A.4.1 Muscle Forces

Muscle action during the cycles of mastication are di�erent for working and balanc-

ing sides. For this stress simulation the left side of the skull is arbitrarily chosen as

the working side of the dental arcade where bite force is applied. Force values used

here is determined from literature with force scaling factors obtained from a study

on muscle activity during mastication [57].

The initial muscle forces used to calculate bite force and reaction forces at the

TMJs are given in Table A.1. These forces along with balancing muscle forces
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determined on the opposite side are tabulated.

For each skull, the muscle force directions are determined. This is done from

the equivalent average nodal coordinate of nodes selected to represent the location

of muscle attachment. A unit vector from this muscle origin to a digital landmark

representing the approximate area of attachment on the mandible is then deter-

mined.

The temporalis muscle is divided into seven segments, numbered and ordered

anterior to posterior. Figure 2.2 (a) shows the approximate positions of the seg-

mentation of the fan like temporalis on the prognathic skull form with numbers 1

through 7. Segmenting this muscle enjoys frequent application for similar studies

done in literature [52] and is motivated as follows:

� Temporalis muscle activity and thickness varies from anterior to posterior.

� The segments can act in di�erent directions, representing the fan-like muscle

with greater accuracy than a single force direction.

The force values for each segment is determined using the number of nodes in each

section along with the approximate muscle activity in that section to give each

segment a weight. The relative weight of a segment i is determined from

ωi =
ni × EMGi

∑Nseg

j=1 (nj × EMGj)
, (A.1)

where n is the number of nodes and EMG is the approximate electromyographic

reading measured in that section of the muscle for an applied vertical bite force.

This is approximated from work done by Blanksma and van Eijden [15]. This weight

along with the known direction of force of each segment is used to then calculate the

force each segment contributes. The contributions result in 410 N on the working

side and 168.1 N on the balancing side positions where the temporalis attaches to

the mandible. The muscle section activity, number of nodes in each section and

forces applied to the nodes in each section of the temporalis muscle is presented in

Table A.2.

The work done by Blanksma and van Eijden [15] does not specify whether

temporalis section activity is di�erent for prognathic or orthognathic facial form

during an applied vertical bite force. It is assumed that their results may be used

for both skull forms analysed.
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A.4.2 Reaction Forces

The model is constrained in the region of the foramen magnum at the occipital

condyles in all six degrees of freedom to prevent rigid body movement. The masti-

catory forces applied usually act on the mandible and so are an internal balanced

system. A problem exists however in that only six unknowns can be solved for a

statically determinate analysis in three dimensions while there are seven unknowns

that require solution:

� One unknown for the z-value of the force at the tooth. The friction forces

are not taken into account for this analysis so that the bite force is assumed

to have a single component. This is also due to constraints on the number

of unknowns that can be solved in a three dimensional statically determinate

analysis.

� Six unknowns for the x- , y- and z-values for working and balancing side TMJ

forces.

A simple free body diagram of the problem in the y−z plane is visible in Figure A.1.

Here the vector components in red represent the components of a muscle force.

These are displayed as if applied to the average nodal coordinate of nodes chosen to

represent the position of that muscle's attachment. The vector components in blue

are the unknown balancing force components at the tooth and TMJs. By solving

the system of Equations (A.2), the unknown balancing force values are obtained.

The skull is rotated so a line through the equivalent nodal coordinates of the

TMJs is exactly parallel to the x-axis. The components of these forces in the x-

direction can now be bundled, allowing a solvable system of equations where only 6

unknowns are present. Static force balance equations are used. The skull is assumed

a rigid body that does not undergo any deformation during loading. From

∑

F = 0
∑

MOC = 0 (A.2)

with F the vector of forces and MOC the moments about the occipital condyles, the

resulting system of equations is set up. The six equations that are solved can be

 
 
 



A.4. BOUNDARY CONDITIONS 139

Figure A.1: Free body diagram of the skull in the yz-plane. Muscle force com-
ponents are visible in their approximate locations (red) as well the reaction forces
(blue) for the working side of both the crania and mandible .
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given in the form
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Using a free body diagram as in Figure A.1 along with all of the assumptions

made, the system is then set up as
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. (A.4)

The L and R subscripts indicate left and right side of the TMJs. The T subscript

indicates the tooth where bite force is exerted with x, y and z the components of a

force. F indicates force whileD is the distance in a speci�c coordinate direction from

the occipital condyles average nodal coordinate (OC). The right hand side of the

system is calculated as a summation of the muscle force and moment contribution

about the OC location due to each muscle i.

The x-values of the force at each TMJ that makes up the bundled FLRx is

assumed to divide equally between the two. This gives a seventh equation FLx =

FRx. These components of the force is assumed too small to a�ect the overall
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results. A simple sensitivity analysis done for various ratio of x-component force

proved that the �nal solution is fairly insensitive to this assumption.

The sensitivity analysis is done to compare the results of a �nite element analysis

for two scenarios. In the �rst scenario the force FLRx is divided in such a way that

70% is attributed to the working side and 30% to the balancing side. The other

analysis is done with the working side 30% and the balancing side 70%. Results

of the FEA is visible in Figure A.2. A slight di�erence in stress �eld is visible at

values far below the range intended for use to draw conclusions. This gives the

impression that results obtained from an FEA on the skull is fairly insensitive to

the assumption made on the seventh equation.

With no other constraints applied to the model the bite force on the tooth along

with reaction forces at the articular eminances are expected to balance the system.

Tables A.3 and A.4 contain all of the forces applicable to the two skull geometries

including the reaction forces after solving the set of equations and dividing the

bundled FLRx equally between the working and balancing sides.

The forces applied and reaction forces obtained are visible in Figures A.3 - A.6.

These �gures show boundary conditions for the prognathic and orthognathic skull

forms with the red lines indicating the muscle forces applied and the blue lines the

reaction forces after solving the system of equations. The force values are scaled

with 0.5 for visual clarity. Each muscle's contribution to the reaction forces is

also illustrated. After obtaining the resultant forces, the orthognathic skull forces

were scaled by 0.9412 for the molar bite and 0.9552 for the incisor bite analysis so

the stress patterns for the same applied force at the tooth could be recovered and

compared.

A.5 Analysis

Both skulls are treated similarly and several �nite element analyses are run for in-

cisal and molar bite using FEBio [3]. Muscle forces with their balancing reaction

forces are applied as boundary conditions while the nodal coordinates of the occip-

ital condyles at the foramen magnum are constrained. The use of a linear elastic

skull model also allows the analysis of isolated muscle contributions to bite force

and reaction forces at the temporomandibular joint.

The analyses run for both prognathic and orthognathic skull form include:
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(a) (b)

(c) (d)

Figure A.2: Results of sensitivity analysis done on the orthognathic skull for a
molar bite. This analysis was chosen because FLRx is the largest in comparison to
other resultant forces when an incisor bite or prognathic skull shape is considered.
Working:balancing ratio of FLRx left 1:7

3
and right 7

3
:1 for Von Mises stress set

to a maximum of (a), (b) 300 N/cm2 and (c), (d) 50 N/cm2. Slight variation in
stress �eld is only visible for stresses far below the range of stresses used in drawing
conclusions from FEA results.
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Working Side Balancing Side

Force [N] Direction Force [N] Direction

Temporalis

Section 1 183.54 {-0.055, 0.14, -0.989} 70.45 {0.039, 0.154, -0.987}

2 73.384 {-0.1, -0.149, -0.984} 36.66 {0.07, -0.144, -0.987}

3 52.42 {-0.138, -0.365, -0.921} 26.32 {0.116, -0.383, -0.916}

4 62.302 {-0.187, -0.582, -0.791} 23.04 {0.15, -0.582, -0.799}

5 32.95 {-0.196, -0.737, -0.647} 11.82 {0.157, -0.743, -0.65}

6 15.84 {-0.21, -0.829, -0.519} 6.94 {0.186, -0.839, -0.512}

7 27.52 {-0.235, -0.849, -0.473} 9.87 {0.241, -0.854, -0.461}

Masseter

Super�cial 230 {-0.09, 0.22, -0.971} 108.1 {0.09, 0.22, -0.971}

Deep Head 100 {-0.37, -0.13, -0.92} 36 {0.37, -0.13, -0.92}

Pterygoid

Medial: 250 {0.469, 0.399, -0.788} 50 {-0.469, 0.399, -0.788}

Reaction Forces

Articular Eminance

Molar Bite 358.11 {-0.034, -0.044, 0.998} 234.07 {-0.051, -0.08, 0.996}

Incisor Bite 635.65 {-0.019, -0.025, 0.999} 203.13 {-0.059, -0.092, 0.994}

Tooth

Molar 657.23 {0,0,1}

Incisor 410.55 {0,0,1}

Table A.3: Prognathic force values and directions.
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Working Side Balancing Side

Force [N] Direction Force [N] Direction

Temporalis

Section 1 178.05 {-0.068, 0.22, -0.973} 72.40 {0.094, 0.153, -0.984}

2 74.80 {-0.102, -0.095, -0.99} 30.75 {0.107, -0.123, -0.987}

3 69.19 {-0.121, -0.33, -0.936} 24.60 {0.116, -0.347, -0.931}

4 48.62 {-0.163, -0.551, -0.818} 24.11 {0.134, -0.562, -0.816}

5 32.32 {-0.187, -0.724, -0.664} 14.50 {0.13, -0.725, -0.676}

6 20.40 {-0.231, -0.821, -0.514} 7.46 {0.161, -0.826, -0.54}

7 27.82 {-0.301, -0.803, -0.523} 10.76 {0.234, -0.813, -0.533}

Masseter

Super�cial 230 {-0.07, 0.19, -0.979} 108.1 {0.07, 0.19, -0.979}

Deep Head 100 {-0.16, -0.19, -0.969} 36 {0.16, -0.19, -0.969}

Pterygoid

Medial: 250 {0.65, 0.12, -0.75} 50 {-0.65, 0.12, -0.75}

Reaction Forces

Articular Eminance

Molar Bite 344.28 {-0.113, 0.06, 0.992} 215.50 {-0.181, 0.116, 0.977}

Incisor Bite 643.28 {-0.061, 0.032, 0.998} 184.54 {-0.211, 0.136, 0.968}

Tooth

Molar 698.29 {0,0,1}

Incisor 429.78 {0,0,1}

Table A.4: Orthognathic force values and directions.
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(a)

(b)

Figure A.3: Muscle contribution and reaction forces on the prognathic skull for a
vertical molar bite.
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(a)

(b)

Figure A.4: Muscle contribution and reaction forces on the orthognathic skull for
a vertical molar bite.
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(a)

(b)

Figure A.5: Muscle contribution and reaction forces on the prognathic skull for a
vertical incisor bite.
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(a)

(b)

Figure A.6: Muscle contribution and reaction forces on the orthognathic skull for
a vertical incisor bite.
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� The e�ect of the Temporalis muscle on molar and incisor bite.

� The e�ect of the Super�cial Masseter on molar and incisor bite.

� The e�ect of the Deep head Masseter on molar and incisor bite.

� The e�ect of the Medial Pterygoid on molar and incisor bite.

� The e�ect of all muscle contributions on molar and incisor bite.

This results in a total of 20 analyses done on masticatory induced stress. Post

processing and visualisation is done using PostView [6]. Principal stresses, dis-

placements and Von Mises stresses are considered to generate stress state and dis-

placement plots.

Working side stresses are visible in Figures A.7 and A.8 for the full molar and

incisor bite simulations. Muscle contribution to the prognathic and orthognathic

molar bite Von Mises stress is presented as an example in Figure A.9.

A.6 Results

The displacement results for the full analysis on both skull forms for �rst molar

and �rst incisor bite are documented in Table A.5. Here the displacements on the

prognathic skull are greater than the displacements on the orthognathic form.

The maximum Von Mises stresses for all 20 analyses are given in Table A.6.

Comparing these maximums for various muscle contributions, the same analysis for

the di�erent geometries occasionally di�er by a factor 2. The signi�cance thereof is

doubtful as there is no guarantee that the higher stress is not caused by singulari-

ties. These singularities could occur due to unsmoothed areas, inadequate element

quality and sti�ness or greater point loads.

The analysis done for incisal bite on the orthognathic and molar bite on the

prognathic skull shape are displayed in Figure A.10. Only the lower view of these

analyses is given along with detail to indicate that the maximum Von Mises stresses

do indeed occur at singular locations. In Figure A.10 (a) and (c) the stress concen-

tration is due to the discretisation of the shape in such a way that point loads are

applied in the region of the TMJ while the stress concentrations in Figure A.10 (b)

and (d) seem to occur at holes in the geometry. These holes in the prognathic

shape are not present in the orthognathic shape which means that the di�erence in
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure A.7: Lateral view of the working side stresses for a molar bite on full prog-
nathic and orthognathic FEA results in N/cm2. (a), (b) 1st principal stress (c), (d)
2nd principal stress (e), (f) 3rd principal stress and (g), (h) Von Mises stress.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure A.8: Lateral view of the working side stresses for incisor bite on full prog-
nathic and orthognathic FEA results in N/cm2. (a), (b) 1st principal stress (c), (d)
2nd principal stress (e), (f) 3rd principal stress and (g), (h) Von Mises stress.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure A.9: Lateral view of the working side muscle contribution to Von Mises
stress. The molar bite for prognathic and orthognathic FEA results are given in
N/cm2. (a), (b) Temporalis (c), (d) super�cial masseter (e), (f) deep head masseter
and (g), (h) medial pterygoid contributions.
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Prognathic Orthognathic

Min [mm] Max [mm] Min [mm] Max [mm]

Molar Bite

x -1.07E-02 2.65E-02 -3.88E-03 1.32E-02

y -1.80E-02 7.51E-03 -7.34E-03 3.87E-03

z -3.03E-02 2.63E-02 -1.81E-02 1.56E-02

Total 0 3.99E-02 0 2.08E-02

Incisor Bite

x -8.66E-03 9.82E-03 -5.91E-03 6.45E-03

y -5.21E-02 1.25E-02 -4.08E-02 6.27E-03

z -2.00E-02 8.51E-02 -1.59E-02 4.61E-02

Total 0 9.72E-02 0 6.11E-02

Table A.5: Minimum and maximum displacements obtained from �nite element
analysis for all mastication forces.

Molar Results [MPa] Incisor Results [MPa]

Prognathic Orthognathic Prognathic Orthognathic

Temporalis 7.12 16.45 10.85 24.58

Super�cial M 8.35 7.34 11.85 10.16

Deep Head M 7.51 6.77 7.40 7.70

Pterygoid 15.42 8.89 15.10 9.64

All Muscles 14.72 24.65 30.49 45.52

Table A.6: Maximum Von Mises stress obtained from �nite element analysis for
individual mastication forces and full analysis.

maximum Von Mises stress reported in Table A.6 could also be due to topological

inconsistency between the skull geometries.

It is noted from the initial analysis that the skull geometries vary in more ways

than just prognathism. These variations seem to play a signi�cant role in the

stresses that are reported and further attention should be given to the similarities

and di�erences of the skull forms represented.

When the skull computational domains vary in only their relative degree in prog-

nathism, a conclusion may be drawn on the e�ect of prognathism on masticatory

induced stress.
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(a) (b)

(c) (d)

Figure A.10: Von Mises stress concentrations. (a) Lower view of the incisal bite
analysis on the orthognathic skull geometry with detail in (c). (b) Lower view
of the molar bite analysis on the prognathic skull geometry with detail in (d).
Stress concentrations in these two analyses are shown with reference to Table A.6.
Maximum VonMises stress occurs at stress concentrations and can not be compared.

 
 
 



Appendix B

A�ne Iterative Closest Point

Problem

B.1 Reformulating the ICP problem

Reformulating the Iterative Closest Point algorithm mentioned in subsection 3.1.1

is done as in the work by Du et al. [28]. First assume that an a�ne transformation

is to be applied to one point set. This is done in such a way that it matches a

subset of another point set. The problem is still to �nd an a�ne transformation T

that best aligns P to M:

min
T,j∈{1,2,...,Nm}

(

Np
∑

i=1

‖T (pi)−mj‖
2
2

)

. (B.1)

This a�ne transformation is expressed explicitly as an invertible matrix A and

translation vector t so that the problem is again expressed as in Equation (3.2).

Using Singular Value Decomposition (SVD), the invertible matrix can be decom-

posed into two orthogonal matrices U and V, as well as a positive diagonal matrix

S so that A = USVT . It is assumed that R is the orthogonal rotation matrix VT .

The a�ne transformation problem is rewritten in such a way that T is repre-

sented by the orthogonal re�ection and rotation matrices U and R, with a scale

transformation S, and a translation t.

155
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The problem set up in Equation (B.1) now takes the form

min
U,S,R,t,j∈{1,2,...,Nm}

(

Np
∑

i=1

‖USRpi + t−mj‖
2
2

)

, (B.2)

such that:

UTU = Im, det (U) = 1, (B.3)

RTR = Im, det (R) = 1,

S = diag (s1, s2, ..., sm) , sj ∈ [aj, bj] .

where aj and bj are the upper and lower bounds of the allowable scale transforma-

tion.

This reformulated problem is then iteratively performed in much the same way

as the original ICP but with re�ection, rotation, scale and translation instead of

only rotation and translation.

B.2 Lie group and lie algebra

A set of mappings on a di�erential manifold is de�ned as a lie group [28]. A rotation

in R
m can be expressed by a set of m×m special orthogonal matrices. This matrix

is represented as the special orthogonal group

SO (m) =
{

R ∈ R
m×m|RTR = Im, det (R) = 1

}

. (B.4)

This group then has a linearised form or lie algebra

so (m) =
{

R ∈ R
m×m|R = −RT

}

(B.5)

which is an Nr := m (m− 1) /2 dimensional linear space. The rotation matrix R

can be expressed as

R =
Nr
∑

i=1

xiEi, (B.6)

where xi and Ei is the �rst canonical coordinate and basis of so (m). The basis in
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two dimensions is denoted by

E1 =

[

0 1

−1 0

]

(B.7)

and in three dimensions, the basis of so (3) is

E1 =







0 1 0

−1 0 0

0 0 0






, E2 =







0 0 0

0 0 −1

0 1 0






, E3 =







0 0 1

0 0 0

−1 0 0






. (B.8)

A lie group and its lie algebra are related by an exponential mapping. Given an

element B in a certain neighbourhood of A in SO (m), a unique Q ∈ so (m) exists

such that there is a smooth exponential mapping between them

B = AeQ. (B.9)

B.3 Performing an A�ne ICP transformation

As with the ICP method, the �rst step to performing a kth a�ne transformation is

setting up a point correspondence. This is done using a k− d tree representation of

the model shape M for nearest neighbour search. The implementation is done in

python using scipy.spatial [11]. The correspondence is set up with the (k − 1)th

transformations as

ck (i) = arg min
j∈{1,2,...,Nm}

(

‖(Uk−1Sk−1Rk−1pi + tk−1)−mj‖
2
2

)

, i = 1, 2, ..., Np.

(B.10)

The optimisation problem posed in Equation (B.2) is simpli�ed using exponen-

tial mappings of lie group and their Taylor approximations at each iteration [28].

This is done assuming the change in transformation is small between consecutive

iterations such that Uk is in the neighbourhood of Uk−1 for example, allowing the

use of exponential mapping.

After setting up a point correspondence, the translation required for a minimum
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value of the cost function in Equation (B.2) can be calculated as [28]

tk =
1

Np

Np
∑

i=1

mck(i) −
1

Np

Np
∑

i=1

Uk−1Sk−1Rk−1pi (B.11)

where mck(i) is the closest point on M for pi on P .

Taking this known translation into account, the objective function is rewritten.

If

pti , pi −
1

Np

Np
∑

i=1

pi, mti , mck(i) −
1

Np

Np
∑

i=1

mck(i), (B.12)

the objective function can be rewritten as

min
U,S,R,t,j∈{1,2,...,Nm}

(

Np
∑

i=1

‖USRpti −mti‖
2
2

)

. (B.13)

Because each kth transformation matrix is in the neighbourhood of the pre-

vious, the lie group and lie algebra allow updating them at each iteration as in

Equation (B.9):

Uk = Uk−1e
∑Nr

j=1
ujEj , (B.14)

Rk = Rk−1e
∑Nr

j=1
rjEj ,

where Nr := m (m− 1) /2 for a problem in R
m.

The scale matrix is also updated using a smooth exponential mapping. This

smooth mapping may be expressed as

Sk = Sk−1e
∑Ns

j=1
sjDj ,

whereDj is the set of the bases of a diagonal matrix with only Djj = 1 and Ns := m

for a problem in R
m.

If the change in transformation is not large, the Taylor series of the exponential

mappings are guaranteed to converge and are rewritten with the higher order terms

omitted [28]. This results in the kth iteration constrained optimisation problem
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written in the form

min
c

Np
∑

i=1

∥

∥

∥

∥

∥

Uk−1

(

I+
Nr
∑

j=1

ujEj

)

Sk−1

(

I+
Ns
∑

j=1

sjDj

)

×Rk−1

(

I+
Nr
∑

j=1

rjEj

)

pti −mti

∥

∥

∥

∥

∥

2

2

(B.15)

with c , {u1, ..., uNr
, s1, ..., sNs

, r1, ..., rNr
}T , consisting of Nr re�ection, Ns scale

and Nr rotation variables, to be determined. The scale constraints are updated at

each iteration using the initial boundaries aj and bj and the previous scale matrix:

Ns
∑

j=1

sjDj ∈
[

ln
(

S−1
K−1diag(a1, ..., aNs

)
)

, ln
(

S−1
K−1diag(b1, ..., bNs

)
)]

. (B.16)

 
 
 



Appendix C

Shape Context Correspondence

Methods have been developed to classify feature points within the context of shape.

These shape contexts can then be used to create point correspondences for use in

registration.

Given a set of points on a surface, a 3D shape context for each point can provide

the approximate corresponding point locations on a target surface with a similar

shape. Once a matching is established, the base surface can be warped to represent

the target with a smooth deformation model such as a thin plate spline (TPS) radial

basis function (RBF).

A limiting factor of using shape context for point matching is the signi�cant

amount of mismatched points that may occur between two objects because of global

and local dissimilarity and the existence of outliers [68]. This is classically improved

by the straightforward removal of a percentage of correspondences with the highest

cost. This is done with the assumption that a mismatched point correspondence

would have a greater di�erence between the initial and registered coordinate position

than a trusted registration.

The method for setting up point correspondences for shape context non-rigid

registration is described in this section and accompanied by �gures and results found

in literature.

C.1 Shape Context

The shape context of a point is a measure of the distribution of relative positions

of neighbouring points [68]. This distribution is de�ned as a joint histogram where

160
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each axis represents a parameter in a polar coordinate system. In two dimensions,

a 2D log-polar histogram is set up as in the template given in Figure C.1 (a). This

can also be extended to 3D using the spherical coordinates of Figure C.1 (b).

To set up a shape context histogram, the user speci�es the number of bins to

use. The support region is divided into bins by equally spaced boundaries in the

azimuth and elevation dimensions with logarithmically spaced boundaries along

the radial dimension. Sampling logarithmically makes the descriptor more robust

to distortions in shape further from the basis point [31]. With the number of radial

bins J , a minimum radius rmin and maximum radius rmax speci�ed, the J+1 radius

boundaries are calculated as [31]

Rj = e ln(rmin)+
j

J
ln(rmax/rmin). (C.1)

A shape context histogram is set up with the points within a spherical radius

of rmax of the point under consideration. The contribution to the bin count for a

point pi is given by

ωi =
1

ρi
3

√

Vi (j, k, l)
(C.2)

where Vi (j, k, l) is the volume of the bin at the jth radial, kth elevation and lth

azimuth that contains point pi. ρi is the local point density around the bin [31].

Normalising in this way takes the large variation in bin size with radius and elevation

into account. The local point density ρi is simply estimated as the count of points

in a sphere of radius δ around pi.

The example of matching and registering two elephant outlines using shape

context is presented with the aid of Figures C.2 and C.3. After setting up the

histograms of feature points A to D in these �gures for example, a measure of

similarity between two shape context can be computed as a cost between the two

histograms. This is done by using the χ2-distance [22, 68, 69]:

Cmn =
1

2

Nb
∑

i=1

(hm (i)− hn (i))
2

hm (i) + hn (i)
(C.3)

with hm and hn the shape context histograms of the points m and n having the

bins i = 1, 2, ..., Nb. In this equation, Cmn is the associated cost of matching points

m and n where a low cost value by this de�nition translates into a high similarity

between the two points.
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(a) (b)

Figure C.1: a) 2D log-polar histogram bins for 2D shape context. b) 3D spherical
coordinates for use in setting up 3D shape context histogram. [68]

(a) (b)

Figure C.2: Shape context after �rst creating skeletal lines. This is done here by
Xie et al. [69] for two di�erent elephant outlines. The images illustrate the image
position for setting up a shape context histogram for points A in (a) and C in (b).

(a) (b) (c) (d)

Figure C.3: Shape context histograms of the four points a) A, b) B, c) C and d) D
marked in Figure C.2 [69]. Here the corresponding points are seen to have similar
histograms if (a) and (c) are compared for example.
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C.2 Point Matching

In performing registration, the shape context local feature comparison is done on

point sets from two similar surfaces.

A cost matrix is set up between the two shapes with the number of rows equal

to the number of points of shape one and the number of columns the same as

the number of points in shape two for example. Each value in the matrix is the

associated cost of similarity between the points represented by the speci�c row and

column as expressed in Equation (C.3).

An ideal set of correspondences are the set of points in shape 1 that best resemble

the associated set of points in shape 2. The goal is to �nd the matched points

resulting in lowest total registration cost. This is represented as a bipartite matching

problem and can be solved using various techniques [34]. Techniques such as the

Hungarian method used in Xiao et al. [68] guarantees a number of matched point

pairs equal to the number of points in the smaller point set. The spare points from

the larger point set without matched points are discarded.

After completing the search, a �xed percentage of correspondences with low cost

are traditionally selected as the point sets with high con�dence. The matches with

highest cost are discarded and the rest used to determine and apply a deformation.

 
 
 



Appendix D

Feature Registration on Dolphin

Geometries

The performance of the implemented feature registration procedure is illustrated

using two dolphin geometries. The two original geometries is obtained from the IN-

RIA model shape repository [4]. One of the geometries is then re�ned, manipulated

and smoothed to generate the target geometry in the feature registration example.

The other geometry is only re�ned and smoothed.

Crest lines on the two geometries is extracted and thresholded to get rid of less

signi�cant lines. The target geometry and it's crest lines are displayed in Figure D.1.

In this �gure the lines on the generic dolphin shape are displayed in their original

position.

A rigid registration is performed on the target geometry allowing isotropic scale

with upper and lower constraints arbitrarily set as 0.5 and 1.5. The results of the

isotropic scale ICP registration is displayed in Figure D.2. After rigid registration,

the feature line registration procedure is implemented to deform the lines on the

generic dolphin geometry to better represent that of the target. Resulting registered

and deformed lines are visible in Figure D.3. Only the registered lines with a

matched point portion of at least 50% is used and displayed.
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