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Appendix A

SUN Speech database

A.1 Description

The SUN Speech database [12] was compiled by the Department of Electrical and Electronic
Engineering of the University of Stellenbosch containing phonetically labelled speech in both
Afrikaans and English. Speech data was recorded under controlled circumstances with 12
bit resolution and a 16kHz sampling rate. Details of the number of speakers and the number
of sentences spoken by each group of speakers are given in Table A.1. The 60 sentences

comprising the four sentence sets were chosen to exhibit the diversity of phonemes in the

two languages.

Table A.1: Description of SUN Speech database: number of male and female speakers and

total number of speakers for each sentence set

Language | Sentence set | Number of speakers Number of sentences
Male | Female | Total
Afrikaans 1 24 16 | 40 10
2 18 12| 30 10
English 5 33 17| 50 20
4 22 41 26 20
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A.2 Subdivision into training and test sets

The database is not entirely consistent in that some speakers, but not all, spoke sentences
from more than one sentence set. For experimental purposes it is desired to obtain as much
invariance as possible between the training set and the test set. A speaker independent,
sentence independent division of the Afrikaans data can be obtained by using data from
the first sentence set for training or adaptation and data from the second sentence set
for testing. If data from the same speaker is available for both sentence sets, then data
from only one of the sentence sets are used for either training or testing. A subset of the
Afrikaans training set is also defined, containing the first 10 utterances from a group of
8 speakers who spoke all 20 Afrikaans sentences, with the second 10 sentences of these
speakers making up the speaker dependent test set. The speaker dependent test set is not
used in experiments reported in this thesis, except to create a pronunciation dictionary,
but has been used previously by the authors for cross-language speaker and multispeaker
adaptation experiments [33]. Details of the composition of the various subdivisions of the

database given in Table A.2.

Table A.2: Subdivision of SUN Speech database into an Afrikaans training set, training
subset, speaker dependent test set and speaker independent test set, as well as an English
set

Language Set Speakers Sentence | Label | Duration
Male | Female | Total | numbers | count | (seconds)
Afrikaans train 23 16 39 1-10 17251 1555
train subset 2 6 8 1-10 3466 316
SD test 2 6 8 11-20 5128 441
SI test 14 1 15 11-20 9413 745
English 55 21 76 21-60 | 93778 7757
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A.3 Phonetic content and labelling

A total of 59 phonetic categories, including both a silence and unknown category, were used
to segment both the Afrikaans and the English speech. It was attempted to assign the labels
phonetically, i.e. according to the sound produced, rather than phonologically assigning the
labels, i.e. according to what was supposed to be said. The complete list of symbols along
with the database numerical representation, computer phonetic representation, examples
and frequency of occurrence is given in Tables A.3 and A 4. The frequency of occurrence
is useful to evaluate the phonetic composition and diversity of the database, as well as the
match between the two languages and also the match between the Afrikaans training and

test sets.

It is evident from Tables A.3 and A.4 that many of the phonemes with no given English
examples occur relatively frequently as labels in the English speech. Even though these
phonemes do not possess accurately representative examples in English, they may occur
due to particular pronunciations of certain words. This happens especially when rounding
of the front vowels in English occurs, such as when [¢] is rounded to form [p] and [i] is
rounded to form [y], which are not usually associated with English speech. The significant
exceptions (more than 0.1% of all occurrences) and the words most commonly containing

these labels are listed next, in order of decreasing occurrence.

y : educational, to, reputation, dreary
: dead, dreary, various, yesterday

¢ : guilty, beautiful, annual, continues

@ : to, of, will, a

ey : educational, motivate, reputation, observation

As far as the Afrikaans speech is concerned, there are also a few of the phonetic labels
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Table A.3: Phonetic classes, labels, SUN Speech numbering and computer phonetic labels
with English and Afrikaans examples, as well as the percentage occurrence relative to all
labels of the label in the English data (Fg) and the Afrikaans training set(Fasrqin) and
Afrikaans testing set(Fazest)

| Category | Symbol | Numeric [ Code | English | Afrikaans | Fs | Papain | Faress |
Vowels a 97 a dug kat 2.84% | 3.74% | 3.53%
e 101 e fear lees 1.19% | 1.93% | 2.22%
i 105 1 meet tier 4.59% | 5.25% | 5.05%
0 111 0 poor oop 0.27% | 1.70% | 1.16%
u T u boot soek 057% | 1.72% | 2.53%
y 121 y nuut 0.85% | 0.79% | 0.60%
: 130 eh: sé 0.31% 0% 0%
131 eh met met 3.24% | 1.69% | 2.05%
132 a0 paw kos 1.21% | 3.06% | 2.51%
: 133 ao: bore more 0.64% 0% 0%
@ 142 iax kleur 0.60% | 0.66% | 0.74%
143 ax ago is 11.18% | 9.70% | 13.30%
: 144 ax: | flower wie 0.63% | 0.01% 0%
2 145 ae bat ek 2.28% | 0.30% | 1.02%
e 149 oe nut 257% | 0.81% | 1.17™%
o 150 oe: fur briie 0.97% 0% 0%
: 247 aa bar aan 1.51% | 2.87% | 2.49%
Diphthongs o 126 ai bite saai 1.26% | 1.12% | 0.34%
o:i 128 o:i mooi 0.01% | 0.36% | 0.32%
oi 134 oi boy 0.39% | 0.08% | 0.50%
i 140 ehi bedjie 0.05% 0% | 0.16%
i 151 axi fate NE 1.47% | 1.50% | 1.46%
ui 153 ui moeite 0.00% | 0.65% | 0.46%
iu: 210 iu: due leeu 0.05% | 0.49% | 0.30%
ceu 211 oeu | goat oud 0.60% | 0.46% | 0.45%
ey 217 oey lui 0.10% | 0.86% | 0.84%
o: 245 aw brow 0.32% 0% 0%
Nasals m 109 m mat mat 2.77% | 2.92% | 2.11%
n 110 n net net 7.82% | 6.56% | 5.69%
205 ng sing sing 1.37% | 1.23% | 1.56%
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Table A.4: Phonetic classes, symbols, Sunspeech labels and computer phonetic labels with
English and Afrikaans examples, as well as the percentage occurrence relative to all labels
of the label in the English data (Fg) and the Afrikaans training set(F asrqin) and Afrikaans

testing set(Fasest)

| Category | Symbol | Numeric | Code ’ English | Afrikaans Fg I Fapsn | FRsS ]

Fricatives f 102 f fat vars 2.18% | 3.39% | 2.91%
h 104 h hat huis 0.80% | 0.71% | 0.11%

s 115 s sit slim 5.67% | 6.10% | 6.25%

v 118 v van was 1.90% | 1.75% | 1.72%

X 120 X gaan 0.01% | 2.65% | 2.59%

z 122 z zip soem 1.64% | 0.67% | 0.53%

0 171 th thin 0.53% 0% 0%

172 dh then 1.53% 0% 0%

188 sh ship Sjina | 1.48% | 0.44% | 0.30%

195 zh | vision genre | 0.36% 0% | 0.14%

Affricates ts" 181 ts cats 0.46% | 0.06% | 0.32%
dz 184 dz cads 0.12% 0% 0%

tt 191 ch chin 1.31% | 0.68% | 0.68%

d 198" 3k " sam 0.82% | 0% | 0.01%

Liquids r 114 r rat 2.95% | 4.33% | 2.88%
R 82 r rooi 0% | 4.15% | 2.54%

94 r berge 0% 0% | 0.26%

| 108 1 lot lou 2.97% | 3.50% | 2.97%

218 / refers to a flap | 0.563% | 0.33% | 0.58%

Glides j 106 j yet jas 0.47% | 1.15% | 1.03%
w 119 W win kwes 1.58% | 0.10% | 0.89%

Stops b 98 b bat bed 1.50% | 1.54% | 2.93%
d 100 d dog dam 2.36% | 3.95% | 3.51%

g 103 g go berge | 0.66% | 0.47% | 1.02%

k 107 k kit kar 3.21% | 2.79% | 3.66%

p 112 p pet pos 2.04% | 0.95% | 2.47%

t 116 t tip taal 5.85% | 4.63% | 5.49%

Other 42 sil silence 3.42% | 3.72% | 2.12%
? 63 ? Unknown 1.97% | 0.47% | 0.42%
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that do not have representative examples, but yet occur in the database. The significant

examples are listed next, in order of decreasing occurrence.

ol : toyitoyi, boikotters, mooi, rooi
ts" : tsetsevlieg, maatskappy, Suid-Afrika, tjinkeringtjees

t* : tjinkeringtjees, Charles, Gorbatsjof, tjelloversameling

The set of phonemes used to label the SUN Speech Database represent the union of the
phonemes found in Afrikaans and English. The labels were assigned phonetically and
there should be close correspondence between data in the two languages with the same
phonetic labels. Because such an expanded set of phonemes were used for labelling, many
of the phonemes that do not usually appear in English phonetic transcriptions do appear as
phone labels in the English transcriptions of this database. This has the advantage that for
almost all the phonemes found in Afrikaans there are labelled examples in English, with the
exception of the phonemes [R] and [] that do not appear in the English part of the database.
The [r], [R] and [] categories are combined into a single [1] category since the [R] and []
categories are not well represented in either of the sets used for training, and because the
distinction between the three phones is not important for word recognition purposes. For
a few of the phonemes the number of examples that appear in the English transcriptions

are very little. They are the phonemes(with the number of occurrences in brackets) : [o:i]

(11), [ui] (2) and [x] (8).
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TIMIT - SUN Speech phonetic

mapping

This appendiz (Appendiz B) presents almost verbatim work that was performed by Dr. Hen-
drik Boshoff in his capacity as phonetic ezpert and is included in this thesis for completeness

and because it has not been published elsewhere.

A mapping from SUN Speech symbols to those of TIMIT was required, in order to do

cross-database training of phonetic models.

Mapping from one set of phonetic symbols to another is fraught with difficulty, especially
when more than one language is involved. Vowels are especially problematic, as dynamic
features contribute to subtle differences. In the present case, SUN Speech already contains

English and Afrikaans speech, but some problems remain.

A few significant differences in approach between the databases must be mentioned:

e TIMIT views stops as potentially two segments, closure and release. An intervocalic
stop of [t] for example, is always transcribed as “TCL T. In other positions, the

transcription depends upon the actual realization. This allows the affricate [ts] to
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be rendered as ‘TCL S.” SUN Speech segments all phases of the stop together, and

provides separate symbols for all affricates.

e SUN Speech makes provision for front rounded vowels, and when judged appropriate,
English vowels are also transcribed using these symbols. This is a somewhat more
‘phonetic’ approach, versus that of TIMIT, which is more ‘phonemic’ with respect to

vowels.

e TIMIT groups all vocalic sounds together, and does not indicate diphthongization.
SUN Speech has an extensive set of diphthongs, and also labels quantity to some

extent.

e TIMIT explicitly indicates beginning and end of speech, and sometimes primary and

secondary stress. Both these types of transcription are absent in SUN Speech.

It was assumed that every symbol of SUN Speech had to be mapped to one of TIMIT
and vice versa. In some cases this was highly artificial, and a ‘matching quality’ figure
was introduced. This ranges from 1 to 3, with the following meanings. 1: The phonemes
indicated by the symbols match closely, and some allophones are likely to be identical across
the databases. 2: The phonemes are not identical, but are ‘neighbours’ in phonetic space.

3: The match is poor, but some features are similar, eg place or manner of articulation.

Following are two tables according to the SUN Speech organisation, with the preferred

equivalents from TIMIT.
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Table B.1: Mapping from SUN Speech to TIMIT symbols (vocoids)

SUN Speech Match TIMIT
Category | Sym | Num | Code | Eng Afr quality | code | word
Vowels a 97 a dug kat 1 ah but
2 ax-h | suspect
e 101 e fear lees 3 ey bait
i 105 i meet tier 1 iy beet
0 111 0 poor oop 2 ow boat
u 117 u boot soek 1 uw boot
2 ux toot
2 uh book
y 121 y nuut 3 ux toot
3 uw boot
130 eh: sé 2 eh bet
131 eh met met 1 eh bet
132 a0 paw kos 1 ao | bought
: 133 | ao: bore | more 2 ao | bought
@ 142 iax kleur 3 ey bait
3 uw boot
143 ax ago is 1 ax about
1 ix debit
1 ih bit
144 ax: | flower wie 3 axr | butter
3 er bird
® 145 ae bat ek 1 ae bat
e 149 oe nut 2 ih bit
2 i debit
oe: 150 | oe: fur brie 3 er bird
- 247 aa bar aan 2 aa bott
Diphthongs | 126 a:i bite saai 1 ay bite
o0:i 128 0:1 mooi 3 oy boy
oi 134 oi boy 1 oy boy
i 140 ehi bedjie 3 eh bet
3 ey bait
i 151 | axi fate Vs il ey bait
ui 153 ui moeite 3 ey bait
3 ux toot
in: | 210 iu: due leeu 3 oW boat
3 ey bait
ceu | 211 | oeu | goat oud 1 ow boat
ey | 217 | oey lui 3 ey bait
3 00 toot
0: 245 aw brow 1 aw bout
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Table B.2: Mapping from SUN Speech to TIMIT symbols (contoids)

SUN Speech Match TIMIT
Category | Sym | Num | Code | Eng Afr | quality | code word
Nasals m 109 m mat | mat 1 m mom
em bottom
n 110 n net net 1 n noon
1 en button
205 ng sing | sing 1 ng sing
L eng | Washington
Fricatives f 102 i fat vars i f fin
h 104 h hat huis 1 hh hay
1 hv ahead
S 115 s sit slim | s sea
118 v van was 1 \ van
% 120 X gaan 3 hh hay
3 k key
z 122 z zip | soem 1 A zone
) 174 th thin 1 th thin
172 dh then 1 dh then
188 sh ship | Sjina 1 sh she
195 zh | vision | genre 1 zh azure
Affricates | ts® | 181 ts cats 3 t tea
3 S sea
dz 184 dz cads 3 d day
3 z ZOne
i 191 ch chin 1 ch choke
d 193 jh jam 1 jh joke
Glides j 106 j yet jas 1 y yacht
w 119 W win | kwes 1 w way
Liquids T 114 2 rat 1 r ray
R 82 r rooi 2 r ray
94 r berge 2 r ray
1 108 | lot lou 1 1 lay
1 el bottle
218 / (flap) 1 dx muddy
2 nx winner
Stops b 98 b bat bed 1 b bee
d 100 d dog | dam 1 d day
g 103 g go | berge 1 g gay
k 107 k kit kar 1 k kite
3 q bat
p L2 P pet pos 1 P pea
E 116 t tip taal 1 t tea
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| MCE update derivations

C.1 Mixture weight derivative
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C.2 Transition probability derivative
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Electrical and Electronic Engineering 236




e

University of Pretoria etd — Nieuwoudt, C (2000)

Appendix C MCE update derivations

and therefore
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