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Chapter 5

Cross-language acoustic adaptation

iIssues

In this chapter we discuss the framework for the experiments detailed in the following two
chapters. Practical aspects regarding the cross-language use of algorithms detailed in the
previous two chapters are covered as part of this framework. Language and database issues

are also discussed to place the experiments that were performed in the proper perspective.

Cross-language use of acoustic information attempts to exploit the acoustic-phonetic sim-
ilarities between languages. These similarities are evident from the use of international
phonetic inventories, such as the International Phonetic Alphabet! (IPA) and Speech As-
sessment Methods Phonetic Alphabet? (SAMPA), that serve to classify the sounds of many
languages. There are still, however, differences with respect to the acoustic properties of
sounds from different languages that share the same labels. Also, often a target language
may contain sounds that do not occur in languages for which large databases are available.
Labelling conventions, recording conditions and the type of speech recorded may also differ

between databases, making cross-language and cross-database use of acoustic information

http:/ /www2.arts.gla.ac.uk/IPA /fullchart.html
2http://www/phon.ucl.ac.uk/home/sample/home.html
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y formidable task. Aspects regarding language and database specific issues are discussed

in this chapter to facilitate cross-language use of acoustic information.

We consolidate the application of methods discussed in the previous three chapters for
ng acoustic information across language boundaries. The strategies that have been used
in previous research are (i) training on pooled multilingual data and (ii) adapting models
ned on one language using data from another. There are, however, as we shall discuss
in this chapter, other strategies that can be followed such as (iii) training models on pooled
source and target language data and then adapting the models using only target language
data and (iv) cross-language transformation of source data followed by training on the

pooled target and transformed source data.

In addition to the different strategies for cross-language adaptation that will be discussed,
the algorithms used for adaptation or transformation should also be examined to use them
efficiently for the specific purpose. In previous chapters we already proposed new tech-
niques to improve cross-language adaptation performance, such as the MSE log-variance
ransformation, the discriminative adaptation of duration parameters and use of a word
error-based cost function in discriminative phoneme adaptation. These techniques are not
part of the published repertoire of speaker adaptation algorithms, perhaps because speaker
adaptation differs essentially from cross-language adaptation. In this chapter we therefore
teconsider how to apply the standard adaptation methods together with our extensions

thereof for cross-language adaptation.

5.1 Language and database issues

The acoustic-phonetic similarities between languages are well documented in international
phonetic inventories. The existence of such standards is central to our goal of using acoustic
information across language boundaries. The international phonetic inventories were devel-

oped by phoneticians using expert phonetic knowledge, however, and not by using acoustic
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measurements or statistical techniques. There is thus no guarantee that these phonetic in-
ventories represent an optimal classification of the acoustic properties of speech in different
languages. Indeed, even for the same phonetic category, the acoustical realisation of the

honeme may differ between different languages for a number of reasons such as [48]:

o different phonetic context due to different phoneme sequence statistics and different

phoneme inventories,
o different speaking styles,
e different prosodic features and

e different allophonic variations.

According to the principle of sufficient acoustic separation, the set of sounds in a language
are kept acoustically distinct by its speakers to make it easy to distinguish between the
sounds. Because the phonetic inventories of languages differ, the positions of the boundaries
between phonemes are language dependent. In spite of the differences between languages
with respect to the characteristics of speech of the same phonetic category, we still expect
reasonable overlap between the phoneme feature distributions of different languages and
that the phonetic categories give a good indication as to how the overlap occurs. This
reasoning is supported by empirical evidence from systems with explicitly multilingual
:'one sets. In the next section we examine how differences with respect to phoneme

inventories and context may influence the usefulness of speech data.

5.1.1 Phonetic inventories and context

Cross-language use of acoustic-phonetic information is limited to the overlap or junction of
the phoneme inventories of the languages. When considering cross-language use of acoustic-
phonetic information, it is therefore important to attempt to find languages that are as

similar as possible. This ensures that maximal overlap of phonetic inventory as well as
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overlap of phonetic context between the languages occur. Significant overlap of phonetic
ontext ensures that monophone models contain to a large degree the same built-in context

mformation and also facilitates the cross-language use of data to train context dependent

h and Afrikaans, mainly because (i) suitable databases were available for these lan-
es and (ii) research on South African languages are of particular interest to us. Two
different databases were used, one containing both South African English and Afrikaans,

and one containing American English only.

As far as the specific context of the source language databases are concerned, it is better if
source language databases are phonetically diverse and contain a large variety of con-
ts. This reduces the specialisation of the source language acoustics for specific contexts
and may improve the performance of models for recognition tasks containing speech from

an entirely different context [112], such as is typically expected for a cross-language task. In

) has diverse context. The phonetic context of the bilingual database, however, is not

very diverse as a large number of utterances of only 60 different sentences are used.

Although an international phoneme inventory (such as IPA) may be used, a subset of the
lnventory is usually selected that covers the expected occurrence of phonemes in the speech
of the database. Using a limited number of phoneme categories has the advantages of
simplifying the labelling process and possibly reducing the number of incorrectly assigned
labels. On the other hand, a small number of labels may group together phonetic cate-
gories, which separately could provide useful information. If a database is created for the

explicit purpose of multilingual speech recognition, then use of a larger set of labels that
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suitably covers the phonetic variety over the combination of languages may facilitate the
development of multilingual and cross-lingual application of the database. The bilingual
database that is used in this thesis is of this nature, using a consistent set of labels for both
languages. This is very convenient because it enables experiments to better quantify the
effect of actual acoustical differences between the languages rather than possible artifacts

of labelling differences.

A

An important aspect with respect to the accuracy of a database is the extent to which the
database is labelled using phonetic or phonemic considerations. The purpose of labelling is
usually to assign phonetic categories on an acoustical basis to the speech. This implies that
phonetic labelling is attempted. Phonetic labelling is, however, a difficult and tedious task
and it is often easier for the person performing the labelling to assign a label to a sound
segment on a phonemic basis, i.e. on what was supposed to have been said, rather than
on what was actually said. Perhaps the easiest way to assign labels to a speech database
is by forced alignment, delivering a purely phonemic segmentation of the speech. For
mstance, in bootstrapping procedures this is the only solution because phonetic labelling
of the target language database is not done. When source language models trained with
forced alignment are used for a closed vocabulary task, or even for an open vocabulary
same-language application this may not have a severe effect beyond the loss of acoustic
tesolution. It may even improve recognition performance in continuous speech when an
imperfect pronunciation model is used. However, for a cross-language task, the loss of
acoustic resolution, coupled with the incorporation of incorrect (source) language specific
phonemic information, is likely to degrade performance for target language applications.

For both databases used in this thesis, a phonetic labelling approach was used.

5.1.3 Phonetic mapping

Generally, if identical labelling conventions are used in the creation of the source and
target databases, no work needs to be done at the phonetic level in determining how to

implement cross-language use of the data. This is also the case for the bilingual database
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in this thesis. Several multilingual speech recognition studies have demonstrated the

(R

efficient re-use of acoustic-phonetic information across multiple languages [19, 20]. It is
when differences exist with respect to labelling, i.e. a one-to-one mapping of phonemes
s not exist, that difficulties are encountered. Two approaches for determining how

o use the acoustic-phonetic information across language boundaries are generally applied

o phonetic knowledge-based and

e distance measure-based

methods for pairing phonemes or groups of phonemes from multiple languages. In our case

process is somewhat simplified since only a one-way mapping from source language(s) to

Phonetic knowledge-based mapping

ert phonetic knowledge can be used to determine a mapping from the phonetic inventory
) source language database to the phonetic inventory of a target language database.
As previously mentioned, this is the only viable approach for research on bootstrapping
of target language models, since target language data is not labelled. Research on explicit
multilingual phoneme-based recognition often also makes use of phonetically derived sharing
of acoustic parameters e.g. [19, 49]. For this thesis a phonetic expert determined a mapping
fom the American English database to the bilingual database, details of which are given

in Appendix B.

Many multilingual systems use phonetically derived categories with multilingual scope, but

then use statistical procedures to select whether to consider the same phoneme in the
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ifferent languages as one or whether to model them separately [30]. The procedures have
 been extended to the creation of generalised triphone models of arbitrary complexity
ing a decision tree clustering approach with both language and context questions in
ihe splitting procedure. These approaches were not followed because the amount of data

was deemed to be too limited.
~

Distance measure-based mapping

Research has shown the use of a metric such as the Bhattacharyya distance

1 3y 4 By 1. |
Dphat = = — ) E = — —log —2—— :
Bhat = ¢ (2 — p1) [ 5 ] (Bg — pq) + 2 0g =) (5.1)

0 measure the distance between Gaussian distributions representing phone classes of the
same language for clustering purposes [113]. This metric has been used in a multilingual
context to merge arbitrary phonemes from multiple languages [20] to reduce the complexi-
fy of the multilingual models. This entailed computing the distance between the phoneme
models of the different languages and merging phonemes for which the distance measure-
ment was below a pre-set threshold. Only a partial mapping of the phonemes was performed

since some classes were not merged.

T

The question therefore still remains whether a distance measure can be efficiently used to
perform a complete mapping of the phoneme set of a source language database to a target
language database. An approach for automatic phoneme mapping is attempted in this
thesis. Single state (single mixture) Gaussian distributions are estimated for each phoneme
in both databases on CMS normalised data. For each target phoneme the list of closest

source phonemes are then found using the Bhattacharyya distance (Equation 5.1).

problem with an automatic approach to phoneme mapping is that it depends on the
distance measure used, but more importantly, that the usefulness of the results depends

on a close match between the acoustic properties of the speech in the relevant databases.
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for example, say a significant (but mostly linear) bias in feature space exists between the
"b‘ases. The knowledge-based phonetic approach to computing the mapping is inde-
endent of the recording properties of the database and thus should deliver a reasonable
napping, enabling the use of linear transformation to remove the bias. With the automatic
pproach, though, the mapping may be so poor that even iterative application of transfor-
mation and re-mapping may not converge to the optimal mapping. Iterative application of

mapping and transformation is, however, not attempted in this thesis.

5.1.4 Database issues

The characteristics of databases used for speech recognition experiments influence to a large
nt the expected results. Use of a multilingual database, or bilingual database, in our
. ensures that cross-language experiments using only the database can focus mainly on
ihe acoustic differences between the languages. The characteristics of the database still
etermines to a large degree the type of experiments that can be performed and also the
ecognition performance expected when applying various techniques. Both databases used
1 this thesis contain read speech from many speakers. Read speech is easier to recognise
or example spontaneous speech. Both databases contain phonetically diverse speech,
Wt limited to any particular topic or speaking style, thereby increasing the number of

gontexts each phoneme may occur in.

When attempting the transfer of acoustic information between databases, it may be im-
portant to compensate for differences between the recording conditions of the databases.
For example, frequency range and even the frequency transfer functions imposed on record-
od speech may differ. Linear frequency effects may be compensated for by cepstral mean
subtraction (CMS), although it may be inaccurate to simply implement CMS over the com-
lete databases if the phonetic contexts of the databases differ significantly. The approach
at we follow to solve this problem is to train models on the source database and to then
sompute the maximum likelihood cepstral offset between the source models and the target

data within the MLLR framework. The offset is applied to the source data to perform

Electrical and Electronic Engineering 141



University of Pretoria etd — Nieuwoudt, C (2000)

Chapter 5 Cross-language acoustic adaptation issues

. Section 5.2.5 gives detail about a generalisation of this approach that performs a

formation of source data, as opposed to simply performing CMS. Experimental results

etailed in Section 7.7 of Chapter 7. Thus, while this thesis does not attempt to char-
icterise the effect of using different databases in general, some experimentation is done to
ascertain the relative influence of using the same source language (in this case English) from
ihe same database and from a different database. In the next section we discuss various

ways in which multilingual data sources can be used to create target language systems.

Strategies for using multilingual data sources

The typical position is that a large amount of data is available for one or more source
languages and only a limited amount of data is available for the target language. The goal
1§ to construct a recogniser that will achieve optimal performance on unseen data from
the target language. We make the assumption that sensible use of all available data will
lead to better recognition performance than using only the target language data. Baseline
performance is thus set by training on target language data only and methods to improve

on this performance are sought. The next sections discuss various ways of utilising the

available data.

5.2.1 Data pooling

The simplest method of constructing a recogniser using all available data is to simply
pool the data and train on the pooled data set. This technique is commonly used to
construct explicitly multilingual systems. Previous studies [48, 19, 20, 30] have shown that
for reasonably large amounts of data from each of the languages, a slight performance
degradation is actually achieved by the multilingual system in comparison to the language
specific recognisers because the accuracy of the models is decreased. If only a small amount

of data for the specific language were available, then some improvement in performance is
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le with the multilingual system, simply because robust models cannot be trained with
0 little data. It is difficult to predict what amount of language specific data is necessary
re multilingual pooling will degrade performance. This depends of course also on how
close the match between the languages is - the closer the match, the better the chance that

' V_fle pooling will lead to desirable results.

5.2.2 Model combination

\ simple alternative to the multilingual pooling method is to first train models separately on
hoth source and target language data and to then select the specific models that perform
le best on a separate cross-validation set. The reasoning behind this is that when a
imited amount of training data is available, there may be enough data to train models
or the phonemes that occur most, but not enough to train models for phonemes with
a priori occurrence. For these models the source language models can be used. For
ertain phonemes that occur only in the target language, the target language models are
ised irrespective of the amount of training data. This method is very simple to implement
use pre-trained source language models can be used and training on the limited amount
of target language data is computationally inexpensive. The method, however, does not

make optimal use of all the available data.

5.2.3 Model adaptation

Adaptation of source language models using limited amounts of target language data has
been previously researched, mostly for bootstrapping, but also for directly constructing
farget language recognisers. The assumption is that too little target language data is
available for direct training, but that this data may be enough to adapt source language
parameters to sufficiently improve target language performance. The adaptation task is
complex compared to a typical speaker adaptation task and it is therefore expected that

at least a reasonable amount of data will be necessary for adaptation to achieve good
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Multilingual pooling and adaptation are considered separate approaches, but it may lead to

tobust models are trained to begin with and are “fine-tuned” using target language data.
Adaptation on target language data may improve recognition compared to the multilin-
pual models. This is because the accuracy of the models may be improved with the target
language data without sacrificing the robustness of the multilingual models. The method
may also outperform source language model adaptation with target language data because
source language model adaptation only uses the target language data in the adaptation
process, say in the estimation of a transformation. This process may not efficiently ex-
fract the available information, thereby leading to suboptimal performance. This may be
especially apparent when a reasonable amount of data is available in the target language.
Also, adaptation of source language models may “untrain” the acoustic characteristics of
the source language in order to specialise the models for the target language - thereby de-
grading robustness of the models. On the other hand, combined pooling and adaptation is
also prone to “untraining” of the source language acoustics, except that little adaptation
is likely to be necessary, thereby decreasing that risk. Combined pooling and adaptation is

likely to be most useful in conjunction with a technique that adapts the model parameters
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where necessary to effect a target language specific “fine-tuning”.

2.5 Data augmentation

ugmentation usually comprises the transformation of data from one or more speakers
) the space of a new speaker to augment the data from that speaker. It is therefore a
rm of data pooling, but only of transformed data. When using multiple databases for
s-language adaptation this may be of specific interest because differences, other than
anguage, may also be removed as part of the process. When large differences exist between
atabases, the data augmentation approach may deliver an improvement in performance

yer the simple multilingual pooling approach.

Jomputation of the transformation

Jith the augmentation approach, a transformation is applied to the source data to alter it
o better reflect the characteristics of the target data. The transformation can be computed

1 a number of ways, namely

¢ from source data to target data,
¢ from source models to target data,
» from source models to target models and

e the inverse of the transformation from target models to source data.

| data to data estimation approach for the transformation has the disadvantage that it
§ inevitably very simplistic since the elements of the transformation are not accurately
dentifiable. A model to data approach is more powerful since the model can be used to

pmpute occupancy statistics, thereby artificially making the source and target elements of
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ransformation identifiable, aiding in the estimation of multiple transformations. Model
o data transformations can also be optimised easily for maximum likelihood or least square
orror criteria. A model to model transformation is again difficult to estimate since source

nd target model parameters are not identifiable, especially for mixture distribution models.

fa model to data transformation is thus preferred, the choice has to be made between

g source models or target models. Since a larger amount of data is typically available

Application of the data transformation

[he transformation that was computed from source models to target data is used to trans-
orm source data to more closely match the target data. Since the transform is applied
0 labelled speech tokens, the data can be grouped in a meaningful way and multiple re-

ression classes can be identified for transformation. The transformations do not directly

The augmentative transformation of the data is mainly to remove the possibly large bias

etween source and target features and a single transformation may even be used for this

The transformed speech data is pooled with the target language speech data and used
0 train target language specific speech models. The ratio of transformed versus target
nguage data may influence the results as too much transformed data may dominate the
rained model parameters, degrading performance. A way to improve this situation is to

gain fine-tune models using target language data only and is discussed next.
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2.2.6 Combined augmentation and adaptation

odels trained on the augmented data set consisting of the original target data along with
ormed source data are still candidates for target language specific adaptation. This is
e to the fact that the data transformation may be relatively simple, consisting of a single
ggression class and therefore perform mainly channel equalisation and frequency shifting
en the databases and languages. Even a transformation with multiple regression
s will not compensate for the differences in variance between the phoneme data of the
source and target languages. Another reason for performing further adaptation is that the
imount of transformed data may be so much more than the original target data that the

m of the target data is not properly reflected by the pooling process.

Adaptation may therefore further improve performance by more efficiently utilising target
age data in “fine-tuning” the models. At this stage, any adaptation method may
e used of course, but it is expected that an approach that can adapt individual parame-
e1s efficiently may prove to be better than say transformation of a large number of tied

rameters.

[ this section we discussed various strategies for using the source and target data. A
choice now exists between a number of algorithms to be used for the implementation of the
strategies. Various implementation aspects of algorithms also bear discussion in order to

ensure acceptable performance. These aspects are discussed in the next section.

3.3 Cross-language model adaptation issues

In this section we discuss how to apply various methods from the fields of speaker adap-
n and discriminative training to cross-language acoustic adaptation. Cross-language
adaptation of acoustic models is a more difficult and complex task than speaker adaptation

or a number of reasons, including
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® cross-language adaptation performs a SI to SI mapping, rather than an SI to SD

mapping,

acoustic variations across languages are expected to be far larger and more complex

than same-language speaker variations, and

» for speaker adaptation the source models generally cover the acoustics of the target
- speaker well, but are just not very accurate - while for cross-language adaptation the

source models may model the target acoustics poorly to start with.

According to the above criteria, dialect adaptation may be closely related to cross-language
tation, except that the acoustic variations are not expected to be as large. A recent
study on dialect adaptation found that more complex adaptation procedures delivered bet-
er performance than simpler procedures that perform well for speaker adaptation [114].
i35 likely that the complex task of cross-language adaptation will benefit from even more
tomplex adaptation procedures. In the previous two chapters we focussed on methods to
itilise the available data as efficiently as possible and we examined adaptation of all HMM
ameters including duration modelling parameters. In the following sections the specif-
¢ application of Bayesian estimation, transformation-based adaptation and discriminative

lechniques for cross-language adaptation is discussed.

2.3.1 Bayesian adaptation

Bayesian methods exhibit the desirable property of asymptotic performance. This is espe-
tially applicable for cross-language adaptation since a reasonably large amount of data may
vailable in the target language - more than is typically available for speaker adaptation.
The relatively slow adaptation performance of Bayesian techniques may also therefore not
present a great problem, although it may necessitate a larger target language database
than may be needed with alternative approaches. A problem that is related to the slow
adaptation of Bayesian techniques, is the fact that with Bayesian techniques, only observed

ixtures are adapted. This implies that if source and target language distributions overlap
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model mixtures remain unadapted. The effect is reduced by performing a large number of

ptation iterations, but it may still not completely solve the problem.

A partial solution to the problem is to first perform linear transformation-based adaptation
0 increase the overlap of the distributions, thereby reducing the number of unadapted

mixtures. This may, however, have the unwanted side-effect of changing the priors (seeded

languages as possible. In this way the inter-language variability is represented in the source
nodels and can probably best express the expected uncertainty with respect to the para-
neters of a new target language. Such an approach, however, requires the availability of

a from a number of languages and is not attempted in this thesis.

hutions and needs relatively little data for robust estimation. For speaker adaptation, a

notivation for using transformation-based adaptation is its efficiency in coping with spec-

what extent this applies to the cross-language adaptation scenario, but the differences may

be larger and more complex for the cross-language case. Transformation-based adaptation
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t least has the advantage over Bayesian techniques that a large level of mismatch between
source and target distributions is not a problem by itself, the problem rather lies in whether

useful transformation exists and whether it can be estimated accurately.

3 order to perform the complex adaptation expected to be necessary, relatively large
mounts of data will typically be available in the target language. The question arises
shether transformation-based techniques can efficiently use relatively large amounts of da-
nce they do not guarantee asymptotic performance with respect to a target dependent
. An application in which transformation-based systems are expected to deliver an
dvantage over other approaches is when cross-database adaptation is performed as part of

toss-language adaptation.

ct of the mapping and transformation class grouping on the transformation

fhe fact that a phoneme mapping is used in the cross-language transformation can in-
luence the transformation to a large degree. As we have discussed in Section 5.1, the
mapping attempts to find the best source phoneme match for every target phoneme, but
1 there is no real counterpart and an approximate mapping may result. Source lan-
uage phonemes may also be mapped to multiple target phonemes, of which some may
resent close matches, but others not. The transformation is computed from the statistics
whole group of phonemes and the individual statistics from each phoneme mapping
therefore influences the shared transformation. However, the shared transformation, as
quch, transforms each source model to only a single target model, and can therefore not
iminate at all between target classes seeded from the same source model. This is a
ous disadvantage of the transformation-based approach, that, for example, does not
present itself with Bayesian techniques where the parameters of each model are adapted
pendently. This problem may have to be addressed by post-transformation adaptation

sing Bayesian or discriminative adaptation methods.

A related problem caused by shared transformations is that inaccuracies in the mapping -
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hich are unavoidable - translate to bias in the adapted parameters. What this means is
“outlier” source models (mainly due to mapping inaccuracies) influence the shared

ansformations in an unpredictable and undesirable way. The method used to group

hat it depends on position in feature space. Phonetically derived regression classes have
 found to deliver better performance [80] than clustering procedures, perhaps because
ech production) information at a higher level than acoustics is used. The piece-wise lin-
ar feature space transformation implied by model clustering of regression classes is perhaps

i too simplistic assumption for cross-language adaptation.

Adaptation of variance parameters

fhen the potentially large differences between the acoustic properties of languages are
wnsidered, the need for adaptation of variance parameters is obvious. The relationships
etween source model and target data variance may also be quite complex, necessitating
e use of full transformation matrices. In this respect, the log variance transformation of
Section 3.3.2 is applicable since constraints on variance parameters are maintained auto-

natically and parameter accuracy is treated sensibly.

mplementation of variance adaptation entails first performing mean adaptation with MLL-
R, followed by a limited number of variance adaptation iterations. For speaker adaptation
urposes often only a single iteration of MLLR is performed since the initial alignment is
isually satisfactory. For cross-language adaptation, however, a reasonably large number of
iterations may be necessary to achieve satisfactory alignment between the current model
stimate and the target data. It is for this reason that estimation of the variance transform

s preceded by mean transformation, otherwise very inaccurate initial variance estimates
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Nay cause poor convergence.

full, diagonal or block-diagonal transformation

speaker adaptation it has been found that use of a full transformation matrix delivers
er performance than use of either diagonal or block-diagonal matrices (27, 65]. For
our more complex application of cross-language adaptation we therefore also expect full

ransformation matrices to deliver better performance. When computing the transforma-

easons not produce ideal target models. The transformation, though, may be very useful
s a first adaptation stage to deal with large overall differences between source and tar-
sef language distributions. These transformed models can then be used to compute prior
istributions for Bayesian adaptation. Bayesian adaptation may function more efficiently
on transformed models than on source language models (since the fraction observable mix-
ures should improve) and may deliver good performance in the complex “fine-tuning” of
distributions. In place of Bayesian adaptation, discriminative training may also be used to

adapt transformed models or pooled data models. This is the topic of the next section.

5.3.3 Discriminative adaptation using MCE

The main advantage of a discriminative training technique such as MCE over distribution

i

stimation strategies is usually explained in terms of the improved goal of the technique -
jamely to directly improve expected classification performance. Another advantage that is
really apparent in the implementation of discriminative training is that it may use the
available information more efficiently in certain respects. Both Bayesian and discriminative

idaptation approaches suffer from the problem of updating only observed mixtures since
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wvery parameter is updated independently. However, with discriminative adaptation, both
correct and false class tokens are used in computing the update for the parameters of a
e, thereby greatly reducing the fraction of unobserved mixtures. This is especially
applicable when cross-language adaptation is attempted, since the overlap between source

and target distributions for some phoneme pairs may be poor.

Initial models for MICE training

The selection of the initial models to use is very important when MCE is applied because
ilie approach is susceptible to local optima. Use of initial models that already achieve good
erformance, or that are expected to be robust under different testing circumstances is
desirable. In Section 5.2, various strategies were discussed for using multilingual data and
nodels. Some of these strategies produce models that are not necessarily optimal and can
benefit from further MCE adaptation. Models that can serve as possible initial models for

sibsequent MCE adaptation can be produced by

e ML training on pooled multilingual data,

e source language models adapted using Bayesian and transformation-based techniques

on target language data.

¢ multilingual models adapted using Bayesian techniques on target language data.

Bxplicitly multilingual models may be less accurate than target language specific models
since model accuracy is decreased when data from multiple languages are used for training.
However, these models may be more robust because more data is available for estimation
and also because a larger set of contexts are represented. These models may therefore be
suitable as initial models for MCE adaptation and performing MCE adaptation on these
models may improve the accuracy of the models, while retaining some of the robustness

wchieved by the initial training that took place on a large, diverse training set.
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oth source language models and multilingual models that have been adapted on tar-
et language data may produce models suitable for further MCE adaptation. Bayesian
tation may deliver robust model estimates that already deliver good performance.
ransformation-based adaptation may also deliver models that are good starting points for
rther adaptation if large, overall differences between source and target language distri-
ution can be efficiently removed without severely impacting on the robust characteristics
these models. However, it should be taken into account that initial models that have
already been adapted for improved target language performance may be specialised to the

pxtent that they are not as robust as (unadapted) multilingual models.

‘inally, the use of transformed source data to augment target data for model training
nay also produce good initial models for further MCE adaptation. The models should be
more accurate than explicitly multilingual models since the transformation should at least

vartially cornpensaté for differences between the languages.

MCE parameter optimisation

The use of the MCE method for the optimisation of the parameters of HMMs is relatively
gomplicated since gradient-based optimisation has to be used. A further complicating
or is the existence of a number of parameters, namely 7 in the misclassification measure
(Equation 4.6), v and 6 in the loss function (Equation 4.8) and € in the parameter update
[Equations 4.14-4.17). Since these parameters influence the results obtained with MCE,

their importance is analysed at least in a qualitative manner.

The value of 7 determines the degree to which false classes contribute to the misclassifica-
ion measure according to their likelihoods. We have elected to use 77 = 4 since this seems
a reasonable trade-off between choosing the maximum incorrect class and averaging over
the incorrect classes and was found empirically to deliver reasonable results. The value
of 7 scales the slope of the sigmoid and is important because it influences the size of the

eature space region in which observations materially affect the update. Examination of
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on 4.19 shows that for loss close to either 0 or 1, the derivative of the loss with
ect to the misclassification measure becomes small. Smaller values of 7 increase the
over which the derivate of the loss remains large, thereby taking into account more
vations. High values of v lead to the consideration of observations only in the imme-
 region of the decision boundary. In order to effectively use limited amounts of data

and also to be able to significantly shift the current decision boundaries, for example when

of likelihood values that are observed. A value of v = 1 was found empirically to deliver

p00d performance and was used in experiments.

The value of the update parameter € should also be selected. An update value of € = 0.1
was found empirically to deliver good performance and was used in experiments. On-line
raining can also be used, but we have selected to use gradient descent with batch-mode
ipdates for simplicity. An approach whereby € is a linearly decreasing function of the
lteration count is commonly used with MCE adaptation and we selected to also decrease
ihe update value as a function of the iteration count through €, = ¢p(N —n)/N for iterations

1=0,..,N — 1, with N typically set to 10. If a cross-validation set is available, it may be

ised as a stopping criterion for adaptation.

WL

MCE cost function application

It can be reasoned that if a suitably large amount of data is available, that string-level MCE
will optimally achieve the goal of minimum word and string error rate recognition. For a
small vocabulary task such as CDR, the amount of data needed will probably be relatively
small. For vocabulary independent adaptation, however, the amount of data needed to
properly represent a reasonable percentage of phonetic contexts may be quite large. The

use of phoneme-level MCE that implements word error-based phoneme misclassification
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st therefore presents an alternative. Estimation of the misclassification cost can be per-
jormed using pronunciation dictionaries as was detailed in Section 4.5.3 and can therefore
be performed irrespective of the availability of speech databases. In fact, the cost-based
MCE approaches can be applied directly on source language data, without using any target
anguage data and may improve to some extent the class discrimination properties with
respect to target language needs. However, we believe that the availability of at least some

arget language data is essential for the development of accurate speech recognition systems.

A side-effect of the cost-based methods, especially the reward-based method, is that the
amount of adaption is decreased rather than increased. By reducing the loss associated
jith certain categories and even associating a reward with some categories, the overall loss
and therefore indirectly the overall gradient in each iteration is reduced. This is desirable

since over-specialisation can easily happen with MCE if too little target language data is

5.4 Discussion

In this chapter we discussed the issues involved with using data from multiple languages and
databases in improving the recognition performance for a single target language. Strategies
or cross-language use of data and models were proposed, as well as the implementation
of these strategies via adaptation techniques. The suitability of implementing different
sfrategies via specific adaptation techniques were discussed. Overall, the combination of
ihe proposed strategies and their implementation in terms of adaptation techniques presents

4 framework for cross-language use of acoustic information.

Approaches from this framework are applied in the following two chapters on a multilingual

database and on two different databases to empirically evaluate their performance for cross-

language acoustic adaptation.
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