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SUMMARY

MIMO CHANNEL MODELLING FORINDOORWIRELESSCOMMUNICATIONS
by
Bodhaswar Tikanath Jugpershad MAHARAJ
Promotor: Professor Dr L.P. Linde (University of Pretoria, South Africa)
Department of Electrical, Electronic & Computer Engineering

Philosophiae Doctor (Electronic)

This thesis investigates multiple-input-multiple-output (MIMO) channel modelling for a
wideband indoor environment. Initially the theoretical basis of geometric modelling for

a typical indoor environment is looked at, and a space-time model is formulated. The
transmit and receive antenna correlation is then separated and is expressed in terms of antenna
element spacing, the scattering parameter, mean angle of arrival and number of antenna
elements employed. These parameters are used to analyze their effect on the capacity for this
environment. Then the wideband indoor channel operating at center frequencies of 2.4 GHz
and 5.2 GHz is investigated. The concept of MIMO frequency scaling is introduced and applied
to the data obtained in the measurement campaign undertaken at the University of Pretoria.
Issues of frequency scaling of capacity, spatial correlation and the joint RX/TX double direction
channel response for this indoor environment are investigated. The maximum entropy (ME)
approach to MIMO channel modelling is investigated and a new basis is developed for the
determination of the covariance matrix when only the RX/TX covariance is known. Finally,
results comparing this model with the established Kronecker model and its application for the
joint RX/TX spatial power spectra, using a beamformer, are evaluated. Conclusions are then

drawn and future research opportunities are highlighted.

Keywords:
MIMO channel modelling, frequency scaling, capacity, correlation and maximum

entropy.
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OPSOMMING

MIMO CHANNEL MODELLING FORINDOORWIRELESSCOMMUNICATIONS
deur
Bodhaswar Tikanath Jugpershad MAHARAJ
Promotor: Professor Dr L.P. Linde (University of Pretoria, South Africa)
Departement Elektriese, Elektroniese & Rekenaar Ingenieurswese

Philosophiae Doctor (Elektronies)

Veelvuldige-inset-veelvuldige-uitset (VIVU) kanaalmodellering vir 'n wyeband binnemuurse
omgewing word in hierdie proefskrif ondersoek. Die teoretiese basis van meetkundige
modellering vir 'n tipiese binnemuurse omgewing is aanvanklik ondersoek en 'n ruimte-tyd
model is geformuleer. Die stuur- en ontvangsantenna korrelasie is toe geskei en in terme
van die antenna elementspasng, die verstrooiingsparameter, die gemiddelde aankomshoek
en die aantal antennas wat gebruik is, uitgedruk. Hierdie parameters word gebruik om
hulle effek op die kapasiteit van die kanaal te bepaal. Die gebruik van 2.4 GHz en
5.2 GHz in die wyeband binnemuurse omgewing is ondersoek. Die konsep van VIVU
frekwensieskalering is met behulp van metings by die Universiteit van Pretoria getoets en
toegepas. Frekwensieskalering van kapasiteit, ruimtelike korrelasie en die gesamentlike
ontvang/stuur dubbelrigtingkanaalrespons is in hierdie omgewing ondersoek. Die maksimum
entropie benadering vir VIVU kanaalmodellering is ondersoek en 'n nuwe basis vir die bepaling
van die kovariansie matriks wanneer slegs die stuur/ontvang kovariansie bekend is, is ontwikkel.
Laastens word resultate van hierdie model met die gevestigde Kronecker model vergelyk. Die
toepassing van die gesamentlike stuur/ontvang ruimtelike drywingspektra word met behulp
van 'n bundelvormer evalueer. Die studie maak gevolgtrekkings en lig moontlike toekomstige

navorsingsgeleenthede uit.

Sleutelwoorde:
VIVU kanaalmodellering, frekwensieskalering, kapasiteit, korrelasie en maksimum

entropie.
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INTRODUCTION

1.1 BACKGROUND AND MOTIVATION

The rapid growth in the demand for high-speed data rates for both business and residential
applications, bandwidth on demand with high spectrum efficiencies and more reconfigurable
systems and adaptivity to support multiple standards and multiple frequency bands have
accelerated research and development for “last mile” broadband access technologies.
Furthermore with developing countries recognizing the need for such technologies acting as an
enabler for improved quality of life and economic revival, the global needs and challenges for

broadband wireless access both in fixed and mobile type environments are increasing.

Fixed broadband wireless access systems face the challenges of providing high data rates
and high quality wireless access over fading channels at almost wire-line quality as they are
often compared to cable modems and asynchronous DSL (XADSL), which operate over fixed
wire-line channels. The use of multiple antennas at both the transmitter (TX) and receiver
(RX) side of a wireless link is one of the most promising technological means to address
the challenges described. This is known as multiple-input-multiple-output (MIMO) antennas
and when used in combination with signal processing and coding, it is proving to be a good
implementation choice.

The major impairment of a wireless system is fading caused by destructive addition of
multi-paths in the propagation medium and interference from other users. The performance
improvement gained from MIMO is achieved through array gain, diversity gain, interference
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suppressiorand multiplexing gain. In array gain, multiple antennas can coherently combine
signals to increase the signal-to-noise ratio and thus improve coverage. This coherent
combination can be employed at both the TX and RX and to be exploited, one needs channel
state information (CSI). Since accurate CSl is difficult to obtain at the TX, array gain is more
likely to occur at the RX. Spatial diversity through multiple antennas can be used to combat

fading and significantly improve link reliability.

Diversity provides the RX with several (ideally independent) replicas of the transmitted
signal and is therefore a powerful means to combat fading and interference. Time diversity (due
to doppler spread) and frequency diversity (due to delay spread) are the more common forms [1],
but in recent years the use of spatial or antenna diversity has received prominence. Diversity
gain can be obtained at both the TX and RX end. Space-time codes (that is coding across space
{antennaj and across time) developed in [2] help to realize the transmit diversity gain without
knowing the channel at the TX. The idea of separating signal transmissions in a temporal and
spatial domain has been previously implemented in systems which use multiple antennas at
the RX side and a single antenna at the TX side, referred to as single-input-multiple-output
(SIMO) systems [1]. Such systems are known to provide spatial/receiver diversity and
together with maximum ratio combining can provide higher capacities. As mentioned above,
multi-path fading is seen as one of the major impairments in wireless systems. With the use
of multiple antennas in the MIMO systems, the multi-path environment is exploited through
spatial multiplexing to achieve enhanced capacities, increasing linearly with N, where N is the
minimum number of antennas on the TX and RX side [3-5]. Since the separation of the data
streams happens in the spatial domain through the many different propagation paths in the rich
scattering environment, one is able to transmit several data streams simultaneously at the same
time within the same frequency interval and without increasing the overall transmit power of
the system. The deep fades can be eliminated and the signal levels are higher and fluctuates

much lesser over time [6, 7].

Interference suppression in multiple antennas can be used to suppress co-channel
interference, hence increasing cellular capacity. For a fixed line MIMO system [8], where the
channel changes is negligible and have perfect channel state information at the TX, one can use
advanced schemes with waterfilling [9], yielding optimal performance of the MIMO system.

Where the CSI is imperfect [10], the TX would rely on the average spatial statistics from the

DEPARTMENT OF ELECTRICAL, ELECTRONIC & COMPUTERENGINEERING 2
UNIVERSITY OF PRETORIA
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RX, which could result in sub-optimal channel capacity [11]. In the case where the channel
may experience fast fading but the average channel statistics do not [12], transmission schemes
like eigen-beam forming can be applied. Ivrlaas shown in [13] that it is possible to achieve
almost the same capacity as in the case with perfect CSI when average channel information

was used.

In the final analysis, achieving the best performance can finally be attributed to having the
most reliable channel characteristics. Since the performance of the MIMO system is highly
channel dependent, it is essential to accurately characterize the channel by understanding the
complex spatial behavior of the wireless MIMO channel [14]. Although statistical analysis [15]
and ray tracing [16] are useful for modelling, these tools often do not represent the true channel
behavior. Hence this research work is exactly addressing the above-mentioned issues, but with

particular reference to the fixed broadband wireless indoor MIMO environment.

1.2 AUTHOR' S CONTRIBUTIONS AND OUTPUTS

1.2.1 Research Contribution

The author’'s main research contribution can be summarized as follows:

e The author presents a new geometrical model for the indoor environment with separate
transmit and receive antenna correlation expressions in a closed form. Using this, the
effect of capacity in such a system based on the effects of scattering, antenna element
spacing, angular orientation of antenna array and number of antenna elements deployed,
Is determined. Using the results here as a basis the usefulness of a measurement campaign

Is suggested.

e Then a unique low cost wideband MIMO channel measurement system, developed in the
University of Pretoria (UP) wireless research laboratory, for the measurement campaign
undertaken at 2.4 GHz and 5.2 GHz using uniform linear arrays (ULA) and uniform

circular arrays (UCA), is presented.

e The different types of metrics which have been determined are presented so as
to characterize the channel and describe the channel behavior. The concept of

frequency scalingh MIMO systems has also been developed. Two new frequency scaling

DEPARTMENT OF ELECTRICAL, ELECTRONIC & COMPUTERENGINEERING 3
UNIVERSITY OF PRETORIA
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models,one for capacity using a UCA and the other for spatial correlation for the ULA

are contributed.

e Steinbauer’s [17] work for the double directional radio channel is extended. New
expressions for the double directional response is defined in terms of joint spatial power
spectra for two different types of beamformer methods. fiéguency scalingechnique

is then applied.

¢ A new method and the corresponding analysis are presented to determine the maximum
entropy estimate of the full joint TX/RX MIMO channel covariance matrix, where
knowledge of only the separate TX and RX covariance is assumed. This is then compared

to the well known Kronecker model [18].

1.2.2 Journal Publications

The following peer reviewed and accredited journal articles have been published by the author

as part of his research activities.

e B.T. Maharaj, J.W. Wallace, L.P. Linde and M.A. Jensen, "Frequency scaling of spatial
correlation from co-located 2.4 GHz and 5.2 GHz wideband indoor MIMO channel
measurementsElectronics Letters, vol. 41, no. 6, pp.336-338, March 2005.

e B.T. Maharaj, J.W. Wallace, L.P. Linde and M.A. Jensen, "Linear dependence of double
directional spatial power spectra at 2.4 and 5.2 GHz from indoor MIMO channel

measurementsElectronics Letters, vol. 41, no. 24, pp. 1138-1340, November 2005.

e B.T. Maharaj and L.P. Linde, "Geometric modelling of a spatially correlated MIMO
fading channel” SAIEE Africa Research JourndEEE/SAIEE-AFRICON '04 Special
Issue, vol. 97, no. 2, pp. 191-197, June 2006.

e B.T. Maharaj, J.W. Wallace, L.P. Linde and M.A. Jensen, "A low cost open-hardware
wideband MIMO wireless channel soundelfZEEE Transactions in Instrumentation and

Measurement, completed first review, July 2007.

1.2.3 Conference Proceedings

The author’s research work as reflected in this thesis, contributed the following outputs through

publications in the following peer reviewed and accredited conference proceedings:

DEPARTMENT OF ELECTRICAL, ELECTRONIC & COMPUTERENGINEERING 4
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e B.T. Maharaj and L.P. Linde, "Capacity for spatial-temporal correlated MIMO fading
channel”, Proceedings of IEEE AFRICON 20040l. 1, pp.269-274, Gaborone,
Botswana, September 2004.

e B.T. Maharaj, J.W. Wallace, L.P. Linde and M.A. Jensen, "A cost-effective wideband
MIMO channel sounder and initial co-located 2.4 GHz and 5.2 GHz measuremients”,
Proc. 2005 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP)vol. 3, Philadelphia, PA, USA, 18-23 March 2005, pp. 981-984.

e B.T. Maharaj, J.W. Wallace, L.P. Linde and M.A. Jensen, "Co-located indoor 2.4- and
5.2- GHz MIMO channel measurements: frequency scaling of capacity and correlation”,
in Proceedings of 2005 IEEE International Conference on Telecommunications (ICT’05)
Cape Town International Conference Centre, Cape Town, South Africa, May 2005,
CD-ROM.

e B.T. Maharaj and L.P. Linde, "Frequency scaling of capacity for a co-located 2.4 GHz
and 5.2 GHz wideband indoor MIMO circular array system™Proc. IEEE ICTe Africa
KICC, Nairobi, Kenya, 17-21 May 2006, CD-ROM.

e B.T. Maharaj, J.W. Wallace and L.P. Linde, "MIMO channel modelling: the Kronecker
model and maximum entropy”in Proc.2007 IEEE Wireless Communications and
Networking Conference (WCNjong Kong, 18-23 March 2007, CD-ROM.

1.2.4 Invited Paper

e B.T. Maharaj, J.W. Wallace and M.A. Jensen, "Comparison of double-directional
channel response at 2.4 and 5.2 GHz from indoor co-located wideband MIMO channel
measurements’in Proceedings of General Assembly of International Union of Radio
Science (URSI-GA '06UJRSI - GA06, New Delhi, India, 23-29 October 2005.

1.2.5 Additional Contributions

These contributions were based on the work related to that done by the author either as work

done through supervision or collaboration.

e B.T. Maharaj, JW. Wallace and M.A. Jensen, "Experimental evaluation of the

MIMO wideband channel temporal variationt) Proceedings of General Assembly of
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InternationalUnion of Radio Science (URSI-GA 'Q&)RSI - GA06, New Delhi, India,
23-29 October 2005.

e B.B. Varghese and B.T. Maharaj, "A spatially correlated model for MIMO fading
channels”jn Proceedings of 2005 IEEE International Conference on Telecommunication
(ICT '05), Cape Town International Conference Centre, Cape Town, May 2005,
CD-ROM.

1.3 QUTLINE OF THESIS

Chapter Two gives the reader an overview of the the description of the MIMO system and
a brief introduction to MIMO channels. Some of the propagation based developments for
geometric models, ray tracing, statistical modelling and measurements based are discussed.
The double directional channel case is outlined and then the MIMO capacity for the case where

no CSI information at the TX, is presented.

Having developed a geometric model, one needs to establish the accuracy of this model for
a real indoor environment. Hence in Chapter Four the University of Pretoria’s and Africa’s
first wideband 8 x 8 MIMO channel sounder is presented. The uniqueness of this system,
compared to some of the commercial systems available, lies in the fact that it is largely
constructed from off-the-shelf components, hence making it low cost and easily within reach
of most research groups’ budgets. A description of the system deployed for this research work
is outlined and this is followed with the description of the indoor measurement environment
where the measurement campaign was undertaken. Finally, anéegposrr data collection

and calibration procedure is presented.

Having undertaken the measurement campaign, the data was analyzed and various metrics
such as capacity, spatial correlation and joint TX/RX beamforming, which can be used to
characterize the channel in Chapter Five, are looked at. Initially some bulk statistics are
presented, and then capacity (eigenvalues) for this environment is evaluated at both 2.4 GHz
and 5.2 GHz. The analysis for the indoor environment leads to the development of the
frequency scalingnodel of capacity for the UCA. Modelling of the separate spatial correlation

for the ULA is developed and the new model is analyzed, justifying its accuracy and also
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establishinga new frequency scalingrelationship. Finally, a joint TX/RX beamforming
(eigenvectors) model is developed and a closed form expression is derived in order to
determine the joint spatial power characteristics in the channel. This is then compared with

the conventional Bartlett and the Capon Beamforming techniques both at 2.4 GHz and 5.2 GHz.

Chapter Six describes the mathematical development of a new approach using maximum
entropy, where, in order to derive the full joint covariance, only on knowledge of the separate
TX and RX covariances is required. This unique model is compared to one of the most popular
and well known models, viz. the Kronecker model. This model has some improvement over

the Kronecker model and also shows great potential for further research and investigation.

Based on the techniques, analysis and results presented, Chapter Seven summarizes the

conclusions and offers opportunities for further research and investigations.
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CHAPTER TWO

CHANNEL MODELLING: AN OVERVIEW

2.1 MIMO COMMUNICATION SYSTEM MODEL

A block diagram for a generalized MIMO wireless communication system can be represented
as that shown in Figure 2.1, where the system is divided into the space-time coding and signal
processing parts and then multiplexed onto the N transmitter elements and finally through the
channel. It is assumed that a set of Q independent data streams represented by the symbol
vectorb(™ is encoded intaV; discrete-time complex baseband streasfis at the transmitter

as described in [19], where n is the time index. These input symbols are then converted into
discrete-time samples by coding in space acrosditheutputs and over time through sampling.

This is then converted into a continuous-time baseband wavefHim,), with w being the
frequency. This signal is then up-converted and fed into/Yheantennas after any filtering

and amplification. At the receiver the signal is combined from Ahgchannels to produce

the continuous output vector wavefof¥w), which is then matched-filtered and sampled to
produce the discrete-time baseband sample styg¢am Thisy™ signal is finally space-time

decoded to generate the estimated transmitted syniioldpr the Q independent data streams.
Hence the baseband MIMO input-output relationship can be expressed as

y(t) = H(t) * x(t) + n(t) (2.1)

wheren(t) is additive white Gaussian noise (AWGN) andenotes the convolutio (¢) is

an NxM channel impulse response matrix. Equation (2.1) can also be written in the frequency
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domainas
Y (w) = Hw)X(w) + n(w). (2.2)

S-T Coding Demultiplexing Cutput
Madulation Weighting Q Data
Weighting Demaodulation Symbols

Multiplexing 3-T Decoding PAEY

Mt Element Mg Elament
Transmitter Receiver

FIGURE 2.1: Block diagram of a generic MIMO wireless system

Each elementd;;(w) represents the transfer function between fhe transmit andi‘h
receive antenna. If the signal bandwidth is sufficiently narrow so that the channel response
Is constant over the system bandwidth (frequency flat channel), or when the wideband signals
can be divided into narrowband frequency bins and processed independently, then equation (2.2)

can be written as

y = Hxtn (2.3)

whereH is the narrowband MIMO channel matrix. In order to study the MIMO channel
capacity, the elements of the narrowband MIMO channel matrix is assumed to be independent,
identically distributed (iid) and at best, the data streams Q, would be equal to the r&hk of
However, in real MIMO systems factors such as antenna impedance matching, antenna element
spacing, polarization properties and degree of scattering influence these and affect the system

performance.
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2.2 MIMO SYSTEM CAPACITY

M

In the single-input-single-output (SISO) system, the ergodic (mean) capacity of a random
channel withNy = Nz = 1 and an average transmit power constrained’pycan be written
as [20]
C=FEy {maXI(X;Y)} (2.4)
p(z):P<Pr

where P is the average power of a single channel codeword transmitted over the channel
and E'; denotes the expectation over all channel realizations. The channel is thus defined [20]
as the maximum of the mutual information between the input and the output over all statistical

distributions on the input, that satisfy the power constraint. If each symbol at the transmitter is
denoted by, the average power constraint can be written as

P=E[p?] < Pr. (2.5)

Using (2.4), the ergodic (mean) capacity of a SISO sygt&m= Ni = 1) with a random
complex channel gaihy; is given in ([15]) as

C = Ey {logy(1+ p. |hui[*} (2.6)

where p is the average signal-to-noise ratio (SNR) at the receiver branch.|h,{f is
Rayleigh,|h11|” follows the chi-squared distribution with two degrees of freedom [21]. Thus

equation (2.6) can be written as [15]

C = Ey {log,(1+ p.x3} (2.7)

wherey? is a chi-squared distribution random variable with two degrees of freedom.

Thus, using equation (2.7) one can show as in Figure 2.2 the Shannon capacity for a
Gaussian channel and the capacity of a Rayleigh fading channel for a SISO channel, where the
Rayleigh fading plot is as in [22].

For the MIMO system we can write the capacity of a random channel with power constraint
Pr and transmit vectoiX(w), whose elements are complex Gaussian-distributed random

variables, as
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FIGURE 2.2: Ergodic capacity for a SISO channel vs SNR

C = Ey { max  I(x, y)} (2.8)

p(x):tr(Ra)<Pr
whereR, = FE {xxH} is the diagonal elements of the transmit covariance representing the
transmit power from each antenna, tr(.) denotes the traeces the total transmit power limited
by the constraintr(R) < Pr and K-} is the expectation.

Now the ergodic (mean) capacity for a complex additive white Gaussian noise (AWGN)
MIMO channel can be expressed as [9], [15]

P
which can also be written as
C=FEpy {10g2 [det (INR + NLHHHH } (2.10)
T

wherethe average sinal-to-noise ratio (SNR)gis= % at each of the receiver branch

antenna elements.

The MIMO channel capacity can also be analyzed from equation (2.10) by using the
eigenvector decomposition (EVD) [19] or singular value decomposition (SVD). Hence, the
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productHH” = ¢A¢M, where ¢ is the eigenvector matrix with orthonormal columns and
is a diagonal matrix with the eigenvalues on the main diagonal. Thus, equation (2.10) can be

re-written as
C =FEy {log2 [det (INR + NigAgH)} } (2.11)
T

If the SVD is used, then one can write
H = Usv# (2.12)

whereU andV are unitary matrices anfl is a matrix with singular values on the main
diagonal. The number of non-zero singular values, k, on the diagoisadjives the rank of the

channel matrix, where the rank can be generally expressed as

rank (H) = k<min {Nr, Nz} (2.13)

Now one can re-write (2.11) using (2.13) and noting that the determinant of a unitary matrix
equals 1, one obtains
k
_ P
C=Ey {;mgQ (1 + N—TAi> } (2.14)
where)\; is the eigenvalues of the diagonal matrix The ideal maximum capacity would
be attained when each of thé- transmitted signals is received by the same sét gteceiver

antennas without any interference.

With optimal combining at the RX and only receive diversity fie.= 1), one can write the

channel capacity as

C=Fy {log2 (1 + p.XgNR)} (2.15)

WherengR is a chi-distributed random variable wiiv; degrees of freedom. As in [15],
for N transmit antennas and optimal combining between\theeceive antennas, the capacity

can be written as

C=EgdNplogy |14+ L2 |4 (2.16)
Nt R
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Figure2.3 shows the implementation of equation (2.16), which represents the ergodic capacity
upper bound of a Rayleigh fading MIMO channel witp» = Np = 8, when compared to

a SISO channel with the Shannon capacity bound. Although this is a special case, it proves
the inherent potential and research imperatives that need to be undertaken so as to exploit this

opportunity of improved capacity in wireless communications, for example [2, 23-25].
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FIGURE 2.3: Comparison of Shannon capacity for SISO and ergodic capacity for Rayleigh
fading MIMO Channels.

2.2.1 Water-Filling Capacity

The capacity can be obtained if one can determine the covariBycthat will maximize
equation (2.8). Having been able to shélvin terms of the SVD as in (2.12), and sind
IS unitary, one can write

x' = Vix (2.17)

and
R, = E{x'x"} = V'R,V (2.18)

Using equation (2.18), it is shown in [26] that to maximize equation (R8)must be diagonal.
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Thecapacity expression can then be written as [19]

Nr S2R
_ 1 1 i Y, id 219
O {R;EIHR(:%X <Pr} ZZI 089 ( + 0.2 > ( )

ERTAS

where R’

T,1%

representshe optimal transmit power on th&: un-encoded stream arft} is

the power gain of thé'h eigenchannelR,, ;; can be maximized in (2.19) by using Lagrange
multipliers in order to obtain a waterfilling solution [20,26-28]. The waterfiling method
allocates power proportionally to the high-gain channels and generally would not use the weaker
channels. As shown in [29], by using the waterfilling technique, one can have increased capacity

by exploiting the improvement in the quality of the channels.

2.2.2 Uninformed Transmitter Capacity

When the transmitter does not have channel state information (that is it does notEkpow

it would divide the power equally among all thé, transmitter antennas. This implies that
R, = (Pr/Nr)I and substituting this into (2.8) results in the uninformed transmitter capacity
[15].

P
Cur =logy [T+ — L_HH" (2.20)

TU2

2.2.3 Diversity and Spatial Multiplexing

In traditional antenna diversity the TX is used to send duplicate copies of the same information
to the RX so as to increase the reliability of detection. With MIMO one would have the

capability of exploiting the channel spatial degrees of freedom as it enables one to send
distinctly different streams of information through the channel, hence increasing the throughput
and spectral efficiency. Depending on the application and quality of service requirement, this

combination of diversity and spatial multiplexing can vary as described in [30].

Diversity systems used for reducing branch signal correlation are also applicable to
improving MIMO systems’ performance. Low correlation is a good indicator for MIMO
system performance [31], but need not necessarily be a sufficient condition. The pinhole or
keyhole channel could exist as described in [32—35], where there is high correlation but also

high capacity. This motivates a case for importance of knowledge of the channel and the
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propagtion environment having rich scattering.

Low correlation is achieved when each antenna provides a unique weighting to each
multipath component based on its direction of departure (DOD) and direction of arrival (DOA).
Systems would generally use a combination of the weighting based on the arrival phase due
to antenna location (spatial diversity) or on magnitude and phase due to antenna pattern or

polarization characteristics.

Generally low correlation would occur for a large set of multipaths with large angular
spread created by a rich scattering environment. This could produce a low SNR, which in turn
decreases the channel capacity [31, 36]. The effect that antenna spacing (branch correlation)
has on capacity has been investigated in [14], where it is shown that a wide antenna spacing
resulted in a low correlation for 2 x 2 channel and as the antenna spacing decreased due to
the adding of more elements across a constant array length, the capacity per antenna dropped
due to the higher correlation between adjacent elements. Similar phenomena was also reported
in [37—41], where it is shown that the increased signal correlation degrades the MIMO system

performance.

2.3 MULTIPATH CHARACTERIZATION

2.3.1 Beamforming

Beamforming and subspace-based methods form part of the spectral-based approach [42]. One
'steers’ the array in one direction at a time and measure the output power. The maximum power
at each of the steering positions gives the direction of arrival (DOA) estimates. This output can

be written as a linear combination given by

y(t) = wim(t) = wx(t) (2.21)
=1

wherex is the array output vector (for example DOA emitter signals)wrisd the weighting

vector.

For samples y(1), y(2), ...,y(N); the output power is measured by
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1 & 1 & ,
P(w) =+ lz_: ly(t)|)* = ~ lz_: whx(t)x? (t)w = wHRw (2.22)

whereR is the sample covariance matrix and can be written as [42]

~ 1 I
R=— > x(t)x"(t) (2.23)

t=1
2.3.2 Bartlett Beamformer

The Bartlett or conventional beamformer dates back to World War Il and it is an extension of
the Fourier-based spectral analysis to spatio-temporally sampled data [43]. For a particular
array geometry (for example the UCA) this algorithm maximizes the power of the beamforming

output for a given input signal.
If one wishes to maximize the output power from a certain diredtjadhen the array output,
corrupted with additive noise, can be written in terms of the steering vectand the baseband

signal waveform, s(t) as

x(t) = a(f)s(t) + n(t) (2.24)

The maximum output power can be formulated and the weighting vector can be determined [42,
43] as

Wpp = ——o~t (2.25)

Thisweight vector can be interpreted as a spatial filter, which has been matched to the impinging
signal. One can then insert equation (2.25) into equation (2.22) to obtain the spatial power
spectrum as [42]

af(9)Ra(0)
Ppp(0) = —7——~" 2.26
o) = g G)a(0) (220
For the UCA case the steering vectgl) can be written as
ayca = exp(j2n(x cosf + ysin b)) (2.27)
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wherex and y are the resolved co-ordinates for each antenna element as shown in Figure 2.4,

thus making it possible to determine the beamforming spectra versus DOA.

FIGURE 2.4: Uniform circular 8 element antenna array layout

2.3.3 Capon Beamformer

Capon’s beamformer attempts to minimize the power contributed by noise and any signals
coming from other directions other th&nwhile still maintaining a fixed gain in the direction
of 4. Capon [44] proposed a different method based on the optimization problem formulated as

min P(w) (2.28)
subject tow"a(f) =1

whereP(w) is as defined in equation (2.22). Using the technique of Lagrange multipliers,

one can find the optimal' as [44]

R 'a(0)
allR-1a(f)
andinserting equation (2.29) into equation (2.22) leads to the spatial spectrum

Weoap = (2.29)

Poap(8) = (2.30)

1
afl (f)R~1a(h)
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Consequentlyusing equations (2.30) and (2.27) one can determine the spatial power for
DOA. The Capon beamformer generally performs better than the Bartlett beamfomer as it uses
every available degree of freedom to concentrate the received energy along one direction, since
the constraint minimize® (w) as compared to the Bartlett beamfomer which maximizes the
output power. However the Capon beamfomer can suffer from noise enhancement as a result of
R~! as shown in (2.30) and is also dependent on the SNR and array aperture in resolving the

spectral power content.

2.3.4 Double-Directional Channel Model

The double directional concept includes angular information which is defined in terms of
paired discrete plane-wave departures and arrivals at both the TX and RX. This is described
through the propagation channel approach [45] where the TX and RX antennas can be excluded.

Generally, the local propagation scenario can be represented in a system-related fashion by

the multi-dimensional spreading function (MDSF) as [46]

§ = (V7 T, PR, SOT) (231)

where v is the Doppler shifty is the delay,pr is the angle of arrival at RX andyr is the

angle of departure at the TX.

One can express the input-output relationship through convolution of the MDSF in
multi-dimensions. The approach used here is to describe the directional case via the
time-dependent complex channel impulse response (CIR){as ¢r) and the non-directional
case a%:(t, 7). The RX antenna coherently sums up components from all directions, weights
them with the complex antenna patterf(¢r), and thus integrates over the respective angular

domain as [46]

h(t7 T, SOR) - / h’(t7 T, 9T, QOR)QT(QOT)dQOT (232)

—T

h(t, 7') = /W h(t, T, goR)gR(goR)dgoR (233)

—T

whereT and R represent the transmit and receive, respectively.
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Fromthe above, one observes tht, 7) is the angle integrated directional channel impulse
responseh(t, T, pr), While the directional channel impulse response is the angle integrated
double directional channel impulse respohée 7, ¢r, ¢r). Hence, the propagation channel is

now described by the double directional channel response.

The double directional channel model [45, 46] separates the radio transmission chain into
the TX antenna, double directional channel and the RX antenna. The TX antenna would
essentially distribute the RF energy into the respective directions of departure (DOD), while
the RX antenna would collect and capture the signal from the different angles of arrival (AOA)
by weighted combination. The double directional channel includes all resolvable propagation
paths, L, between the TX and RX and can be expressed by the CIR as shown in [46].

Now the wideband MIMO channel response can be computed for any antenna constellation
as [46]

L

h(t, 7, 2R, 27) = Z h(t, T, R, ng’i)gR(gDRJ-)gT((pT,Z-)e’jET(“"R’iﬁRe’jET(“"Tvi)fT (2.34)
i=1

where L= is the overall number of multipath components aggregated over all domains,
and ¥ are the vectors of the chosen element position measured from an arbitrary but fixed

reference point on the corresponding array. The exponéntaims in (2.34) are defined as:

-,

2
kT (o). 2% = Tﬁ(wcosecosgo+ycosa€singojL zsine) (2.35)

When the true channel behavior is represented by the above equations, the multipath
parameters may then be measured using conventional beamforming [42], basis matching
techniques [47], or parametric estimation algorithms such as ESPRIT [42, 48, 49].

2.3.5 Ray Tracing

Ray tracing is a technique that allows multipath routes to be predicted from positions off
walls and other reflecting surfaces through the creation of either two-dimensional (2D)

or three-dimensional (3D) models from modelling the electromagnetic excitation in that
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environment. This allows not only the signal strengths of the multipath components, but also
their angles of arrival and departure from the transmitter and receiver to be estimated, hence

allowing one to determine the channel capacity.

The ray tracing approach can be extremely computationally intensive [16], especially if
one has to include line-of-sight (LOS), reflected, transmitted, diffracted, scattered and some
combined rays. Therefore, generally simple scenarios are considered and have emerged as the
most popular technique for the analysis on site-specific scenarios [50-52]. Some of the more
commonly used ray tracing methods are the shooting and bouncing ray launching algorithm,
the image method and the hybrid acceleration method of ray tracing algorithms [53].

Ray tracing techniques have shown some promise in predicting large scale path loss
variation, with the average error standard deviation being 7.2 [53], but preliminary comparisons
of ray tracing with MIMO measurements indicated that the simulations tended to underestimate
the capacity [54]. However, recent propagation prediction and site planning for an indoor
environment yielded an error standard deviation of less than 3dB [55] for a specific case. There
have been some promising results for AOA and AOD when compared with measurements
which, when combined with the random distribution of the phase [56,57], can be used to
characterize the channel. However, integration of the ray-tracing approach for outdoor/indoor
propagation through windows and reflection as well as transmission through complex walls
with 3D would be required to improve the accuracy of the technique [58, 59] and enable it to

be more generally used.

Although some work using ray tracing to predict MIMO capacity variation with array
location and antenna spacing [40, 60] and spatial power signature in the channel [61] have been
reported, more opportunity exists for research into the modelling and computational efficiency

versus accuracy in this complex arena.

2.3.6 Geometric Models

Geometric models capture the spatial multipath behavior range in complexity and can be
represented by various physical properties [62]. For the narrowband case they can be the

received signal power and time varying amplitude (fading) distribution, but for wideband
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systemgproperties such as angle of arrival (AOA), angle of departure (AOD), time of arrival
(TOA), time delay spread and adaptive array antenna geometries become relevant in order to
improve the accuracy of the representation of the physical channel. Some of the models briefly
mentioned hereafter will vary in the complexity of the geometry and the scattering mechanisms
considered, largely due to computational and numerical limitations in finding closed form

solutions.

In the one-ring model [37], the transmitter (TX) is assumed to be elevated and hence,
assumed to be unobstructed by local scattering, while the receiver (RX) is surrounded by
scatterers. There is also no-line-of-sight component between TX and RX, the scattering is
uniformly distributed at the RX across some angleo that each ray is assumed to be reflected
only once and all rays reach the receive array with the same power. In [37], they derive an
equation for the channel covariance which is in terms of some of the geometrical parameters
and can be evaluated by numerical analysis. Similarly the two-ring model [63] is derived where

there is a ring of scatterers at both the TX and RX.

In [64, 65] a model is proposed that uses the von Mises angular probability density function
(PDF) as the angular PDF at only the RX and also considers the Doppler spread distribution.
The von Mises angular PDF is proposed as a versatile model for the representation of the angular
PDF as it compared well with measured data [66]. Furthermore it has a scattering parameter
x that can be varied depending on the scattering for that particular environment. In [64] the
channel covariance can be written as
exp [jcpg cos(a)

Io(r)
+2aby,m, cos(5 — @)

b [Hp,n(t)Hfm(t + 7’)] = Io({FLQ —a® — bim - iqu sinz(oz)

+2¢pq7 sin(a)[asin(@) — bpm sin(/3)]
—j2k[acos(p — @) — bum cos(p — )
—cpgy sin(a) sin(p)] }/?) (2.36)
and the von Mises PDF is defined by the angular PID#, as

_explrcos( — )]
p(6) = 2rly(K)

(2.37)
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whered,, andd,,, arethe element spacing at the BS and MS respectivelg, the direction
of the moving MS,r is the relative time difference between the two linKg,, and H, ,,,
fp = v/Xis the Doppler shift withw being the speed of the M8,€ [—=, ), 1 is the mean

AOA at the MS and,(-) is the zero order modified Bessel function.

The above model has a closed form expression and can therefore be used to analytically
study the channel covariance and the impact of the various model parameters on the capacity,
both for LOS and NLOS scenarios. This model is adapted for an indoor scenario where

scattering at both the TX and RX is considered, and is analyzed in Chapter 3.

The distributed scattering model was proposed in [67] to describe outdoor MIMO
propagation channels. Here the TX and RX are obstructed by the surrounding scatterers which
are located at a distance large enough from the TX and RX so that one can assume the signals
as plane waves. Assuming that there are a large number of scatterers (S), having random fading,

the MIMO channel transfer function can described by

I i 1/2 T/2
H=—R/)’ GR G.R (2.38)
\/g (s 0s,2D; /S Tt V0, dy
where L is the normalization factorG, and G, are random matrices with iid zero mean

NG
complex Gaussian elementBy, 4,, Ry, 2p,/s, Ry, 4, are the correlation matrices seen from

the transmitter, the virtual array and receiver respectivilythe array element distance af)d

is the AOA of thei*" scatterer.

In [68] a wideband SISO multipath channel model was proposed for the indoor scenario
based on an indoor measurement campaign. The multipath components were observed to arrive
in groups and therefore the scatterers could be separated into clusters. This Saleh-Valenzuela
model was extended for MIMO channels in [69-71], taking into account the statistics of the

AOA and AOD, giving the coefficient of the narrowband channel matrix as
Hyp = / WHEOH O, 0T YW T (07)do" ap® (2.39)
2w J 2w
where W/ (0) = GFexpljyl(0)], with GI' being the antenna gain patters)’(9) =
27z} cos() + yl'sin(f)], P e (T,R) and q ¢ (m,n). This model was compared with
narrowband indoor channel measurements and reported good accuracy in terms of channel

capacity PDF.
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A directional channel model developed by the European research initiative COST259 was
reported in [72], and can be used to model different MIMO propagation channels. The double
directional channel impulse response (DDCIR) was derived as

Hy(t,7,0%) = | GE(07)Hp(t, 7,07, 67)dO” (2.40)
oT
whereG?Z (67) is the complex antenna pattern for théh transmit element)z anddr are the
corresponding AOA and AOD at the RX and TX respectively andndn are the number of

TX and RX elements respectively.

To simulate the channel as described in [72], a layered approach whereby different
environments have been separated into three levels was followed. The top level is the cell
type and each cell type includes the second level, namely the number of radio environments.
For each of the radio environments, some propagation scenarios have been identified, hence
forming the third level. Each of these levels have certain input parameters which are either

known, measured or statistically obtained to model the channel.

Other known models are the Virtual Channel Model [73] and EM Scattering model
as presented in [74-76], where the properties of the channel and antennas are taken into
account. This model has two discs of scatterers for transmit and receive and the scatterers
on each side are organized into clusters. The model includes antenna polarization properties

through the antenna functions, consequently enabling one to also study depolarization.

Others [77-80] have also modelled the scatterers as discrete objects which can represent
specific scatterers in the channel, or they can be defined by some statistical function such as
a Poisson process in proximity of either the TX or RX. Assuming a single or double bounce
scattering mechanism, the channel response can be determined. In real world channels it may
not be possible to completely describe the channel by these limited number of parameters and
one may be able to validate the geometric models that describe the radio channel in certain
environments. Hence there will always be some limitation (which can be taken into account)
to geometric modelling, but they will always form an important aspect to wireless channel

characterization [81].
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2.4 CONCLUSION
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A

CHAPTERTWO

This chapter has presented an overview of some of the modelling techniques one could
use to characterize a wireless channel, as well as some of the research activities that have
been undertaken, and are still ongoing, aimed at reliably and accurately representing the
electromagnetic propagation in the MIMO channel. The collective importance and integration
of electromagnetic theory, signal processing and communication theory lends much opportunity

for further research into MIMO channel modelling.
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GEOMETRIC MODELLING

3.1 INTRODUCTION

In a traditional macro-cell type wireless communication scheme, the base station would be on
some elevated tower and not be surrounded by many close local scatterers, while the receiver
would most probably be at ground level, either in a building, automobile or on the street, which
would be surrounded by many local scatterers. Investigations in [37,64, 82] focused on the
spatial correlation effects for the above scenario, where the scattering could vary from isotropic

to highly non-isotropic scattering.

With the opportunity for wireless local area networks achieving very high data rates for
multiple users, the space-time correlation of such channels needs to be investigated [82]
so that adequate and appropriate channel models can be adopted. The geometrically based
modelling approach used in [64, 83, 84] is considered, but applied specifically for an indoor
fixed wireless environment [85] with different scattering PDF configurations at the transmitter
and receiver, with the derivation of space-time correlation function. For the fixed wireless
scenario considered herein, isotropic scattering at the transmitter end is considered, while
the angular distribution of the scatterers at the receiver follows the von Mises probability
distribution function (PDF) [64]. The approach used here is to derive the joint space-time
correlation function and then separate the transmit antenna and receive antenna correlation.
Consequently one derives expressions for the transmit antenna correlation in terms of antenna
element spacing and the receive antenna correlation in terms of the scattering parameter k,
antenna element spacinfy,, d,,, and mean direction of angle of arrival (AOA};. The
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closedform solutions herein presented enables one to determine the effect on the capacity in
such a system based on the effects of scattering, antenna element spacing, angular orientation

of antenna array and number of antenna elements employed.

3.2 MODEL DESCRIPTION

The new geometric MIMO channel model was initially described after which the mathematical
analysis was developed. The new antenna cross correlation function is derived from the

mathematical analysis and is based on the below mentioned assumptions.

The new geometric model for a two element transmit antenna and a two element receive
antenna (referred here-in as a 2 x 2 MIMO channel, shown in Figure 3.1) is developed by
using the multi-element antenna system in [64] as a basis. The fixed receiver/user has a
multi-element antenna system with receiver eleméis,, RE,,...RE,; wherex = 2 here.

In this case the 2 x 2 MIMO channel antenna elements form a uniform linear array (ULA) of
monopoles that radiate omni-directionally. From the scattereiSSat from the transmitter

there is a very narrow dominant beamwidth and the receiver obtains the signal from a large
number of surrounding local scatterers, that need not necessarily be isotropic, but the scatterers
impinge at pointRS;, as shown in Figure 3.1. It is also assumed thatithscatterer is planar

and could be the sum of different coherent scatterers, which can be of distance R from the
centerOy, of the RX antenna array.

D is the distance between the transmitter and the receiver and the apglesd 3, are
the angles the antenna arrays form with the horizontal axis at the transmitter and receiver,
respectively. The planar wave formed by the scattering around the receiver can be represented
as the angle from the poigt; to the pointRS;. Similarly there aré omnidirectional scatterers
at the TX and they lie on a ring of radius L. THé scatterer at the TX is denoted B5;, and
Or is the angle from the horizontal axis of the antenna array and this scatterer. It is assumed
that in this indoor environment the local scattering at the TX is omni-directional and the radius
of scatters is very small, that s < D andL < R. Itis also assumed that the angle of the arc
that O would form on the circumference of circ@y is small (typically less than5°) [86],
for D > R, that is the angle formed betwe&ib, and RS; is small. In this model the line of

sight (LOS) component is not considered, but a Rayleigh PDF in a picocell type environment is
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FIGURE 3.1: Geometric Model for a 2x2 MIMO channel

assumed. This MIMO system can be written using the complex baseband notation as
y(t) = H(t) * x(t) + n(t) (3.1)

whereH(t) is the channel matrix of complex path gaihgs(t) betweenl'X; and RX;, n(t)

is the complete envelope of the AWGN with zero mean from each receive elexgenis the
transmit vector made up of the signal transmitted from eachnkX 1 antenna element and
y(t) is the receive vector made up of the signal from each p@it

It is assumed that any gain and phase shift introduced by a scatterer at the transmitter is
different to that received at poiftS;. Also, the scatterers at poiRtS; are of approximately the
same angle, implying that the gain and phase shift is the same at/p8jrgnd the scatterers
do not change with time (that is fixed) in this case. It is also assumed that
. 115 )
Jim 25> ) Blal =1 (32)

i=1 =1
whereg; is the amplitude of the wave that comprises of the joint gain of scattétgrand
RS; and L, N are the number of independent scattefEfs around the TX, and?S; around
the RX, respectively.

Based on the statistical properties of the described channel, the central limit theorem implies
that h,,, is a low pass, zero mean, complex Gaussian random process. This means that the
envelopgh,,,(t)| is a Rayleigh (fading) process. Hence, for the above no line of sight (NLOS),
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frequeng non-selective, MIMO fading channel propagation scenario, the channeliggit),

for the link T E,, — RE,, as shown in Figure 3.1, can be written as

N .
) 21
git X exp {ﬂ/m - ]T lew + €u + 5mz]} (3.3)

where;l is the joint phase shift introduced by the scatterer af’'S; and thei*” scatterer
at RSy, {¢u};,—, is thedid random process with uniform distribution over the intervat, 7|,
e, € ande,,; are the distances as shown in Figure 3.1 which are functions of the angle of
departure (AOD) and angle of arrival (AOAY),,, is the power transferred through the link
from transmit antenng, through to receive antenna m aids the wavelength of the carrier
RF signal.

The transpose of the channel gdin,(¢), for the linkT'E, — RE,, shown in Figure 3.1 is

L N :
* . 1 ‘ Jj2m
hag(t) = /g L}\lgloo JIN ) gu xexp {—J%l + le1g +a + Em]} (3.4)

=1 =1
where(2,,, is the power transferred through the link from TX antenna q, through to RX
antennan.

3.3 MODEL ANALYSIS

Using the geometric model described in the previous section as a basis, a joint space-time cross
correlation function is derived.

The space-time correlation between the two liriks;, — RE,, andTE, — RE,,, as shown
in Figure 3.1, can be defined as

Prpina(T) = Bl () hig (8 +7) [/ Qg (3.5)

where is an arbitrary time delayy indicates the complex conjugate afg,, ,, is the

power transfer throug £ — RE in a specificl' £, , — RE,, , antenna link element.

The cross correlation function for the scenario in Figure 3.1 can be represented
independently of D accordingly as

L N .
11 —jor
pmp,nq(T) - I ]]-\IIIEOO EN § E E[g?l} X exp { /\ [5lp - Slq + Emi — 5m]} (36)

=1 i=1
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For large number of scatterers L and N and considering the fact the channel is in a

guasi-static state, with the receiver at a fixed position, one can write

pmpanq(Ta t) = pmp,nq(T) = Pmp,ng (3.7)

and hence re-write (3.6) as an integral form of

™ T — 9
Pmping = / / exp{ ;‘7 et — €1g + Emi — €m]} xp(0r)p(dr)dOrddr (3.8)

wherep(f7) is the probability distribution function of the uniform scatterers at the TX and

p(0r) is the probability distribution function of the scatterers at the RX respectively.

Equation (3.8) can now be written in terms of the scatterer angles shown in Figure 3.1 as

" —27j
Pmpng = / / €xp { \ J [5917 — Eyq + Eme — €n¢>]} Xp(eT)p(¢R)d9Td¢R (39)

wheresy, , is the distance fron’E, , to the ring of scatterer$'S; at an anglé; from the
scattering center)r, ande,, ,, is the distance fronE,, ,, to the ring of scatterergS; at an

angle¢r from the scattering centéry.

Using Figure 3.1 one can write the distances in (3.9) for the TX and RX side using the

Cosine Law as

d2

ep = L%+ % — dpyL cos(ap, — Or) (3.10)
d2

Egp =L*+ % — dp,L cos(apg — Or1) (3.11)
d2

e, = L% + % + dpy L cos(ayy — Or) (3.12)
d2

g5, = L° + % + dpg L cos(ay,g — Or) (3.13)
d2

e2 =R+ 3 = dmn R c0s(¢ = Bn) (3.14)
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d?

57277,¢ = R2 + % - dmnRCOS<¢ - an) (315)
d2

e, =R*+ - An R cos(¢ — Brun) (3.16)
d2

e2, =R+ % + dpn R cos(é + Bomn) (3.17)

AssumingthatR > L, L > d,,, dn, @NdR > dg, d,pp, SUCH thatdzﬂ is negligible with respect
to the other terms, one can re-write equations (3.11), (3.13), (3.15), (3.17) as

2
€op _ ,  dpgcos(apg — Or)
72 = 7 (3.18)
2
€og _ dpq cos(apy — O7)
= drp c08(¢ — Byn)
mao mn mn
—=1- 3.20
Fuo _ 1 o ©0S(0 + o) (3.21)

R? R
Now using the relation/1 + 2 ~ 1 + £ for [z|<1, the above equations (3.18) (3.21)
can be simplified to

Egp = L — % cos(ap, — 0) (3.22)
€gq = L+ % cos(ayy — 0) (3.23)
Eme ~ R — dgm cos(¢ — Bmn) (3.24)
Enp ~ R+ dgm cos(¢ — Bn) (3.25)

Onecan write the joint correlation in (3.7) as an approximate product of transmit antenna and

receiver antenna correlation [1, 64, 71].
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Pmpmg = Pyg. Pron (3.26)
Hence
phY = ]eXp { _&% [€0p — €04 }P(GT)CZ@T (3.27)
and -
Prim = ] exp { _jfﬂ [Ems — €n¢]}p(¢3)d¢3 (3.28)

—T

It is assumed that this TX could be for example in a wide-open hallway, where there is
uniform (isotropic) scattering around the close proximity of L for this uniform linear array.
This will herein be represented by a PDF [3j7]¢7) = 5-. Substituting(3.22) and (3.23) and

for p(6r) into (3.27), one can re-write (3.27) as

r —927 1
phY = / exp{ JA [—dpy cOS(0rpg — eT)]} 5o d6r (3.29)

By applying the trigonometric functions in [87], one can reduce (3.29) to

™

1
prY = oy / €XP JCpq [SIN g sin O + cos ayyq cos Op|dOr (3.30)

—T

2mdpq

wherec,, = =

Assumingthat the scattering distribution at the RX side follows the von Mises PDF [64]

given as:
_exp [k cos(¢ — )] (3.31)

wherely(-) is the zero-order modified Bessel function, € [—m,7), u € [—m, ) is the

mean direction of the AOA seen by the user, @nd the isotropic scattering parameter.
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Substituting(3.31) into (3.28), one can re-write (3.28) as

s

phiX — 277]1(k;) /exp {jQW;\imn cos(pr — ﬁmn} exp {k cos(pr — p)dor} (3.32)

—Tr

Settingb, ., = %d% (3.32) can be written as

™

/exp {Jjbmn cos(pr — Bmn) + k cos(pr — 1)} dor (3.33)

—Tr

RX __
pmn -

21, (k)

Using the trigonometric functions in [87], (3.33) can be reduced to

™

pix — 27, (F) / exp {sin @r [jbmn SN By + sin ]} xexp {cos @ g [jbmn cOS Bn + k cos p]} dog
- (3.34)
Using the integration rule in [87], equatiGmB38 — 4, page336 is given as
/7T exp(ysinz + z cosz).dx = 2mly(7) (3.35)
wherey = \/y2 + 22.
Henceone can express (3.30) as
Ppa = To(jcpq) (3.36)
Similarly (3.35) can be applied to (3.34) to give
phEx — 27r[i(k) /exp {(jbmn cos (0r — Bmn)) + kcos (pr — 1) }dog (3.37)
which is reduced toi
phix — T Io((Jbyn 80 By + ke sin 1) 4 (jbyn €08 By + k cos 1))/ (3.38)
Applying the basic trigonometric identities to (3.38) and simplifying it gives
prx 1 (K> = b2, + j2kbyn cos(pt — ﬂmn)l/Q (3.39)

e Iy(k)

whereb,,, = 2%z,

The closed form expressions for the antenna correlations are represented in equations
(3.36) and (3.39) for the TX and RX respectively. This allows one to solve these expressions
analytically in order to determine some of the model characteristics and its impact on the
capacity of the MIMO system.
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3.4 RESULTS

The spatially and temporally correlated variates are generated by generating<an, matrix

U, of random, independent and zero mean complex Gaussian variates with unit variance. Using
X = UVRy, theny x ny with the desired transmit antenna correlation is calculdiedis the

nr X np matrix of the transmit antenna correlation, with matrix elem@ﬁfé calculated from

(3.39). MatrixH is then calculated using as the input vector with the desired correlation

matrix elements calculated from (3.39).

The normalized MIMO channel capacity, C, in b/s/Hz for a particular realiza&iaran be

expressed [9, 15] as

C' = log, det (InR v ﬂHHH> (3.40)
nr

whereH* is the conjugate transposé;t is the determinant of the matriX, . is ang x nr

identity matrix, andp is the average SISO SNR at each of theelements.

Many different random channel realizations were considered and the capacity for each of
these realizations were computed and then statistically distributed. From this, the cumulative
distribution function (cdf) for the capacity was calculated by taking into account the effects of

the various parameters derived in the model.

Uniform linear arrays (ULAS) were considered in this case with the following general

parameters applied to this model.

SNR =p=20dB
TX carrier frequency = 2.4 GHz

Qpg = Brn = 7T/2
k=0.25
D = 20 metres

R =0.2 metres

Figure 3.2 shows the complimentary cumulative distribution function (ccdf) versus capacity

for varying number of TXnp, and receiverng, antenna elements. Here= m, A = 0.125,
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FIGURE 3.2: ccdf versus capacity for varying antenna elementss ng

dyn, = dpg = 0.5), p = 20 dB andk = 25. One observes [37] that the capacity increases as

the number of antenna elements in the MIMO system increases from two to eight elements
for some fixed outage probability. Increasing the number of antenna elements, both at the
transmitter and receiver ends, makes the greatestimpact on the channel capacity when compared
to the other parameters. Based on the indoor MIMO measurement campaign undertaken and
described herein and in [88], it was observed that/fgr= ny = 8, with SNR = 20 dB,

the capacity was 9% accurate for an outage probability greater thaf%36r location 2 [89],

having characteristics almost identical to the described model.

Figure 3.3 indicates the ccdf for the case where the antenna element spagiisgvaried
from 0.25)\ up to 4\, referred to as d in Figure 3.3. The SNR=20 dB= 25, u = m,

d,q = 0.5) andny = nyp = 2 were used in the computation.

For the above chosen parameters, one observes that for an outage probability of greater than
95%, the capacity can vary by approximately 2b/s/HzO@5)\ < d < 4.0\. The RX antenna

array element spacing @f,, > 4.0\ and ford,,, < 0.25) resulted in a negligible effect on
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FIGURE 3.4: ccdf versus capacity for varying scattering paraméter,
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the capacity for a specific outage probability. As expected, increasing the element sggcing

resulted in a trend similar to that in Figure 3.3, except that it occurred at a higher capacity.

Figure 3.4 shows the effect of the scattering parametar the capacity of the 2 2 MIMO
system where the SNR=20 dB adgl,, = d,, = 0.5\. From the isotropic scattering: = 0)
case to the highly non-isotropic scattering at the RX, the capacity could decrease by less than
2.5 b/s/Hz for an outage probability beyofas. One observes that fdr > 50 the capacity
does not vary significantly for some fixed high outage probability. This implies thatin an indoor
environment where there are significantly large number of local scatterers, ukiuglae of
greater than 50 should not have any significant impact upon the degradation in channel capacity.

Fork = 25, ng = np = 2, d, = dpy = X andp = 20 dB the plot of capacity outage
probability for the variation in RX antenna array orientatigh),, was determined as shown
in Figure 3.5. For the antenna orientation variation fréfmto O radians, the capacity could
decrease by less than 3.0 b/s/Hz for an outage probability of greatepifianAs expected
from a uniform linear antenna array, rotating the RX antenna array betwaed™/, radians

has a similar effect to that as shown in Figure 3.5.

Figure 3.6 validates the developed model behavioral characteristics and confirms the effect
of SNR on the channel capacity as proposed in [9]. This was simulated for the parametric
settings ofd,,,, = d,, = 0.5\, ngp = ny = 2 andk = 25. One also observes, as expected, that
for an increase of SNR by 3dB the capacity maximally increased by approximately 1 b/s/Hz for

an outage probability beyortd%.
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3.5 CONCLUSION

M

Performance gains of MIMO systems have been explored by theoretical studies involving
stochastic channel models, ray tracing techniques and direct channel measurements. Arguably
geometric modelling could be the most cost effective and time efficient technique. A
geometrically based model as a way to characterize a MIMO channel in a fixed wireless
indoor environment has successfully been derived. The geometric model that was presented
led to the derivation of the joint correlation function as well as the receiver and transmitter
antenna correlation functions in a neat, compact and closed form. The model incorporates key
characteristics such as the type of antennas, configuration of the antenna array, the number
of antenna elements, antenna element spacing, degree of scattering at the receive antenna and
antenna orientation so as to exploit the MIMO channel performance gains. In comparison to
all the described parameters, the increase in the number of antenna elements made the greatest
impact and contribution to the increase in channel capacity while antenna spacing affecting the

spatial correlation was another significant contributor.
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s FOUR

WIDEBAND MIMO M EASUREMENT
SYSTEM

4.1 INTRODUCTION

For many realistic environments and systems, limited multipath or compact arrays lead to
channels with non-Rayleigh iid statistics. Research in MIMO channel characterization and
modelling [90, 91] indicates that MIMO channels have very complicated behavior that is only
captured by direct measurement (see [19] and references therein). Although theoretical channel
capacity may be insensitive to the exact structure of the channel, realistic system design
may depend heavily on this structure. For example, double-directional clustering observed
in measured channels suggests the advantage of directional elements [47]. Space-time codes
designed with an understanding of the channel structure can outperform codes designed with
the iid assumption [7]. Furthermore, performance in realistic scenarios with multiple users may
depend more heavily on channel structure than the single-user channel [92]. Since a detailed
understanding of the channel behavior is required for optimal system design and accurate
performance assessment, direct measurement of MIMO channels continues to be important. To
partially fill the gap between the high cost of commercial channel sounders and the long time
associated with in-house development, a new low-cost wideband MIMO channel sounder has
been developed. It is operationally similar to commercial sounders [93], and can be constructed
at moderate cost by leveraging conventional off-the-shelf components (COTS), instruments and
modules. The purpose of developing this low-cost channel sounder was to obtain indoor channel
data for modelling research presented in this thesis. The objective of this chapter is to give the
reader an overview of the developed and deployed system. The reader can refer to other sources
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suchas [88, 94, 95] for more detail should anyone wish to develop such a system.

4.2 SYSTEM OVERVIEW

The design goals that were envisioned with the channel sounder at the University of Pretoria

are:
e Rapid Development

The idea was that measurement equipment, instruments and mainly off-the-shelf components
should be used so that the system development time and risk are reduced. With the experience

and expertise available such a system can be deployed within six to eight months.
e Affordability

Considering the financial constraints, the implemented system should be affordable to build and

integrate.
e Antenna Arrays

The system should be capable of supporting up to a maximum of eight transmitters and receivers
and the system should be flexible so that one could change the orientation of the antennas
without much difficulty.

e System Flexibility

The components in the system should be flexible and modular, allowing easy reconfiguration
for different measurement scenarios. It should be easily modified to accommodate outdoors and

mobile measurement scenarios.
e Frequency Range

It was envisaged that one should be able to undertake measurements in the 2-8 GHz band as
this seemed to be a band with greater focus of attention and relevance. However, measurements
were taken at 2.4 GHz and 5.2 GHz carrier frequencies since these were in the ISM band and
did not require any permission from the regulator to use them in South Africa. These two
frequencies also provided a reasonable separation to base any of the frequency scaling issues

discussed.
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FIGURE4.1: High level diagram of the wideband MIMO channel sounder

e Bandwidth

The intention was to be probing bandwidths in excess of 120 MHz but the instrumentation
allowed only 80 MHz of instantaneous bandwidth. However this was considered sufficient in

this study of current realistic wideband MIMO system communication signalling.

The system implemented is shown in Figure 4.1 with the popular "switched array”
architecture being employed where various antenna elements are connected to the TX and RX
via high speed absorptive microwave switches. "True array” techniques that measure multiple
TX/RX channels simultaneously can also be employed but these tend to be expensive, they
require longer development time and can complicate maintenance. With the availability of high
speed absorptive microwave switches with switching times in the order of 25 ns, as well as
having an off-time to take care of transients, the non-ideal response induced by the "switched

array” is negligible.

At the TX in the system shown in Figure 4.1, a radio frequency (RF) module mixes the
wideband signal from the arbitrary generator (AWG) with the local oscillator (LO) to up-convert
to the desired microwave carrier. This signal is fed into an RF power amplifier and then into

a single pole eight-throw (SP8T) microwave switch to one of the eight TX antennas. At the
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RX, the signals on the antennas are routed via another SP8T switch to an RF block, consisting
of a low noise amplifier (LNA), a single stage down-conversion to an intermediate frequency
(IF) and then through a low-pass filter (LPF). This IF signal is amplified by an automatic gain
control (AGC) circuit and stored onto a computer hard disk drive using a high-speed PC-based
A/D card (example GaGe). The accurate co-ordination of the switching of TX and RX arrays is
accomplished by a custom-designed synchronization (SYNC) unit [94]. Timing in the systemis
referenced by highly stable 10MHz rubidium time/frequency oscillators, ensuring proper timing

and phase coherence throughout the system.

4.3 SYSTEM COMPONENTS

This section outlines the respective hardware components used in the wideband MIMO channel

sounder.

4.3.1 Transmitter Subsystem

R&S SMU-200
Vegtor Signal
Generator

Power
amp. SPET

base-band
multi-tone
signal

ext cik trigger
Ny

control

i

Transmit Array

Timing Unit (SYNC)

10 MHz
Rubidium
reference switch

antenna

Ref Reset EVTI EVT2
1 I

FIGURE 4.2: High level block diagram of the TX subsystem

The TX subsystem implemented at the University of Pretoria (UP) is shown in
Figure. 4.2. This system is essentially used to sequentially excite the wireless channel across an
instantaneous bandwidth of 80MHz for each of fkiig antennas. After generating a baseband
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probingsignal on the AWG, an RF module mixes this signal to the LO to up-convert to the
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microwave switch to one of eight outputs. In this implementation the Ra&hdechwarz
SMU200 vector signal generator is used to generate the base-band signal and up-converts it
to the desired microwave center frequency. This signal is then amplified by a high power
RF amplifier and then fed into the SP8T microwave switch. Each of the eight antennas are
connected to the SP8T. The SYNC unit supplies transistor-transistor-logic (TTL) enabled lines
to the microwave switch and an event trigger releases timing bursts to the AWG located in the
SMU200 unit.

frequency
standard power amplifier
A R N
s

I

SEET
microwaye
switch

FIGURE 4.3: Transmit RF module

The RF module as shown in Figure 4.3 houses primarily the microwave components
required for the up-conversion of the base-band probing signal to the microwave carrier and

routing of the signal to the proper output antenna via the SP8T microwave switch.

4.3.2 Receiver Subsystem

Figures 4.4 and 4.5 show a block diagram of the RX subsystem, whose purpose is to sample
the received wideband signal fdf; x Np antenna combinations. For each combination, the

RX-RF module routes the signal from one of tNg RX antennas to a broadband 40 dB gain
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FIGURE 4.4: High level block diagram of the RX subsystem
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FIGURE4.5: Block Diagram of the RX subsystem connections

frequency (IF) of 100 MHz. The IF signal is low-passed filtered, fed to the AGC module
with 0-40 dB of IF gain, and sampled on a high speed 500 MSa/s analog-to-digital (A/D) card.
The voltage gain signal of the AGC is a power detector output whose voltage is proportional

to the signal in dB, and this signal is sampled by an inexpensive low-speed multifunction
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input-output(l/O) (MIO) board.

The rate of switching on the SYNC unit i/ N7 relative to the TX subsystem so as to
allow the channel from allV; transmitters to be measured for each of Mg receivers. The
high- and low- speed A/D boards (for measuring the wideband IF waveform and gain level
respectively) are triggered simultaneously by the EVT1 (eventl) signal, which is asserted for

each complete scan of thé; antennas.

The use of two A/D boards can create potential problems for triggering, since the software
must sequentially arm the two boards, thus creating a critical section where one board can
trigger while the other is not ready. To avoid this potential hazard, the SYNC unit has an
additional Gate input, which, when negated, inhibits event outputs. Thus, Gate is first negated
(using a digital output of the MIO board), the two cards are sequentially armed, and finally

Gate is asserted. Subsequent event signals then trigger both boards simultaneously.

Although most instruments use the 10 MHz rubidium clock directly, the A/D boards require
direct input of an external sample clock. A function (or clock) generator provides a 500 MHz
sine wave signal to the high-speed A/D board, and an auxiliary 5 MHz square wave output
on the rubidium oscillator drives the low-speed A/D board clock. A large change in the RX
power level with movement or time is possible due to multipath fading and shadowing in a
communications environment. In order to capture this, measurement sensitivity using an AGC
circuit was implemented using a simple AD8367 based circuit that provides 0-40 dB of IF
gain. The time constant of the AGC loop is approximatelys5 so that the gain can adapt for
each new TX/RX pair. A fairly low-speed (1MS/s) A/D board samples the output voltage of
the AGC loop, from which the gain can be computed and the true waveform recovered.

4.3.3 Synchronization Module

The key to the operation of the switched array technique in MIMO wideband channel sounding
is the synchronization. There needs to be co-ordinated switching as at the TX the signal bursts
and at the RX data acquisition needs to take place within a set time window. These tasks

are accomplished by a synchronization unit (SYNC) as shown in Figure 4.7. This SYNC
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FIGURE4.6: Simplified schematic of the SYNC unit

unit which was custom designed by Wallace [94] as no affordable COTS solution was then

available, consists of counters operating at a rate of 10 MHz.

The unit provides antenna selection signals and event outputs required for antenna
switching, namely the AWG and A/D triggering. Figure 4.6 shows a simplified schematic
diagram of the synchronization module, which is driven by a single stable, high quality 10 MHz
input derived from a Rubidium source as shown in Figure 4.10. The board assumes that the
input signal is a 10 MHz sine wave, and the "clock source” circuit converts this inputto a5V
TTL signal with a comparator. The inputs of the comparator are set to a quiescent level of 2.5V
with resistive voltage dividers. The positive comparator input is then capacitively coupled to
the 10 MHz reference. Thus, positive and negative input levels correspondto 5 Vand 0V TTL
outputs respectively. Note that the 10MHz input is left unterminated, thus presenting a high

impedance and allowing another reference input to be connected in tandem.

As depicted, the SYNC board consists of three 8-bit counters (74F269) operating at
10 MHz. The three counters are arranged into a 16-bit “interval counter” that controls the dwell

time on each antenna and an 8-bit “antenna counter” that cycles through the antennas. Thus,
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FIGURE4.7: Top view of SYNC Unit

dwell times from 100 ns to 6.5 ms and antenna counts from 1 to 256 can be accommodated.
The interval counter decrements on each clock cycle, and upon reaching the terminal count of
zero, performs a parallel reload of its starting value, enables the antenna counter to decrement
and asserts the terminal count{C2) signal of counter 1. When both the interval and antenna
counters simultaneously reach their terminal count, the antenna counter is also reloaded and
the terminal count{TC3) signal from counter 2 is asserted. The initial values of both counters
are currently set by hexadecimal dials, which should be set to the desired imtemnva one

The dials are single-throw switches, and the outputs must be pulled down withrdskstors

on the board.

The 8-bit antenna counter value is fed via high-speed line drivers with &1686urce
termination to a ribbon cable connector. Since many commercial packaged PIN-diode switches
have separate negative-logic enabled lines for each port, a 74F138 device decodes the three
least-significant bits and provides the negative-logic strobe signals for the switches via line
drivers to the ribbon cable interface. In this circuit, faster logic families, such as 74F and 74AS

have been used to minimize propagation time and ensure smooth operation at 10 MHz. In order
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to simplify triggering of AWG bursts and A/D conversion, event signals are also provided. The
EVT1 signal is a synchronous and inverted version of4ieC2, thus asserting a pulse each
time the interval counter resets. Likewise, the EVT2 signal, which is also shown in Figure 4.9,
is derived from the-TC3 signal, providing a pulse when the antenna counter resets. The event

signals are delivered by 30 source-terminated line drivers fed to SMA type connectors.

Because the antenna counter counts in reverse order, the antenna outputs will be excited in
descending order (for example for a 4-antenna measurement, the port excitation order is J4, J3,
J2, J1). The reverse order must be accounted for either by reversing the order of connection
to the array or by reversing the rows and columns of measured channel matrices during data

processing.

The SYNC board is initially reset by an external reset switch connected to the reset
(RST_SW) input. A temporary low signal on the RS3W input creates a single reset pulse
that causes the two counters to be loaded with their initial values. Figure 4.8 depicts a reset
switch used to trigger two SYNC boards simultaneously. This very simple unit consists of a
momentary switch that simultaneously shorts the two SMA cables to ground when the button
is pressed. When the two cables are connected to two SYNC boards, this action causes the

boards to begin counting at the same time.

Figures 4.7 and 4.9 show the top and front views of the completed SYNC module
respectively. Here, the board has been mounted inside a 3.5” to 5.25” drive converter, which
also gives one the option to conveniently integrate the unit into a computer chassis. One notices
that the 10 MHz reference signal will be input and at the TX one will use EVT1 output for
triggering, while at the RX one would use the EVT2 output for triggering while the microwave
switches will be controlled by the outputs from ANTENNA SW so that respective switching
configuration from TX-to-RX is active.

4.3.4 Monopole Antennas

The simple monopole antenna shown in Figure 4.11 and Figure 4.14 was used in the
measurement system. It was mounted onto the grid plate shown in Figure 4.13 so as to produce
reconfigurable antenna arrays.
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FIGURE 4.8: Reset/Trigger switch allowing simultaneous reset of two SYNC units

The design, layout and analysis of the single monopole antenna used in this system
implementation is given in [96]. It was manufactured as shown in Figure 4.11, by soldering
a copper whip to the center of a standard SMA bulkhead connector (Johnson part number
142-0901-401). A good 30 match was provisioned by providing an adequate length of the
coaxial feed above the ground plane. The antennas were constructed for 2.4 GHz and 5.2
GHz center frequencies and the plots in [96] demonstrate that the antennas characteristics were
adequate for implementation in this system.

The antennas were mounted on the grid plate shown in Figure 4.17, which also provided
a very good ground plane. This novel method of implementation allowed for the flexibility
in varying the element spacing as well as antenna array configuration for up to at least eight
antenna elements as shown in example Figure 4.16. The spacing for the eight element circular
array is\/2 for both the 2.4 GHz and 5.2 GHz measurement campaign as shown in Figures 4.13
and 4.16 respectively. The linear array configuration shown in Figures 4.12 and 4.15 are for the
implementation of the 2.4 GHz and 5.2 GHz respectively. Since the grid array was limited in
physical size, an inter-element spacing\gB8 was implemented for the eight element linear
array at 2.4 GHz.

DEPARTMENT OF ELECTRICAL, ELECTRONIC & COMPUTERENGINEERING 49
UNIVERSITY OF PRETORIA



CHAPTERFOUR

SRS/ STANFORD RESEARCH SYSTEMS, INC. §

| RUBIDIUM FREQUENCY STANDARD !
MODEL PRS10

FIGURE 4.10: Rubidium frequency standard

4.4 SYSTEM DEPLOYMENT

4.4.1 Wideband Probing

In order to estimate the channel response at more than a single frequency, the measurement
signal must have sufficient bandwidth. Possible choices of wideband excitations include
pseudonoise (PN), chirp and multitone signals. The technique typically used in commercial

sounders, as well as this current implementation, is the multitone signal, where the number and
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FIGURE4.11: A 2.4 GHz Monopole antenna

FIGURE4.12: 2.4 GHz Linear eight element array
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FIGURE4.13: 2.4 GHz Circular eight element array

—
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FIGURE4.14: A 5.2 GHz Monopole antenna
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FIGURE4.15: 5.2 GHz Linear eight element array

FIGURE4.16 5.2 GHz Circular eight element array
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FIGURE4.17: Grid plate layout for fixing monopole antenna array

spacing of tones can be controlled. In this work, a baseband multitone signal of the form

Np—1

w(t) =Y cos(2mfit + ¢;) (4.1)

=0
is used, wher¢f; and ¢, are the frequency and phase of itie tone, respectively, and for
equally spaced toneg, = (7 + 0.5)A f. Note that for each term in (4.1), two tones are created
symmetrically about zero frequency, and both tones are present when the signal is up-converted
to the microwave carrier. Thus, (4.1) produ@dé; tones with a total probing bandwidth of
(2Np — 1)Af. Post processing is simplified if each tone corresponds to a single FFT bin,
which is guaranteed wheA f = 2kf,/N, where f, is the sample rate)V is the number of

samples in each record akds an integer.

An obvious advantage of multitone signalling is that the channel response is obtained
directly by selecting the appropriate bins of the FFT. One of the drawbacks, however, is that
the envelope is not constant, and care must be taken to ensure that the linearity of TX power

amplifiers and switches is sufficient to avoid corruption of the measurements. Usually, one
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TABLE 4.1: Parameters of the example multitone signal

Parm.| Ng Af T 15 o fs N
Value| 4 1MHz 6us 7us 0.3us 400 MS/s 20,000

minimizesthe signal’'s peak-to-average ratio by adjusting the phases of the tones. Here, the
phases were optimized by simply selecting a set of random phases unifornly2ath and

retaining the signal with the lowest peak-to-average ratio over many independent realizations.

One consideration with switched measurements is that most PIN-diode switches are not
designed forhot switching where high signal level exists during a switching operation.
Furthermore, channel estimation is simpler if the acquired signals for the different antenna
combinations have no temporal overlap. To avoid hot switching and create separate data records,

the multitone signal is multiplied by a Gaussian window of the form

e~(M—D%/(20%) o<t <T)
wt) =14 e (02" T, <t<T “2

1, otherwise,

whereT; andT; are the limits of the window, and the standard deviatiaontrols the rise and
fall time of the window. Typically, the guard timg, + 7 is chosen to be much larger than the
delay spread of the channel. Guard time also allows the AGC to adapt between switch events.

A simple 8 MHz multitone signal used for outdoor channel probing is depicted in
Figure 4.18, with the important parameters listed in Table 4.1. The window spreads the tones
slightly, which is unavoidable for a finite-length signal. The active portion of the time-domain
signal has a peak-to-average ratio 1074, which is close to that of a constant sine wave
(7/2 ~ 1.57).

4.4.2 Calibration Procedure

Since the RF components in the system are not ideal, raw measurements include both the
channel and system response. In addition, microwave switches are often constructed with
unequal length transmission lines on the various ports, leading to phase errors. These effects

can be removed by a careful calibration method.
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FIGURE 4.18: Example of multitone signal plotted versus time and frequency

Figure 4.19a depicts the measurement setup, where the ideal channel response #itbm the
TX antenna to thenth RX antenna at baseband frequerfgys 2y ,,.,. One way to accomplish
system calibration is to connect TX to RX as depicted in Figure 4.19b, where the switches and
antennas have been replaced with a single attenuator witt.IdBs This measurement yields
y<a, which is the value of the FFT bin corresponding to the baseband tone at fregfieitye
response of the switches is measured on a network analyzer giving broadband S-parameters

S,EEX’RX}( f), where0 andn refer to the indices of common and switched ports respectively,

andf is the frequency.

Assuming near-linear response from the RX subsystem, a measurement taken with the setup

in Figure 4.19a results in

Yrmn = LY e mn So (i 4 fo) SR (fi + fo), (4.3)

wherek, m, andn are the frequency, RX and TX are indices, afds the carrier frequency.

The ideal (or calibrated) channel responhss then obtained from

yk mn
h mn — , . 4.4
ko = TSI ) SR T /) *.4)

Anothercalibration method involves the connection strategy in Figure 4.19c. In this case,
the switches remain and the TX and RX are connected viXamand Nz-way power divider

and combiner, with measured S-parameters~"*(f). To avoid RX saturation, a loss df
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FIGURE 4.19: Procedures for system calibration: (a) original measurement setup, (b)
single-channel calibration, and (c) direct matrix calibration

may also be inserted. Measurement of all TX and RX combinations yiglt}s. Similar to the

first approach, the ideal channel response is computed as

TX RX
mm:%m%“ﬂzﬁ%ﬂﬁ+m. (4.5)
k

Notethat the position of the S-parameters has changed, since the divider and combiner are
present in the calibration, but not the measurement, whereas before the switches were present

in the measurement but not the calibration.

The quantity of required calibration information for this procedure can be reduced by noting
that the matrixY;* is rank one, so thaji® = siumv; . Whereu,, andv, are the left and
right singular vectors associated with the single nonzero singular valé frequency bin
k. This rank-one approximation may also improve the calibration accuracy, since information

from multiple antennas is averaged.

4.4.3 Measurement Environment

Figure 4.20 depicts the UP system. At the TX side, the antenna array on the grid plate is
supported by a pillar which is bolted onto the cart. This provides a good ground plane for

the entire system as well. The AWG/microwave source is connected to the RF module which
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thenfeeds the antennas via the SP8T. The rechargeable lead-acid batteries provide 12/24 V so
that the rubidium frequency standard, SYNC unit, microwave switches and RF components are
continuously powered from a very stable DC source.

Antenna
Arrays

UPS

AWG/Microwave
Source

RF Modules/
Rubidium
Oscillators

PC-Based
A/D

Microwave
Source

(a) Transmit (b) Receive

FIGURE 4.20: System constructed and deployed at the University of Pretoria (UP)

At the RX end, an uninterruptible power supply (UPS) provides temporary backup to
the PC when the system must be unplugged from the mains for relocation. Here again, the
rubidium oscillator and RF module are powered via the 12/24 V rechargeable batteries while

the SYNC unit is inside the PC and is powered from the PC power supply.

The measurement campaign performed for this study was done as shown in Figure 4.21
on the first floor in the Carl and Emily Fuchs Institute for Microelectronics (CEFIM) building
located on the University of Pretoria (UP) main campus. The TX was fixed at a single position
on the central corridor as shown in Fig. 4.21 while the RX was placed at 11 different locations so

as to give a good representation of the physical location and its geometry. The TX antennas were
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FIGURE4.21: Measurement scenario in CEFIM at UP

fixed at a height of approximately 1.85 metres and the antenna RX height was approximately
1.5 metres. Co-located MIMO measurements were performed at both 2.4 GHz and 5.2 GHz,
meaning that both the TX and RX were at exactly the same geographical position, height
and orientation for the 2.4 GHz and 5.2 GHz measurement campaign. This would enable the
research, amongst others things, to compare the effect of center frequency on capacity, element

correlation, spatial power spectra and other channel modelling characteristics.

4.4.4 Data Collection

In Figure 4.1 the wideband RF signal is routed through the respective port on the SP8T into
each of the TX antenna array elements, thus exciting each TX antenna for a totaj:ef 20
which consists of 1%s on time and Sus off time. As shown in Figure 4.22, at the receiver
another matched SP8T switch, controlled by a SYNC unit synchronized to the one at the TX,
routes the incoming RF signal from each of the RX antennas to a common RF receiver. Each
RX antenna is connected via the switch for a complete scan of all eight TX antennas, or a
total of 160us. Thus, a complete scan of the MIMO channel as shown in Figure 4.22 takes
1.28 ms. Since the data acquisition card had limited memory size, approximately 198 ms was
allocated for this data to be written onto the hard disk drive of the RX, resulting in a time of 200
ms for one complete & 8 scan for all TX and RX antennas. In order to improve the accuracy
of the results and any variation that may have occurred in the fixed wireless channel, 20
shapshots of the measurement were repeated at each of the 11 locations shown in Figure 4.21,

giving us an acquisition time of 4 s. To have a good representation of the channel as well as
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sufficient data to capture any impulsive changes at each location, the complete measurement
was done twice so that there were at least two snapshots of the complete measurement of the

channel at each of the locations. This resulted in the total measurement time of 8 s per location.

Once the raw channel data was captured, the wideband MIMO channel reddgnse
for the j'h TX and thei’* RX is computed at K=80 discrete frequency bins by dividing the
FFT of the captured signal on th& TX and thei®* RX timeslot by the FFT of a calibration
signal and selecting bins corresponding to the 80 TX tones. The calibration signal was obtained
by connecting the TX and RX through fixed attenuators and performing the measurement as
described under the subsecti@alibration Procedure!

L -
£ | et e RX signal thru SP8T
3| em——————e—eceesee———— -
_|_|_ 8 *20ps=160 us—
I I -
5 e L
S
A ; P
f”ff A x— e
£ o 8 * 20us = 160 us
¥ 160s * 8 = 1.28ms
) E4 |
TX s|gna| from SPBT 1 28ms + 198 72ms = 200ms

200ms * 20snapshots = 4s

|

45 * Zsequences = 3s

FIGURE4.22: Switching sequence for measurements at each location

H(f,rx,tx,s,ss):
(f=freq bins,
rx=RX antennas,
tx=TX antennas,
s=sequence no.,
ss=snapshots)

FIGURE 4.23: Channel matrix representation

The channel transfer matrik, for the channel data is hence formatted in a five dimensional
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M

matrix as shown in Figure 4.23, where the five dimensions are the 80 frequency bins, 8 RX
antenna elements, 8 TX antenna elements, 20 sequences of measured data and the 2 snapshots
across which all the measurements were acquired respectively. To remove the effect of path loss

in all the computations, the channel matrices were normalized according to

) Ns —1/2
() _ (m) ||? (n)
H" = (NRNTNS mzl [hs! ||F> H (4.6)

where H™ and H™ are the n'* normalized and un-normalized channel matrices
respectively. N, is the number of channel measurements (snapshots and frequency bins) at

a single location angl-|| . is the Frobenius norm.

4.5 (CONCLUSION

Understanding the true channel behavior requires a system capable of direct measurement
of the channel. This chapter has introduced the wideband "switched array” MIMO wireless
measurement system as a method of capturing real-world indoor fixed channel behavior, across
the 2-6 GHz center frequency band. This chapter presented the hardware and the software
techniques for a flexible 8 x 8 MIMO channel measurement system that can probe indoor

channels reliably and with accurate repeatability.
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Initially, the effect of the antenna array configuration on the capacity is demonstrated.
Figure 5.1 shows the capacity PDF at 2.4 GHz while Figure 5.2 depicts the capacity PDF

at 5.2 GHz for the8 x 8 MIMO system in the same indoor location. The plots demonstrate

Capacity vs. Array Config, (2.4GHz)
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FIGURES.1: Capacity PDF for the MIMO system at 2.4 GHz with different array configurations
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FIGURES.2: Capacity PDF for the MIMO system at 5.2 GHz with different array configurations

that the bulk average capacity is only weakly affected by the array configuration and that the
capacity using the geometric modelling technique in Chapter 3 provides, on average, a good

estimate for the indoor location.

Since the complexity of the algorithms for MIMO systems will depend on the channel rank
available, it is of interest to know how much this rank depends on the target center frequency
and array configuration. This dependence is investigated by plotting the cumulative distribution
function (CDFs) of the channel eigenvalues over all frequency bins and all measurement
locations. In Figure 5.3 the distribution at 2.4 GHz is compared with those at 5.2 GHz for the
8 x 8linear monopole arrays and in Figure 5.4 they are compared for the eight element circular
array across all the physical locations. Overall, these plots show fairly weak dependence on
the eigenvalue distributions on the carrier frequency, especially for the dominant eigenvalues
for both the array configurations. Thus from a system standpoint, the same MIMO coding
techniques will be equally applicable at the 2.4 GHz and 5.2 GHz. This result also suggests
that statistical channel models that match bulk eigenvalue behavior data at 2.4 GHz can be used
at5.2 GHz.
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5.1 CAPACITY MODELLING

5.1.1 Introduction

In this section, the ability of measurements at a center frequency of 2.4 GHz is explored to
predict channel behavior at a much higher center frequency of 5.2 GHz, which is referred
to as frequency scaling in a MIMO system. In theory, the cost of channel measurements
can be greatly reduced when such predictions are possible. Furthermore, frequency scaling
suggests that MIMO techniques employed in a system with one center frequency will be directly
applicable to systems operating at other frequencies, possibly decreasing the development time
of MIMO systems, network planning, et cetra. The validity of frequency scaling will obviously
depend on the similarity of the multi-path present at the two different frequencies. To study this
idea, measurements were taken at both 2.4 GHz and 5.2 GHz at 11 site-specific measurement
positions using a circular antenna array configuration. Capacities were then computed at each
position for the two different center frequencies. An average pair-wise correlation measure was

also applied to explain the results.

5.1.2 Model Description

The measurements were taken at each of the 11 locations as shown in Figure 4.21. At each
of the 11 locations, 20 snapshots were recorded with 200 ms of time between snapshots. This
results in a 4 s acquisition time, and since the channel sounding was for a fixed T and RX case,

negligible channel variation was observed across this duration.

To remove the effect of path loss in our computations, channel matrices were normalized

according to

) Ng —1/2
Fr(n) _ (m)||? (n)
H"™ = (NRNTNS;HH ||F> H (5.1)

where H™ and H™ are the n'h normalized and un-normalized channel matrices
respectively. NV, is the number of channel measurements (snapshots and frequency bins) at a

single location andl-|| - is the Frobenius norm.

The channel capacity is computed according to the uninformed transmit capacity from [15]
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as
P e H
C =logydet(I + —HH ), (5.2)
Nr

wherel is the 8x8 identity matrix,0 is an assumed average SISO signal to noise ratio
(SNR), Ny is the number of TX antennaH is the normalized channel matrix and” is the

conjugate matrix transpose.

Across the 80 MHz excitation bandwidth for each location (loc), the average channel

K
éloc = (Z Ok) /Ka (53)
k=1

where K=80 is the number of discrete frequency bins and locations, loc =1.....11.

capacity,C,., is determined by

For uniform linear arrays and far-field scattering, the correlation coefficient is shift invariant,
allowing the correlation of the signals on two antennas to be presented simply as a function
of the distance between elements, rather than a function of the two absolute positions of the
elements. Hence in this case, the shift-invariant correlation coefficient at the RX with an element

displacement of is given as:

Ng Nt Nr—¢ k)
leg: ; H H—é]

Pe = 1/ ) (54)
(e ey

where N,=20*80 is the number of snapshots taken across all the frequency bins and

z+&J

observations)N-=8 and Nz=8 are the number of transmit and receiver antenna respectively,
andHf}’;) is thek'h channel snapshot from th&: TX to the:'h RX antenna. Similarly, the shift

invariant TX correlation is computed by interchanging roles of TX and RX in equation (5.4).

For the circular array no shift invariance exists, so to allow the correlation to be given in
terms of a single displacement variable, the RX pairwise average absolute correlation with a

displacement of is defined as
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Ns Nr RN
> > |H(k,1,7)|
k=1j=1

Ng Nrp

kz::l ;H(k,i,j)H*(k,i +4,9)
Ng V2 (N, 1/2
{3 R} |

In equation (5.5), the number of RX antennag;=8, and number of TX antennad;=8.

= (5.5)

Ngs Np

S |H(kyi+ €, 5))
k=1j=1

The pairwise correlation for the TX can be computed by interchanging the roles RX and
TX in equation (5.5). The only difference between this quantity and a standard correlation
coefficient is the absolute value under the summation, avoiding an artificially low correlation
value resulting from phase de-correlation as one moves around the array and the relative angle
pair of elements rotates.

5.1.3 Results

Using (5.2), and for the SNR=20 dB, the ULA capacity across the 80 MHz of excitation
bandwidth for each of the 11 locations shown in Figure 4.21 was calculated. From (5.4) one

can also calculate the TX and RX correlation as shown in Table 5.1.

Figure 5.5 shows the capacity at location 7 both at the center frequencies of 2.4 GHz and
5.2 GHz. The model fit for the capacity at each of the center frequencies, using (5.3) is also
shown in Figure 5.5. At Location 7 shown in Figure 5.5 the capacity at 5.2 GHz was found to
be greater than that at 2.4 GHz, which is consistent with the correlation obtained in Table 5.1
and [97]. However, comparing this to that shown in Figure 5.6, one observes that the capacity
at 2.4 GHz is greater than that at 5.2 GHz. This is consistent as seen in Table 5.1, where the
correlation at 2.4 GHz is lesser than that at 5.2 GHz, both for the TX and RX cases. Except for
locations 6 and 9, the average capacity across the excitation bandwidth of 80 MHz was greater
at 5.2 GHz than that at 2.4 GHz, as shown in Figure 5.7 for all the 11 measured locations.
At location 4 this is very marginal, and the discrepancies could be due to experimental error
or not exactly positioning the RX ULA at each of these locations for each of the two center

frequencies.

For the uniform circular array (UCA) configuration, using a SNR of 20 dB and using (5.2),
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TABLE 5.1: TX/RX Pairwise Average Correlation of Capacity for ULA

Average Correlation,,)

Locations 2.4 GHz 5.2 GHz
X RX X RX
1 0.3855 0.3600 0.2853 0.3400
2 0.3834 0.5339 0.2655 0.3271
3 0.4265 0.5301 0.2924 0.3764
4 0.0833 0.1089 0.1283 0.1520
5 0.3854 0.3740 0.2484 0.3301
6 0.3190 0.1710 0.2040 0.1364
7 0.5808 0.4041 0.3804 0.2944
8 0.1197 0.2839 0.1291 0.1257
9 0.1765 0.1721 0.5010 0.3613
10 0.3868 0.4886 0.4737 0.3743
11 0.3779 0.8617 0.3139 0.4664

the capacity across the channel excitation bandwidth can be obtained. Figure 5.9 shows the
capacity at Location 9 for the 2.4 GHz and 5.2 GHz cases. The average capacity at 2.4 GHz
and 5.2 GHz is obtained using (5.3) and plotted as the straight lines shown in Figure 5.9. One
observes that the average capacity at 2.4 GHz is greater than that at 5.2 GHz.

The capacity for each of the 11 locations was calculated and averaged across frequency to
obtain the capacities shown in Figure 5.10. One observes that in most cases the capacity at
2.4 GHz is larger than that at 5.2 GHz, most likely due to more scattering and less path loss
at the lower frequency. As in [97], one should observe a lower correlation coefficienta
relatively greater capacity, as verified in Tables 5.2 and 5.3. The relatively lower capacity at
Locations 7 and 8 can also be explained in terms of the pairwise average correlation calculated
using equation 5.5. At these locations, the correlation shown in Tables 5.2 and 5.3 for both the
RX and TX antenna elements respectively, was found to be larger at 2.4 GHz than at 5.2 GHz.
Furthermore Tables 5.3 and 5.2 also show that the percentage error in the determination of
this pairwise correlation was a maximum of %%t the RX and 2.% at the TX, respectively,

indicating that this is a reasonably reliable metric.
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FIGURE5.5: Capacity versus excitation bandwidth at location 7 for ULA
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FIGURE5.6: Capacity versus excitation bandwidth at location 9 for ULA
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FIGUREL.7: Average capacity at each of the measurement locations using ULA

To test the correlation of the channel capacity at the two different frequencies, Figure 5.11
presents a scatter plot of the capacities across the 11 locations at 2.4 GHz and 5.2 GHz. The
solid line in the figure shows the best-fit linear dependence, obtained with the least-squares
approximation. Using all the locations plotted in Figure 5.11 the straight line equation is
determined to be

cap,,= 0.899x cap, , + 2.367 (5.6)

where cap, is the capacity at 5.2 GHz and gapis the capacity at 2.4 GHz respectively.
The linear fit model, when all locations are considered and when Location 7 is taken as an outlier
result in a variance of 3.427 and 1.905 respectively, indicating a high degree of correlation in
the capacities at the two center frequencies.
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FIGURE 5.9: Capacity versus excitation bandwidth at location 9 for circular array
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TABLE 5.2: TX Pairwise Average Correlation of Capacity for UCA

Transmitter (TX)
Locations 2.4 GHz 5.2 GHz
Pav error(%) Pav error(%)
1 0.1646 0.95 0.1553 0.10
2 0.1510 0.83 0.1535 0.40
3 0.2126 0.63 0.2330 0.37
4 0.1449 0.98 0.1692 0.07
5 0.1767 0.64 0.1774 0.05
6 0.2191 1.92 0.2335 1.02
7 0.2292 0.46 0.1897 1.00
8 0.2306 1.46 0.2010 0.57
9 0.1922 0.21 0.1964 0.38
10 0.1545 0.77 0.1547 0.08
11 0.1910 0.66 0.1949 0.05
TABLE 5.3: RX Pairwise Average Correlation of Capacity for UCA
Recever (RX)
Locations 2.4 GHz 5.2 GHz
Dav error(%) Pav error(%)
1 0.3292 0.53 0.4824 0.22
2 0.4927 0.27 0.4531 0.04
3 0.4035 0.09 0.4505 0.14
4 0.6371 0.26 0.7174 0.14
5 0.5112 0.12 0.5797 0.41
6 0.6954 0.08 0.5887 0.32
7 0.4196 0.05 0.3758 0.33
8 0.7413 0.24 0.6349 0.18
9 0.3896 0.12 0.5357 0.37
10 0.3609 0.09 0.3635 0.53
11 0.3670 0.16 0.4561 0.02
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5.2 MODELLING SPATIAL CORRELATION

-

r

5.2.1 Introduction

In this section, spatial correlation is explored at a center frequency of 2.4 GHz to predict
measurements at a much higher center frequency of 5.2 GHz, which has been referred to as
frequency scaling. In theory, the cost of channel measurements can be greatly reduced when
such predictions are possible. Furthermore, frequency scaling suggests that MIMO techniques
employed in a system with one center frequency will be directly applicable to systems operating
at other frequencies, possibly decreasing the development time of MIMO systems and network
planning. Obviously, the validity of frequency scaling depends on the similarity of the multipath

at the two different frequencies. The modelling approach, parameter determination and the
results when frequency scaling is employed using uniform linear arrays (ULA) across all the 11

measured locations are described.

5.2.2 Model Description

At each of the 11 locations shown in Figure 4.21, 20 channel snapshots were recorded with 200
ms between snapshots. This resulted in a 4 s acquisition time, and since the channel sounding

was for a fixed TX and RX case, negligible channel variation was observed across this duration.

To remove the effect of path loss in our computations, channel matrices were normalized

according to

Ng

~1/2
r1(n 1 m) |2 n
H" = <mmz [ )HF) H", (5.7)

=1
where H™ and H™ are the n'h normalized and un-normalized channel matrices
respectively.V, is the number of channel measurements (snapshots and frequency bins) at a

single location andl-|| . is the Frobenius norm.

The ULA measurements are well suited to correlation studies since the ULA has a
shift-invariant correlation structure under the assumption of far-field scattering. Also in a
rich multipath environment, the correlation of the ULA will depend mainly on the relative

orientation of the array and the multi-path, allowing the directional signature of the multi-path
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to be investigated.

For the ULA, far-field scattering produces a shift-invariant correlation structure, allowing
the transmit or receive correlation to be written as a function of just the offset between elements,
instead of a function of both indices. In this case, the shift-invariant correlation coefficient at

the RX with an element displacement/as

1j=

pr = : (5.8)
Ng Ny Np—f Ng Np Np—t 2 1/2
(EEEer) (BEE )

where N, = 20 x 80 is the number of snapshots taken across all frequency bins and

£ 86 )

z+€ J

observationsH; = 8 and Ny = 8 are the number of transmit and receive antenna, respectively,
andHi(f;) is thek'h channel snapshot from thé: TX to the:'h RX antenna. The shift-invariant
TX correlation is computed by interchanging the roles of TX and RX in equation (5.8) above.

To simplify the analysis of correlation, the magnitude gof was modelled with the

exponential function as
Y, = e VAT (5.9)

where Az is the element separation in wavelengths and b is the estindatsatrelation
parameter, which is chosen to minimize the average mean square error (MBHE)X and RX,

where

1 {Nr,Nr}-1

d= Ny N} ; (lpel = e)?, (5.10)

and separate values bfare estimated at the TX and RX for each frequency.

Frequency scaling of the spatial correlation was tested by applying the linear regression
technique to the decorrelation at the two frequencies, or

G52 = a1 + A2G2.4, (5.11)

where ¢4 is the decorrelation at 5.2 GHz and 2.4 GHz respectively,amahda, are

obtained with the minimum mean square error (MSE) curve fit.
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5.2.3 Results

Figure 5.12 plots the shift-invariant correlation coefficient at the RX for location 4 versus
antenna element displacement (in wavelengths) for both 2.4 GHz and 5.2 GHz, whilst
Figure 5.14 shows the plot at the TX. The symbols and smooth lines in both plots refer to the

data points and the best-fit exponential model respectively.

At location 7, where the capacities were higher in relative terms and the differential in
capacity between 2.4 GHz and 5.2 GHz was greatest, one observes in Figure 5.13 that the
de-correlation parameter was also correspondingly greater. Similarly, Figure 5.15 shows that
the de-correlation parameter is very low at location 8, where the capacity is also lower. It was
also found that one cannot use the absolute value, but the relative can be used for comparative

and analytical purposes.

The RX decorrelation parametbr as well as the MSE of the model fit to the data points
for all 11 locations is computed in Table 5.4 for both the 2.4 GHz and 5.2 GHz channel data.
Typical MSE of the model is between @2and 3.3% with only about 20 of the locations
having an error above’4. Average error for the 2.4GHz and 5.2GHz sets are2.84d 2.26%
respectively, indicating a remarkable good fit for the chosen model.

Following the same procedure for the TX correlation, results obtained from the decorrelation
parameter values are listed in Table 5.5. Typical MSE of the model is betwegra®@®2.9%.
The average error for the 2.4 GHz and 5.2 GHz sets i% BAd 1.4%, again indicating a good

fit for the model.

To establish the effect of frequency scaling on the decorrelation, Figure 5.16 plots the RX
parameter §, versus b, using the data from Table 5.4. One observes that there is very high
dependence present with the exception of location 9 having (0.34442, 1.2042). The broken
and solid lines in Figure 5.16 show the linear regression of the data when all data points are
considered and when location 9 is discarded as an outlier respectively. MSE values for these
two cases are 0.109 and 0.012 respectively. Performing a linear regression of the decorrelation
parameter using the data in Table 5.5 at TX as shown in Figure 5.17 results in MSE values of

0.136 and 0.034 when again location 9 is included and discarded as an outlier, respectively.
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FIGURE5.14: Calculated relative correlation coefficients with curve fit for TX location 4

TX correlation co—efficient

FIGURE5.15: Calculated relative correlation coefficients with curve fit for TX location 8
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TABLE 5.4: Decorrelation Parameter (b) and Error wrt Wavelengjlat RX

Locations 2.4 GHz 5.2 GHz

b error(%) b error(0)
1 0.8960 4.76 0.8702 3.27
2 1.0903 4.48 1.2795 1.76
3 1.2546 2.00 1.5591 5.64
4 0.4080 0.75 0.2550 1.06
5 0.8799 3.49 1.0536 2.57
6 0.3182 1.15 0.3432 0.98
7 0.9978 0.17 0.9071 0.72
8 0.4190 0.35 0.4883 1.46
9 1.2042 1.18 0.3442 0.45
10 0.9980 2.90 1.0403 2.40
11 1.5548 3.65 1.9721 5.41

TABLE 5.5: Decorrelation Parameter (b) and Error wrt Wavelengjtat TX

Locations 2.4 GHz 5.2 GHz

b error() b error()
1 0.9511 0.18 0.9769 1.54
2 0.8849 1.69 1.0189 2.66
3 1.0666 2.34 1.2988 1.68
4 0.4270 2.90 0.2400 2.96
5 0.8325 0.06 0.8746 2.08
6 0.6833 0.56 0.7402 5.84
7 1.2678 1.38 1.4634 1.13
8 0.4302 0.84 0.2845 0.51
9 1.6701 0.96 0.3530 1.03
10 1.4210 3.15 1.0134 0.75
11 1.0462 0.76 0.9514 0.49
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FIGURE5.16: Relationship of RX decorrelation with respect to frequency scaling
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Theseresults show that the correlation at the two frequencies exhibits a strong dependence,
suggesting that not only the level of multipath at the frequencies are similar, but also that the

directional signature is related as is seen in section5.3.

5.3 DouUBLE DIRECTIONAL CHANNEL MODELLING

5.3.1 Introduction

Since initial research in multiple-input-multiple-output (MIMO) wireless systems [9], the
opportunities and demands of higher spectral efficiency, quality of service and data rates
in wireless systems have stimulated ongoing research in this area. MIMO architectures are
potentially good candidates for future wireless systems, since they employ multiple antennas at
both the transmitter (TX) and the receiver (RX) to significantly increase channel capacity in a

multipath environment, without increasing the system bandwidth or transmit power.

Accurate characterization of the propagation channel is essential in order to assess
the potential benefit of employing sophisticated coding, modulation, and antenna arrays
in MIMO systems. This is accomplished either by statistical or geometrical modelling,
advanced modelling strategies (such as ray tracing) and direct measurement [19]. Modelling
approaches have the advantage of inexpensive implementation on a computer, but may lack
sufficient accuracy in representing real-world channels. Direct channel measurement provides
accurate characterization, but can be time-consuming and expensive, allowing only a small
set of communications channels to be investigated. With the advent of technologies such
as ultra-wideband (UWB) communications, and the allocation of new RF spectra, channel
characterization becomes necessary not only for several different scenarios, but also for many

different communication bands.

This chapter explores the effect of center frequency on the MIMO channel response in an
indoor environment, showing that in certain cases the double-directional response of the channel
at 2.4 GHz is remarkably similar to that at 5.2 GHz, indicating that propagation mechanisms
at the two frequencies may also be very similar. Employing measurements at one frequency to
predict channel behavior at a different frequency is referred to herdre@sency scalingin

theory, this technique can drastically reduce the cost of MIMO channel measurement campaigns
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anddecrease development time of MIMO systems.

5.3.2 Model Description

The antenna arrays employed in this measurement were uniform circular arrays (UCAs) with
0.5\ spacing at both 2.4 GHz and 5.2 GHz, whars the free-space wavelength. As depicted

in Figure 4.21, the RX was placed at 11 different office and laboratory locations, while the TX
was placed at a single fixed position in the corridor of CEFIM at the University of Pretoria,
South Africa. The RX was set at exactly the same position, height, configuration and direction
for both the 2.4 GHz and 5.2 GHz measurements.

At each location, 20 channel snapshots were recorded with 200 ms between snapshots.
Since negligible channel variation was observed for each stationary measurement, only a single
snapshot from each location was considered. Here, a channel snapshot is defm%d as
wherek is a frequency bin index, andand j are the receive and transmit antenna indices
respectively. To remove the effect of path loss in our computations, channel matrices were

normalized to have average unit SISO gain, as indicated in [95].

Previous channel modelling efforts have defined the double-directional channel [17] in terms
of paired discrete plane-wave departures and arrivals at the TX and RX. In indoor environments,
where multipath scattering is severe, extracting individual plane-wave arrivals can be very
difficult. 1t was therefore decided to define the double-directional response in terms of spatial
power spectra, obtained with either joint TX/RX Bartlett or Capon beamformers [42]. The joint
Capon beamformer can now therefore be defined as

1

a(vr, ve)"R-1a(vr, vg)

PCAP(VT, VR) = s (5-12)

where{-}# is complex conjugate transpose; andvy are azimuth angles at the TX and

RX, andR is the sample covariance matrix. The joint steering veator, vr) is defined as

a(vr,vr) = ar(vr) ® ar(vr), (5.13)
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wherear iy are the usual separate array steering vectors for the TX and RXy asithe

Kronecker product. The sample covariance matrix is computed as

.1
R=— 3 h®n®, (5.14)
k

whereK is the total number of frequency bink") = Vec {H®}, and the vector operation
Vec {-} stacks a matrix into a vector.

Likewise, the joint Bartlett beamformer is defined as

a(VT, I/R)HRa(VT, I/R)

a(vr,vr)"a(vr, vg)

Pgr(vr,vr) = (5.15)

The similarity of the spectra at 2.4 GHz and 5.2 GHz is evaluated by computing the

correlation coefficient on the double-directional spectra at the two different frequencies using

either the Capon or Bartlett beamformer. The correlation coefficient is computed as

Zévzo Zi]io(Pz.zx,ij - F2.4)<P5.2,ij - F5.2)

o=
\/[Zﬁvzo S o(Poais — ?24)2} [Zf\io S o( P — Psa)?

: (5.16)

whereN isthe number of discretization pointB; ;; = Picapsry(Vr,, Vr;), f s the center
frequency in GHzyr; = v, = 2mi/N,andPy = (1/N?) 37,37 Pyj.

5.3.3 Results

Figures 5.18 and 5.19 shows the joint spatial power spectra at Location 4 for the Bartlett and

Capon beamformers.
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FIGURE5.18: Spatial spectra for Location 4 employing the Bartlett Beamformer
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FIGURE5.19: Spatial spectra for Location 4 employing the Capon Beamformer
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TABLE 5.6: Correlation coefficient of 2.4 GHz and 5.2 GHz spectra

Locations Bartlett Beamformer Capon Beamformer

PBF pcap
1 0.37 0.73
2 0.56 0.77
3 0.43 0.72
4 0.56 0.94
5 0.62 0.59
6 0.58 0.47
7 0.35 0.56
8 0.51 0.76
9 0.33 0.56
10 0.25 0.16
11 0.41 0.63

Oneobserves that there is a similarity in the spatial structure of the electromagnetic waves
for both beamforming techniques. An alternate approach shown in Figures 5.20 and 5.21
shows the contour mapping of the power spectra also for Location 4 at 2.4 GHz and 5.2 GHz
respectively. This is verified by the respective correlation coefficient of 0.56 (Bartlett) and 0.94
(Capon) shown in Table 5.6. Where the joint correlation coefficient shown in Table 5.6, is
relatively lower (such as Location 7), one would expect the geometry of the power spectra to
be different. This is the case as observed in Figures 5.22 and 5.23, where the angular positions
may be somewhat similar, but the amplitudes differ. The plots also indicate that the Bartlett
beamformer performs better in terms of spatial similarity, and this is congruent with the higher

correlation coefficient computed.

As depicted in Figures 5.24 and 5.25, Location 11 has more scattering but still exhibits a
high degree of correlation in the spectra for either beamforming technique. Table 5.6 indicates
that the Capon beamformer usually produces a higher correlation coefficient than the Bartlett
beamformer, with the exception of Locations 6 and 10. This result might be expected, since
the Bartlett beamformer tends to produce complicated interference patterns between major
scattering directions, but the Capon beamformer often suppresses this effect. Thus, although
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FIGURE5.20: Spectral contour for Location 4 employing the Bartlett Beamformer
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FIGURE5.21: Spectral contour for Location 4 employing the Capon Beamformer
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FIGURE5.22: Spatial spectra for Location 7 employing the Bartlett Beamformer
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FIGURE 5.23: Spatial spectra for Location 7 employing the Capon Beamformer
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FIGURE5.24: Spatial spectra for Location 11 employing the Bartlett Beamformer
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FIGURE5.25: Spatial spectra for Location 11 employing the Capon Beamformer
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the Bartlett beamformer may be a more sensitive metric for comparison of joint spatial power
spectra, the Capon beamformer will focus on comparing the principal directions of arrival and

departure.

5.4 (CONCLUSION

5.4.1 Capacity Modelling

A study on the effect of frequency scaling on capacity in indoor MIMO wireless systems has
been presented. The results for the circular antenna array configuration suggest that one can
predict the capacity in a MIMO system at another center frequency through a linear dependence
relationship. The pairwise correlation coefficient presented can also be reliably used as a metric

to explain the differences in measured capacities at the various locations.

5.4.2 Spatial Correlation

Through the study of the spatial correlation for a ULA at both 2.4 GHz and 5.2 GHz it has been
shown that for an indoor office type environment there can be exploitation of the relationship
of the correlation in MIMO wireless systems. Furthermore, the model determined through
the measurement campaign confirmed the model that is sometimes used in the literature [98].
Measured capacity for the ULA at 2.4 GHz and 5.2 GHz suggests that one can predict the
correlation through a linear dependence relationship. This suggests that there is high correlation
in the directional signature of the multipath propagation. These results suggest that propagation
mechanisms in the indoor environment at these two distinct carrier frequencies may be very
similar, leading to cost savings in channel measurement campaigns, network planning and

MIMO system development.

5.4.3 Double Directional Channel

The idea of frequency scaling in the double-directional joint TX/RX case, or using measured
channel characteristics at one center frequency to predict behavior at another frequency, have
been proposed. This could save time and cost of channel characterization and network planning.
The ability to perform frequency scaling was investigated by comparing the double-directional

spectra of measured indoor channels at 2.4 GHz and 5.2 GHz. Comparison of the spatial spectra
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atthe two center frequencies showed a high degree of similarity, suggesting that the multipath
propagation at the two frequencies is mainly due to specular reflections. These results are
promising, since it suggests that models may be developed that predict channel behavior at

many different bands given measurements at only a single center frequency.
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MAXIMUM ENTROPY MODELLING

6.1 INTRODUCTION

It is well established that multiple-input-multiple-output (MIMO) wireless systems have the
potential to meet demands for higher data rates, improved spectral efficiency and better quality
of service in wireless systems [15]. Correct assessment of MIMO systems depends on accurate
characterization of the propagation channel, which has resulted in humerous measurement
campaigns [89, 99-101] as well as modelling strategies [17, 19].

One of the most popular MIMO modelling strategies to date is the Kronecker model [18],
which allows the full joint transmit/receive covariance matrix to be synthesized from only the
separate transmit and receive covariance matrices. Although the model is preferred due to its
simplicity, application of the model to measured channels indicates marginal discrepancies
in the modelled capacity and more substantial error in the modelled joint spatial spectra
(eigenvalues) [97]. Improvements to the Kronecker model have been proposed by combining
the separate transmit/receive covariance information with partial information from the full

covariance [102].

A modelling approach based on information theoretic considerations has appeared [103],
which applies the principle of maximum entropy (ME) to MIMO channels. Given a set of
known channel parameters, the ME estimate of any unknown parameters is that which imposes
the least structure on the channel model. Thus, by not imposing “artificial structure” on the
channel, the ME principle should allow for more consistent (and possibly more accurate)
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modelling,based on only the channel knowledge at hand.

The purpose of the present work is to apply the principle of ME to the problem of deriving
the full joint covariance, based only on knowledge of the separate transmit/receive covariances.
The main goal is to see if ME offers any modelling improvement by avoiding the artificial

structure apparently present in the Kronecker model [97].

6.2 MODEL DESCRIPTION

Suppose the respective transmit and receive covaridec@ndR ; are known, respectively, so

then the statistics of the channel matrices are constrained by

E{HH") =Ry FE {Z Hikij} = Rpj (6.1)
k

E{H'H} =R] E {Z HkiH;j} = Ry (6.2)
k

p(H) >0 (6.3)

/ p(H)dH = 1, (6.4)

where{-} is complex conjugate transpogéH) is the joint probability density function
(PDF) of the elements of the channel mafiixandE {-} is expectation. Assuming we want to
maximize the entropy or
/ p(H)log p(H)dH (6.5)
with respect to the above constraints, one can write the Lagrangian and set the derivative equal

to zero to get the form of the PDF
p(H) (6.6)
=exp(ho+ > prij Y HaHy + > pri; > HeiHyy)
ij k ij k

= Co eXP(Z porikHijHyydj0 + Z pur,jeHij Hygir),
ijke ijke

wherecy = exp(\g). Combining the two equations leads to

p(H) = coexp [Z Hij Hyy(prandje + ﬂT,jEéili):| ; (6.7)
15kl 1
_Rz'j,kz
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whichis the form of the standard multivariate complex normal PDF with a covariance matrix
indexed by the stacked receive and transmit indices. This can be expressed with the Kronecker
product as

R=—(Ir®pp+pyr @Ig)~! (6.8)
A
Oneobserves that (6.8) is different from the Kronecker model [18] which has the simpler

form

R = R; ® Ra. (6.9)

Taking the eigenvalue decomposition (EVD)of andpuy, ie.,

pr =ErArér,  pp=EpAry, (6.10)

allows (6.8) to be expanded as

a'g

R =~ (£,0€,) (Ir ® Ap+ Ar @ 15) (€7 ® E5)", (6.11)
€ A ¢!

sothatR = —¢A ¢, The matrixA involves Kronecker products and sums of diagonal
matrices, which will also be diagonal, or

Nijre = 0je0ik AR + 0jedir At

= jg&-k [)\R,i + )\T,j] (612)

1
AL =6 6.13
ij,kl §4 k)\R,i 4 )\T,j ( )

Therefore one has the form of the full covariance matrix. The eigenvectors are just the
Kronecker product of the separate transmit and receive eigenvectors. The eigenvalues, however,
must be found by substitutinB. back into the original constraints. Although the constraints
(6.1) and (6.2) depend on expectationskdf they can be re-written in terms of the full
covariance as

Rri =Y Rijkj,  Rrje=)  Riju (6.14)
J %
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Thecovariance matrix from (6.11) can be written in component form as

’U ke = { —A” ' }z] [ Z j, mnAmn mngkf mn (615)

mn

Substituting (6.15) into (6.14) results in

{_RT}]l Z Z &J mn mn,mn zé mn (616)
- Z gTJnf;,én mn,mn Z fR szR im (617)
=1
- ZfTﬂngTﬂnzAmn mn? (618)
ﬁ,_/
_DT,nn

Similarly, one can expand the receive covariance constraint as

{_RR}zk Z 'SR meR km Z Amn ,mn (619)

\q,_/

_DR,mm

Equations (6.18) and (6.19) can be recognized as just the eigenvalue decompositions of the

transmit and receive covariances

Ry = ETDng (6'20)
Ry = £,Dréx. (6.21)

To solve for the full covariance, the system of equations

1
1
Ditgm = din = =D 5 (6.23)

must be solved, but a direct solution can be problematic since one would have to find the
roots of multivariate large order polynomials. An indirect approach is possible by noticing that
sinceH is a Gaussian process, maximum entropy maximize&R). Since the eigenvectors

are already known, one only needs to fikdsuch thatlet (—A‘l) is maximized. Letting

one must find the maximum akt(R) = [[,; fi;, subject to the constraints
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M

drj = f; (6.25)

dri =Y fi (6.26)
i

fi; =0 (6.27)

Since the constraints are linear and]_[ij fi; is convex, there is a simple convex
optimization problem that can be solved with conventional techniques. In this research, the
solution is obtained by finding an admissible initial guess forftheising linear programming

and then moving to the optimum with gradient descent method.

6.3 DATA PROCESSING

The data is processed as follows: At each location, 20 channel snapshots were recorded with
200 ms between snapshots. Since negligible channel variation was observed for each stationary
measurement, only a single snapshot from each location was considered. Here, a channel
snapshot is defined a%i(f), wherek is a frequency bin index, andandj are the receive and
transmit antenna indices respectively. To remove the effect of path loss in the computations,

channel matrices were normalized to have average unit SISO gain [95].

Previous channel modelling efforts have defined the double-directional channel [17] in
terms of paired discrete plane-wave departures and arrivals at the TX and RX. In indoor
environments, where multipath scattering is severe, extracting individual plane-wave arrivals
can be very difficult. It was therefore decided to define the double-directional response in terms
of spatial power spectra, obtained with joint TX/RX Bartlett beamformers. The joint Bartlett
beamformer [42] is given by

a(vrp, UR)HRa(VT, VR)

a(vr,vr)"a(vr, vg)

P(VT,I/R) = (628)

wherev; and vy, are azimuth angles at the TX and RX, aRdis the sample covariance

matrix. The joint steering vecter(vr, vg) is defined as

a(vr,vr) = ar(vr) ® ag(vr), (6.29)
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whereagr gy is the usual separate array steering vectors for the TX and RXzasdhe

Kronecker product. The sample covariance matrix is computed as
1
- = R RGINGLS (6.30)
k

where K is the total number of frequency bin&® = Vec{H®} , and the vector

operationVec {-} stacks a matrix into a vector.

The similarity of the joint spectra at 2.4 GHz is evaluated by computing the correlation

coefficient between spectrhand B as

f: i (Pass — Pa)(Posy — P)

paB = , (6.31)
N
[ 3 (Pags = Pa)?

whereN is the number of discretization point8,; = P(vr,,vr;), A andB represent FC

||Mz

for full covariance extracted from the data, KM for the Kronecker model, and ME for maximum
entropy,vr; = vg,; = 2mi/N, andP = (35) > 3 P
i

6.4 RESULTS

Figures 6.1and 6.2 display the significant eigenvalues for the full covariance (FC), maximum
entropy (ME), and the Kronecker model (KM) cases, at Locations 3 and 7 at the carrier
frequency of 2.4 GHz for the indoor environment in Figure 4.21. Figures 6.3 and 6.4 display
the significant eigenvalues for the same physical locations, but at the carrier frequency of 5.2
GHz. All these cases indicate that the maximum entropy approach only provides a marginal
improvement in the eigenvalues (approximately 5%) compared to the Kronecker model. The
other nine locations were very similar, except that only the number of dominant eigenvalues

varied from around a minimum of two to a maximum of four.

Figure 6.5 plots the spatial spectra for the full covariance (top) and maximum entropy
(bottom). The spatial spectrum for the Kronecker model (not plotted) is visibly indistinguishable
from that for the maximum entropy. Tables 6.1 and 6.2 give the correlation coeffigient z

andprc xar In columns 2 and 3 for the center frequencies of 2.4 GHz and 5.2 GHz respectively.
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TABLE 6.1: Correlation coefficient of spatial power spectra at 2.4 GHz

Locations Bartlett beamforming at 2.4 GHz

PFC,ME PFC,KM
1 0.9387 0.9377
2 0.9258 0.9088
3 0.9470 0.9264
4 0.9927 0.9887
5 0.9716 0.9615
6 0.9818 0.9798
7 0.8850 0.8819
8 0.9872 0.9845
9 0.9028 0.8966
10 0.9007 0.8985
11 0.9261 0.9229

TABLE 6.2: Correlation coefficient of spatial power spectra at 5.2 GHz

Locations Bartlett beamforming at 5.2 GHz

PFC,ME PFC,KM
1 0.9701 0.9764
2 0.9675 0.9664
3 0.9109 0.9064
4 0.9945 0.9907
5 0.9717 0.9680
6 0.9694 0.9691
7 0.8411 0.8403
8 0.9936 0.9921
9 0.9637 0.9584
10 0.9363 0.9259
11 0.8339 0.8372
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FIGURE 6.1: Dominant singular eigenvalues for Location 3 at 2.4 GHz carrier frequency
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FIGURE 6.2: Dominant singular eigenvalues for Location 7 at 2.4 GHz carrier frequency
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FIGURE 6.3: Dominant singular eigenvalues for Location 3 at 5.2 GHz carrier frequency
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FIGURE 6.4: Dominant singular eigenvalues for Location 7 at 5.2 GHz carrier frequency
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FIGURE 6.5: Spatial power spectra for FC and ME at 2.4 GHz at Location 3
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FIGURE 6.6: Spatial power spectra for FC and ME at 2.4 GHz at Location 7
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FIGURE 6.7: Spatial power spectra for FC and ME at 5.2 GHz at Location 3
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FIGURE 6.8: Spatial power spectra for FC and ME at 5.2 GHz at location 7
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As with the eigenvalues, the maximum entropy approach only yields a marginal improvement,
yet is distinct from the Kronecker model.

6.5 CONCLUSION

A maximum entropy approach has been presented for obtaining the full channel covariance
when only the separate transmit and receive covariances are known. The method indicates that
the eigenvectors of the full covariance are the Kronecker product of the separate transmit and
receive eigenvectors, which are identical to that of the Kronecker model. The eigenvalues of the
full covariance, however, do not strictly match those of the Kronecker model. Application of the
new method to measured indoor MIMO channels at 2.4 GHz indicated that the Kronecker model
and maximum entropy method gave numerical results that are fairly close to each other. Thus,
even though the Kronecker model imposes “structure” on the full covariance, the modelled
channel matrices are nearly as unstructured as can be and they almost attain the maximum
possible entropy. This result suggests that the inaccuracy of the Kronecker model represents a
fundamental limit, which resulted from having no joint transmit/receive channel information,
rather than resulting from the incorrect application of knowledge of the separate transmit and

receive covariances.
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CONCLUSION

7.1 SUMMARY

From the work described herein, one can conclude:

e Geometric modelling

Chapter 3 chartered the development of a geometric model for the MIMO indoor wireless
channel with isotropic scattering PDF at the TX and the von Mises scattering PDF applied
to one RX end, while a uniform scattering PDF was applied at the other. The effects of
antenna element spacing, angular orientation of antenna array and number of antenna
elements employed were shown. It was also found that the number of antenna elements
had the greatest impact on the capacity when compared to the other parameters. Although
geometric modelling is a useful tool and gives the wireless engineer much insight into the
performance of the MIMO channel, it was also shown that, based on the measurement
campaign, the results from the geometrical modelling technique did not prove to be able

to accurately represent the real world channel in this case.

e Wideband measurement system

Chapter 4 showed a successful development and implementation of a low cost wideband
8 x 8 MIMO measurement system capable of 80 MHz of instantaneous excitation
bandwidth operating across the 2-8 GHz range. The system shows innovation in its
implementation of the sub-components and data was obtained for 11 different indoor
locations both at 2.4 GHz and 5.2 GHz, using the ULA and UCA antenna configurations
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in co-located positions. This measurement system is largely based on off-the-shelf

components, making it affordable for empirical research to be undertaken.

e Metrics in data analysis

In Chapter 5, the data was analyzed in terms of eigenvalue CDFs, capacities and spatial
correlation for the specific antenna array configuration at the two carrier frequencies. The
concept offrequency scalingn MIMO systems was introduced and two new different
models were developed where it was shown that a linear relationship existed both for the
capacity frequency scaling and spatial correlation frequency scaling. When the fixtures
and fittings becomes electrically comparable to the wavelength of frequency in use, this
frequency scalingpproach could not hold. Hence, one should use these models taking

careful cognisance of the center frequency in use.

It was also shown that the capacity at 2.4 GHz was greater than that at 5.2 GHz for the
UCA, which could be attributed to more scattering and lesser path loss. Furthermore one
can observe that the capacity for the ULA was more clustered, which could be due to
the positioning of the antenna array, indicating that indoor channels are more affected
by the array orientation than the position of the system. The joint TX/RX beamforming
(eigenvectors) were determined and it was shown that the spatial power characteristics at
both carrier frequencies showed a high degree of similarity, suggesting that the multi-path

propagation at the two frequencies could be mainly due to specular reflections.

e Maximum entropy approach

Using the principle of maximum entropy, a new approach in Chapter 6 showed that
the eigenvalues of the full covariance matrix is different from the Kronecker model
and that there is difference (approximatel)sin the dominant eigenvalues. Although
when comparing the spatial power spectra results (using the ME synthetic full covariance
and full covariance matrix of the measured channel), they were close to that using the
Kronecker model. The correlation coefficient metric clearly indicated that the the ME
model performed better. The study also indicates that the joint RX/TX spatial power
spectra at 2.4 GHz and 5.2 GHz are similar, indicating that specular reflections at both
the carrier frequencies are similar, hence validating the results obtained for the double

directional model in Section 5.3.
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7.2 HFJUTURE RECOMMENDATIONS

Some recommendations to the extension of this work could be:

e Enhanced geometric channel model and joint correlation matrix

One could extend the work on geometric modelling and incorporate more complex PDFs
at the TX and RX. A non-trivial approach would be to reduce the approximations and use
numerical techniques to analyze the space-time correlation equations, so that there could
be a more accurate representation of the channel. The metrics can then be compared to
determine the level of computational complexity versus accuracy. One could also include
three dimensional models at the TX and/or RX and extend on the models in the recent

work by [104, 105] and compare this with other measured wideband channels.

e Wideband measurement system and analysis

The present wideband channel sounder could be improved, especially the synchronization
system. Various wireless synchronization schemes using for example, Golay Codes or
other super orthogonal codes could be implemented. This will be very useful in outdoor
measurements as well as where the TX is located at higher altitudes. The comparison
of results for different antenna element spacing or geometries would also be useful to
further evaluate the impact on the antenna with regards to capacity and spatial power
profiles. Further analysis at a lower center frequency like 800 MHz could be useful and of
other indoor type environments so as to have a more comprehensive comparative analysis
that would provide a useful database for the network planner when making appropriate
space-time coding choices.

e Maximum entropy based modelling

The new modelling approach presented shows potential and has opened up new
possibilities for further investigation and analysis. One of the simpler approaches of
using linear programming was chosen in order to find the initial guess and then
the gradient descent method was used to find optimum values for the system of
non-linear equations. Other methods should be investigated to determine the relative
accuracies achievable. One could also compare this model to other models such as the
Weichselberger [102] and the virtual channel representation [106], both for the capacity
predictions and the spatial power representation for this measured environment, as well

as other environments, with and without perfect CSI.
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What is a MIMO System?

. Given an arbitrary wireless communication system, one considers a link for
which the TX end and as well the RX end is equipped with multiple antenna
elements.

« TX antenna signal and RX antennas at the other end are ‘combined’ in such a

way that the BER or data rate(bps) of the communication for each MIMO user will
be improved.
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Traditional SISO System

SISO Ergodic Channel Capacity
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Opportunities for MIMO Technology —

“Beyond the Shannon Bound”

Ergodic Capacity of a MIMO Fading Channel
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Block Diagram of a MIMO Wireless System

Input S-T Coding Demultiplexing Output
Data Q Modulation Weighting Q Data
Symbols Weighting Demodulation Symbaols
B Multiplexing S-T Decoding hind
Mt Element Mg Element
Transmitter Recaiver
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Benefits of MIMO Systems

« Spectral efficiency improvement

* Increases network’s quality (QoS)
« Data rate increases substantially
« Operator’s revenue increases

* Meet needs for future applications and services in 3G, 4G and
NGN...
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MIMO Channel Modelling

« MIMO systems increase capacity of wireless channel
without increasing system BW in a rich scattering
environment

« Space-time coding is informed by channel behaviour
« Various approaches to channel modelling:

— Ray tracing

— Geometric modelling

— Channel sounding

« Channel sounding arguably most accurate representation
of real world channels — ‘At a cost!!’
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Geometric Modelling: System Description

Fixed wireless scenario at 2.4 GHz
Uniform scattering at TX

Von Mises pdf of scatterers at RX with varying degrees of
Isotropic scattering

Derive ST Model

Present a ST correlation function with some key elements such
as antenna element spacing, degree of scattering, AoA at user
and antenna array configuration
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Geometric Model for a 2x2 MIMO Channel
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Mathematical Equation

This MIMO system can be written using the complex baseband notation as:

(1) = H(0)x(t) +7(2)

H(t) is the channel matrix of complex path gains hij(t) between TX, and RX..
n(t) isthe complex envelope of the AWGN with zero mean from each receive element,
x(Z) is the transmit vector made up of the signal transmitted from each TX nx! antenna element,

y(t) is the receive vector made up of the signal from each point RS..

The channel gain, hmp(t), for the link TE -RE  as shown in Fig. 1, can be written as:

L N 2 i
q
hy, (1) =.,/Q lim > Zg xexp{]l/f [g te, +& ]}
P mpLN—)oo\/ NZ1:2q il 5 Ulp "%l i
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The Cross Correlation Function

The space-time correlation between two links, TE, — RE_ and TE, - RE as shown in
Figure can be defined as:

x
Pmp,ng (T:1) = Elhyp (£).hpq (t + T)/\/Qmenq |

One can write:

— 27
hmp(t): QmpL ]iflni)oo\/ilz z glxexp{]wll )

=1li=1

€l +&;+ & ]}

J

ni

* 27
h 1) = i -~
nq() nqLAl,m ﬁlZ Z g; XeXp{ Vit

& +E,+¢&
/ il
l1i=1 1

Making the respective substitutions gives:

P =] [ exp{ 27 [, — 24, + ., ]} p(0,)p(0,)d0.d0,

IT YAN PRETORIA 12
OF PRETORIA
YA PRETORIA




Fa

3

G

Joint Antenna Correlation Function

TX _RX
One can write the JACF [7, 11, 13] as: Pup.ng = Ppg -Prmn

If the pdf of scatterers at the TX is: p(@) =1/27

And at the RX the scattering distribution
can be described by the von Mises

o explk cos(g - )

o=

where:

H E[—?Z',ﬂ']

k is the isotropic scattering parameter
® is the mean direction of the AOA seen by the user

J , 1s the zero order modified Bessel function
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Antenna Correlation Functions

Simplifying the equations, one gets closed form expressions:

™ : 2md
ppq — IO[]Cpq] where,cpq P
2, ,
pnlan [k2 bZ + ]Zkb COS(/J ,an)]/ where,bmn —
1 (k)
Using:
X=U RT ; R_T is the 1. X 71, matrix of the TX antenna correlation

C' = log, det (fﬂ_ﬂ + iHHHj

nr
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RESULTS

Figure 2. ccdf vs Capacity for varying antennas
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RESULTS

Figure 4 ccdf vs Capacity for varying scattering, k

Figure 3 ccdf vs Capacity for varying antennas element spacing at RX
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RESULTS

Figure 6 ccdf vs Capacity for varying SNR

[essiosqy < Ayoede)] -

Capacity - C (b/s/Hz)

17

Q
o
L]

IVERSITEIT VAN PRET
IVERSITY OF PRET
NIBESITHI YA PRET

UM
UN
Tu

8




Geometric Modelling Conclusions

1.

This model gives an indication of the theoretical
performance gains of a MIMO system

From a geometric based model a joint correlation
function and TX and RX correlation functions were
derived in a neat, compact and closed form

Model incorporates the key parameters such as
configuration of antenna array, number of antenna
elements, antenna spacing, antenna orientation and
degree of scattering at RX.

Shown that number of antenna elements has greatest
impact on channel capacity.

Could be a simplification of real environment!
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WB MIMO Measurement System
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WB MIMO Channel Sounder

° CHANNEL -

S )
Switch Switch R‘ét?'(?éiim 777777 -
‘ Control Control i
aun [ SC PRIV <\ o 10 MHz REF
Rubidium
Clock

SP8T
Switch

SP8T LPF
Switch

'U
@)

LO

500MS/s
A/D

Trigger

10 MHz | REF

G

* Low Cost 8x8 Architecture: switched array, COTS components/instruments
 PC-based A/D simplifies data processing (MATLAB)

+ Up to 100 MHz instantaneous bandwidth

+ 2-6 GHz center frequency
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System Implementation - TX

R&S SMU-200
Vector Signal
Generator

amp. > SP8T

base-band
multi-tone
signal

.

Y

jy
Power y

ext clk trigger

control

Transmit Array

Timing Unit (SYNC)

10 MHz ¢
Rubidium Aeing | ol
reference switch |~

Ref Reset EVT1I EVT2
\ \

A4
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System Implementation - RX

Y@
a PC Based Sub-system
N :

chl ¢
q Data
SP8T ' % ch2 U Storage
l ) E 1
s
V »—trig i
t[ Signal
Ny 1 ; Processing
Receive Array control n
Timing Unit (SYNC)
10 MHz
antenna Rubidium
switch > reference
Ref Reset EVTI EVT2
I I

A 4

A

-

3

G

UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA




Measurement Method — UP System

P
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Synchronization Sequences

TX signal from SP8T

Fa
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RX signal thru SP8T

«—— 8% 20pus =160 ps—»

S —>

8 * 20ps = 160 ps

160us * 8 = 1.28ms

|

1.28ms + 198.72ms = 200ms

|

200ms * 20snapshots = 4s
! 24

4s * 2sequences = 8s



Synchronization Unit (SYNC)

P
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Measurement System

The multi-tone signal is of the form:

x(t) = ]Zvjcos(2zy‘it +¢;)
i=0

f; =(0.5+i)MHz

i=0,..,39
¢, = {0,z} ;s random (but fixed) phase shift for each tone that spreads the signal energy in time

To avoid artifacts associated with turning the signal on and off abruptly, the multitone signal of length T is
multiplied by a Gaussian windowing function of the form

(2 2

B S PP
i 2 2

w(t)=1e " T, <t<T

1, Otherwise

where:
T, and T L are the limits of the window
o standard deviation controls the rise and fall time of the window

Hence: Y(f)ZX(f)*W(f)

26




Monopole Antennas

sl -, 1

B—————
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Antenna
Arrays

UPS

AWGEMicrowave
Source

FF Modules!
Rubidium
Oscillators

FC-Based
A

Microwave
Source

(a) Transmit (b) Receive
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TX Hardware — 5.2 GHz
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RX Indoor Measurement Locations
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Measurement Environment — 2"d floor CEFIM
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Data Processing

The Channel Matrix, H is represented in the ff form:
H(f,rx,tx,s,ss):
(Freq. bins,
RX antennas,
TX antennas,
sequence no,
snapshots)

UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

32



Channel Matrix Normalization:
remove effect of path loss

-1/2

™ — 1 %T:HH(m)H2 H™
N,N,N, = F

= n 0 .
H™ = nt" normalized channel matrix

H(n) = nth non-normalized channel matrix

HHF = Frobenius norm

Ng = N; = 8

Ngs = no. of channel measurements (snapshots and freq. bins)

()" = the conjugate matrix transpose

Fa
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WB MIMO Channel Sounder System
Conclusion

True channel behavior requires a system capable of direct
channel measurement.

Presented a successfully deployed ‘switched array’
system capable of probing from 2-6 GHz with a channel
BW of 100MHz.

Capable of having up to 8 TX and 8 RX antennas in an
indoor environment.

Reliable and repeatable measurements were taken in 3
different indoor environments at 2.4GHz and 5.2GHz.
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Data Analysis and Model Assessment

*Capacity Modelling
*Spatial Correlation

*Double Directional Channel
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Capacity for a 8x8 MIMO employing UCA

Channel capacity with no CSI

C =log, det(I+-L-HH"),
NT

Average Channel Capacity cross BW

1N K
Cloc :(chj K

k=1

K =no. of frequency bins
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RESULTS

Channel eigenvalue cdfs for circular arrays at 2.4GHz and 5.2GHz

CEFIM CIR

0.8

0.7

Probability
o o o
N o

I I I

©
w
\

0.2

-60

Eigenvalue (dB)

-
é UNIVERSITEIT YAN PRETORIA
@Zp YUNIBESITHI YA PRETORIA M
Electrical, Electronic & Computer Engineering Asaane’



Results
Capacity vs excitation BW at location 9
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Circular Array Average Capacity

Awerage Capacity (across s0MHz BW) vs Locations

'd5"__"_T_'___'_u'_'_'__i_'___"u_"'__'T"'___'-_'_'_'_-__'___'-__'"__-'___'___.

: ; : ; ; o CIRC @ 2.4GHz ;

: ; : ; ; # CIRC @& 5.2GHz ;
R R et
g L e i
@ : ' : : : | : : : :
& & ! ! ! ' ! ! ! !
FJ] i S e i S A
- 5 : : | : : ! @
Z . . . : : : : : . :
SN SN R S S A R S A
1) SN, AR RN U SHPHNY SOM SOUHOS UM SO SRS §
& ' : i i i | " i : i
T ' o 4 : : : :
< ' ' ' 4 ' i o 5 ' 5
R e e e
0 i i i i i | i | | |

1 23 4 5 E 7 B g 10 11

Locations

39



Results
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Spatial Correlation:
Shift Invariant Correlation - ULA

The correlation coefficient at the RX for element displacement /:

NgNyNg—£ 0
FZZWW%}
k=lj=1 i=I

p( = 1

szz S b <>ﬂ/

k=1j=1 i=l k=lj=1 i=l
Hflj) is the k™ channel snapshot from the j* TX to the i'" RX antenna

NSZ 20*80; 1s the number of snapshots taken across all freq. bins and observations

NT : NR = §; is number of TX and RX antennas respectively
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Modelling of Correlation

Magnitude of correlation coefficient, 0, could be modelled as:

_blAx
YV, =F¢€

where:

AX is the element separation in wavelengths
b 1is the estimated decorrelation parameter

Average mean square error (MSE) at {TX,RX}:
1 {NT 9NR }_

{NT ) NR} EO

Frequency scaling analysis through linear regression of decorrelation or capacity by:

ds, =4, ta,q,,

where: q (520.4) is either the capacity or decorrelation at 5.2 GHz and 2.4 GHz, respectively,
and a, and a, are obtained with a minimum MSE fit

-

3

G

d=

1
lpe|-y0)*
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Results:

Calculated relative correlation coefficients with curve fit for RX location 4

1 e et
o : : 4  LIM 2. 4GHz: data set :
09F-- ﬁ ---------- e RRRIAREEEEEED — LIN24GHz: best fit  {----
S ! o LIN52GHz data set !

0gk----- s 2SR R R AR ---- LIM&2GHz:best fit  }---1

Fx correlation co-efficient
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Results:

Calculated relative correlation coefficients with curve fit

for TX location 8

Tk Correlation vs wavelength(A) for Location Mo.8 across B0MHz BYY

| R e
P s
08 [omoge S

4 LIM 2 4GHz: data set
— LIMN 2. 4GHz:model

O LIN 52GHz: data set
— - LIN5.2GHz:model

—————

T¥ correlation coefficient
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5.2 GHz FX Decorrelation

Results:

Relationship of decorrelation with respect to frequency scaling

sttt it et i e L L L b EEE et Srp LEEEE
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5.2 GHz T# Decorrelation
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Results

TABLE I
DECORRELATION PARAMETER (b) AND ERROR wrt WAVELENGTH (L) AT RX
: 5.2 GHz 2.4 GHz
Locations
b error (%) b error (%)

1 0.8702 3.27 0.8690 4.76

2 1.2795 1.76 1.0903 4.48

3 1.5591 5.64 1.2546 2.00

4 0.2550 1.06 0.4080 0.75

5 1.0536 2.57 0.8799 3.49

6 0.3432 0.98 0.3182 1.15

7 0.9071 0.72 0.9978 0.17

8 0.4883 1.46 0.4190 0.35

9 0.3442 0.45 1.2042 1.18

10 1.0403 2.40 0.9980 2.90

11 1.9721 541 1.5548 3.65
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Results

TABLE 11
DECORRELATION PARAMETER (b) AND ERROR wrt WAVELENGTH (A) AT TX
: 5.2 GHz 2.4 GHz
Locations
b error (%) b error (%)

1 0.9769 1.54 0.9511 0.18

2 1.0189 2.66 0.8849 1.69

3 1.2988 1.68 1.0666 2.34

4 0.2400 2.96 0.4270 2.90

5 0.8746 2.08 0.8325 0.06

6 0.7402 5.84 0.6833 0.56

7 1.4634 1.13 1.2678 1.38

8 0.2845 0.51 0.4302 0.84

9 0.3530 1.03 1.6701 0.96

10 1.0134 0.75 1.4210 3.15

11 0.9514 0.49 1.0462 0.76
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Data Analysis and Model Assessment: Conclusion

Capacity for UCA wrt frequency scaling:
— Observed a linear model fit
— Variance of 1.91
— High degree of correlation of capacities
— Hence capacity at different centre freq can be reliably predicted

Model for Spatial correlation of ULA at a location
« RX

— exponential model fit gives typical MSE of 0.2% and 3.3% at two carrier
freq’s

— only 20% of locations gave MSE of 4%-5.5%(max)
— average error at 5.2GHz = 2.34%
— average error at 2.4 GHz = 2.26%

— Similar to RX
— average error at 5.2GHz = 1.9%
— average error at 2.4 GHz =1.4%
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Conclusion wrt Spatial Correlation

« Spatial correlation wrt frequency scaling
— decorrelation parameter shows high dependence
— linear model gives MSE of 0.012 at RX
— linear model gives MSE of 0.034 at TX
— strong dependence of correlation at two centre frequency’s implies:

 high correlation in directional signature of multi-path
propagation
* level of multi-path may be very similar

» Results useful for ST coding, MIMO system development, network
planning, channel measurement campaigns
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Double Directional Channel Modelling
for indoor co-located
WB MIMO measurements
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Double Directional Channel

* Previous modelling efforts [Steinbauer, et al] have defined the
double directional channel in terms of a paired discrete plane-
wave departures and arrivals at the TX and RX

 Indoor environments have much more severe multipath, hence
extracting individual plane-wave arrivals can be very difficult

» Hence the new approach we proposed is to define the double
directional response in terms of spatial power spectra obtained
from the joint TX/RX Bartlett or Capon beamformers
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Double directional channel:
Capon beamformer

H )
{} denotes the complex conjugate transpose

vV, and Vv,  arethe azimuth angles at the TX and RX respectively

N

R is the sample covariance matrix

a(v,,v,) Joint steering vector is defined as:

" a(VT»VR):aT(VT)®aR(VR)

3

pooer

IVERS
YER
IBE

UM ITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA




Double directional channel:
Bartlett beamformer

Sample covariance matrix is computed as:

iZh(")h(")H
K5

R =
K 1s the total number of frequency bins

h® = Vec{H" Vec{:} - vector operation to stack a matrix into a vector
a.; p, are the separate array steering vectors for the TX and RX

Similary the joint Bartlett Beamformer 1s defined as:

P

3
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Correlation coefficient (Metric) — DDC Spectra

Similarly of spectra is evaluated through correlation coefficient as

2

p= :

)

i=1

N N . .
Z(Pu,ij - Pz.4 )(Pszy o Psz)
= 7

Jj=1

< D \2
Z(Pszy - Psz)
j=

1

N no. of discretization points;

P

i = Licap,Bar) (VT,wVR,j)

f=2.4 GHzor 5.2 GHz

e rLoJ
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Results
Measured spatial power spectra at RX location 4. Bartlett beamformer

2.4GHz Bartlett

A0 30 ™. _ 400
| 100 0 0 100
F¥ angle in degrees T angle in degrees
5.2GHz Bartlett
1

T -
300 i 400
. 300
200 100 : D 100 200
F¥ angle in degrees T# angle in degrees
A ‘Mesh’
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Results
Capon at Location 4

2.4GHz Capon
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UNIVERSITEIT VAN PRETORIA 56
UHIVERSITY OF PRETORIA

W YUNIBESITHI YA PRETORIA




Results
Measured spatial power spectra at RX location 11

2. 4i5Hz Bartlett
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Results
Capon at Location 11

24GHz Capon

FX angle in degrees

o a0 100 150 200 240 300 3a0

VR e

FX angle in degrees
[=J
=
]

Tx angle in degrees

‘Image’
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Results

Spectral Correlation at 2.4- & 5.2 GHz

Physical Location 1 2 3 4 5 6 7 8 9 10 11
Bartlett Beamformer 0.37 0.56 0.43 0.56 0.62 0.59 0.35 0.51 0.33 0.25 0.41
Capon Beamformer 0.73 0.77 0.72 0.94 0.59 0.46 0.56 0.76 0.56 0.16 0.63
-
59
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DDC: Conclusion

Presented frequency scaling in DD Channel
High degree of similarity

— Implies MPP at two frequencies is mainly due to
specular reflections

— Good correlation of power spectra
Suggests scaling of channel behaviour prediction

Frequency scaling could save time and cost ito network
planning if used properly
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MIMO Channel Modelling:

Maximum Entropy Approach
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Introduction

* Modeling using Kronecker Model — [Kal Yu, et. al.]
R,=R.®R,

> allows one to compute the full joint covariance matrix
from the separate Rx and Tx covariance matrices

« Discrepancies in results from above for capacity
(eigenvalues) and joint spatial spectra — [Ozcelik, et. al.]

» especially for larger arrays with higher correlation

« Use of partial information from full covariance in separate
TX / RX covariance information - [Weichselberger, et. al.]




Maximum Entropy (ME) Approach

* Information theoretic approach proposed by [Debbah and
Muller, TIF'035]

» By not imposing any artificial structure on channel, ME
principle should provide more accurate and consistent
modeling

» This is based only on channel knowledge at hand

63
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Our New Approach

Applying ME to derive the full joint covariance based on
knowledge of only the separate TX and RX covariance

Investigate that this ME approach offers any channel modeling
improvement

Compare the spatial power spectra:
» using the double directional channel
» to indoor WB measurement campaign
» Kronecker Model
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Model Description (ME1)

Suppose we know the TX and RX covariance as R; and Ry, respectively and
stats of channel constrained by:

E{HH"}=Rp E{) HuHj t=Rp; (1)
L J!' &

E{H"H} =R} E{) HuH;t=Rr;; (2
) |t‘-‘ &

p(H) =0 (3)

[p(H]dH =1, (4)

To maximize the entropy wrt above constraints;

[ p(H) log p(H)dH p(H) is the joint pdf of the
' _ elements of channel matrix H
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ME Model (ME2)

We can write the Lagrangian L[p(H)], and set its derivate equal to zero
(ie. dL/dp =0), giving

p(H) =exp [ Ao + Z HR.ij Z Hi Hiy + Z HT.ij Z HyHy,
ij k (¥ B

= ¢y e:{p[z pr i Hi 50 + Z pr e i Hy g )
ijkf ikt

writing c,=exp(A,), gives

p(H) = cpexp [Z Hi i Hp (fraikdie + pr jedir) this 1s the form of
ikl —_— standard MCN pdf
_Rij.ﬁcf‘
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ME Model (3)

This can be expressed with the Kronecker Product as

R=—(Ir®pup+pr= In) L.

A

Which is different from the Kronecker Model [Yu, et. al.]

R=RT b RR.

The eigenvalue decomposition (EVD) of p; .

Hp = 5?1’1T5¥= Hp = 5Hi’1ﬂ5gv

Hence we can write:

R™'=—(4r ©&p) (I7 ® Ap+ Ar @ Ig) (é7 ® €R)"7,
e, ~ A
3 A ¢H
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ME (4)

» The eigenvectors are just the Kronecker product of the separate TX and RX
eigenvectors

« The eigenvalues can be found by substituting R into the original constraints
Hence we can re-write the TX or RX covariance, eq

Rp ik = E Rijke

J
With the RX covariance constraint as:
{_RR }3;!, — Z gR??:ﬂL‘S_*R,ETTL Z A;L}l,mn . simply the EVD of RX
m n covariance
_DR,ﬂLm
H
RR — ERDR&R .

-
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ME (5)

To solve for R (full) we need to solve

One method to solve is by indirect approach since H is a Gaussian process,

ME maximizes det(R)
Need to find A, such that det(- A-') is maximized, ie if:

fm-n o im{l T
Maximize |det(R) =[], fij,  subject to ff constraints:
Cdry =31y dri=2_ Sy fi 2 0.
i J
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ME (6)

Since constraints are linear and —T1,f; is convex

——> can use linear programming to find initial
guess for f;

——> use gradient descent method to find
minimum of function
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Data Processing

» Since multipath path scattering in indoors is severe, we define the
double directional response in terms of spatial power spectra for joint

RX/TX Bartlett beamformers as

a(vp,vrp)2¥Ra(vp, vg)

P(vp,vgr) =

Urx = azimuth angle at TX or RX

=>

= sample covariance matrix

a(vr,vr)Ha(vr,vg)

The joint steering vector is defined as:

alvr,vr) = ar(vr) @ agr(vgr)

Sample covariance matrix

. 1
_ (k)1 (k)H
R ﬁ,;h h

E h ® =Vec {H®)} j
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Results — Location 3

Eigenvalue
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Results — Location 9

Eigenvalue
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Results — Location3

2 AGHz Bartlelt - Kronecker Covar
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2 4GHz Bartlelt - Max Ertropy Covar
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Results
Joint correlation of spatial power spectra

CORRELATION COEFFICIENT OF SPATIAL POWER SPECTRA

Locations  Bartlett beamforming at 2.4 GHz

PFC.ME PFC,KM
1 0.9387 0.9377
2 0.9258 0.9088
3 0.9470 0.99264
4 0.9927 0.9887
5 0.9716 0.9615
6 0.9818 0.9798
7 0.8850 0.8889
8 0.9872 0.9845
9 0.9028 0.8966
10 0.9007 0.8985
11 0.9261 0.9229
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ME Approach to Channel Modelling: Conclusion

Presented a ME approach for obtaining full covariance when only
separate covariances are known

The eigenvalues are different from the Kronecker Model

For this indoor environment at 2.4GHz, KM and ME Model gave very
similar double directional power spectra results but different metric

This means that the modeled channels attain ME bound
This suggests that the KM model represents a fundamental
limit

Opportunity for further testing of model

-
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What has been achieved? (1)

1.

Presented a Geometric Model for flat fading wireless indoor
environment with scattering at both the TX and RX which
have some of key components that affect the channel
behavior.

Developed a unique WB MIMO Channel Sounder capable
of operating in the 2- 6 GHz range with an excitation BW
of 100MHz.

. Developed and presented the concept of ‘frequency scaling’
in describing MIMO channel behavior.

RRRRRRRRRRRRRRRRRRRRRRRR
UUUUUUUUUUUUUUUUUU
YUNIBESITHI YA PRETORIA

77



What has been achieved? (2)

4. Modelled capacity for a UCA
5. Modelled spatial correlation for a ULA
6. Extended the Double Directional Channel Model to include

spatial power spectra through joint beamforming.

7. Developed the new MIMO Channel Model (MWL Model)

based on the maximum entropy approach.

8. Established an agenda for further research and MIMO

channel characterization
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Outputs

e Artifact (WB MIMO Channel Sounder)

e Currently have 10 publications
» 4 Journal publications
3 Published
O 1 Accepted for Publication
» 5 Peer reviewed International Conference Publications

» 1 Invited Paper: International Conference Publication
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