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Introduction

The motivation for providing multi-sensorial interfaces for human-computer
interaction is rooted in the nature of human perception and cognition, which
uses scveral sensory channels at a time to construct what is generally referred
to as reality.

Naturally, the more sensory channels are stimulated coherently in a man-
machine interface, the richer the interaction models. The more of our innate
and culturally acquired pereeptual and cognitive skills are exploited in an in-
terface, the more refined and efficient the interaction may be. This is especially
valid for interfaces which mimic to a large extent certain aspects of our every-
day environment to create what we call Virtual Environments (VE).

One of the underlying assumptions of thesc interfaces is that the more a Vir-
tual Environment perceptually resembles the environment we are familiar with,
the casicr it will be for us to orient, navigate, and act in such an environment.
But it has to be seriously doubted if technology will ever be able to create a
synthetic scnsory experience completely indistinguishable from the one we ex-
pericnce in our everyday world. Fortunately this is not a drawback of Virtual
Reality technology but its most interesting aspect as it forces the designers and
developers to create efficient interaction techniques and metaphors which refer
to our cognitive skills but which do not necessarily attempt to mimic inter-
action as it happens in everyday life. This is how new interaction techniques
cvolve and become candidates for developing a new framework or language of
expression. Virtual Environments are currently developing their own language
of expression which is still very rudimentary.

Thercfore, chapter 1 provides a detailed survey on Virtual Environments.
This survey includes various display systems and input devices for interaction.
In addition, selected software toolkits are introduced. The particular reason
for choosing these software toolkits is their uniqueness with respect to their
special capabilities for implementing Virtual Environments.
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2 Introduction

Today'’s technology and advances in networking and telecommunications stim-
ulate a change in the way everyday business is carried out, making it a globally
distributed process, in which communication and collaboration of geographi-
cally dispersed groups is of vital importance.

Virtual Environments are adapting accordingly, by providing not only a better
man-machine interface, but also by facilitating human-to-human interaction
and collaboration over distance.

Therefore, new challenges are introduced in terms of distribution and interac-
tion in Virtual Environments. It is not only a question of solving the technical
problems of gathering and transmitting multimedia data streams with suffi-
cient quality and speed, but also a question of addressing the specific needs of
human communication and collaboration.

The vision of Collaborative Virtual Environments (CVE) is to provide dis-
tributed, collaborative teams with a virtual space where they can meet as if
face-to-face, co-exist and collaborate while sharing and manipulating in real-
time the virtual data of interest.

The objective of this thesis is to provide the Virtual Environments research
community with a thorough investigation of distributed, collaborative interac-
tion between geographically dispersed teams using projection bhased Collabo-
rative Virtual Environments.

The need for such high-end Collaborative Virtual Environments is becom-
ing more pressing due to the globalized nature of today’s market. Distributed
companies are more common and their business requires not only a distributed
structure but also effective collaboration over distance in order to minimize
time and travel costs. Another category of businesses where there is a need for
Collaborative Virtual Environments that integrate tele-conferencing facilities
is businesses where the raw data are gathered from remote areas while the
experts and the high-end infrastructure for visualization are located on the
company’s sites.

Collaborative Virtual Environments that include face-to-face communication
can also greatly benefit remote consultation and tele-education, providing
means of accessing the experts or infrastructure that are not available at the
consultation or education site.

The advances in networking and high performance computing can provide
the basis for such advanced Collaborative Virtual Environments. However,
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this is not enough. Since Virtual Environments denote interactive computer
simulated worlds, the implemented interaction techniques and visual represen-
tation components have the highest impact on the usability and thus on the
acceptance of the designed CVE.

Therefore, chapter 2 deals with a detailed comparison of interaction tech-
niques. It is reviewed whether these interaction techniques can be used to
complete the five basic interaction tasks, sclection. position, text and numeric
input as well as confirmation [39;. It is also reviewed whether these techniques
arc usable in Virtual Environments [1]. Additionally all related work relevant
to this thesis is presented. This includes additional new three-dimensional
interaction techniques and a survey on selected Collaborative Virtual Envi-
ronments. The particular reason for choosing these Collaborative Virtual En-
vironment systems is the fact that they specifically address the needs of users
working cooperatively together in a Virtual Environment. Teleport and the
NTII were chosen due to their use of tele-immersion approaches. The objec-
tives of the applications are introduced and it is shown how interaction in these
Collaborative Virtual Environments is designed.

In general interaction can be seen as cultural techniques of expression that tend
to mix and merge. reference cach other, and are transformed and rethought
in the context of new media. They form the rich tissue of a culture’s means
ot expression most consequently explored and developed in its art. It is not
necessary to get into contemporary art theory in order to illustrate what this
means.  An analogyv is evident in today's advertisement design which more
and more refers to the desktop metaphor of current computer graphics user
interfaces. The concept of a window, ¢ menu-bar or pull-down menus suddenly
can be used to present different aspeets of a product. Such an advertisement
never would have been understood before a significant fraction of members of
a society became acquainted with modern human-computer interfaces.

However, for the Virtual Environment interaction designer it is a very com-
plicated and challenging task to create a user interface that fits the uscr’s
requirements. Problems with the design of user interfaces are manifested in
the lack of user interface standards for Virtual and Collaborative Virtual Envi-
ronments. Furthermore there are no formalizing approaches which are capable
of supporting the implementation of Collaborative Virtual Environments with
design guidelines.

In order to overcome this problem the principle aim of chapter 3 is the de-
velopment of a theoretical interaction approach for Virtual and Collaborative
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4 Introduction

Virtual Environments.

The approach includes a taxonomy that creates, from a varied array of VE/CVE
influence components, a hierarchy of groupings that have an orderly relation-
ship to each other. This taxonomy is usable for the categorization of hardware
and visual representation components supporting the user’s awareness in the
Virtual Environment. Further it categorizes operations, interaction metaphors
and interaction techniques which mainly influence the user’s interactions with
the environment.

The developed taxonomy is not a hierarchy of classified VEs but a hierarchy
of classified influence factors that show an impact on the design process of
VEs and CVEs. With the help of this taxonomy of influence factors it is then
possible to develop a VE/CVE design model which supports the VE/CVE
designer to consider the large amount of these influence factors. Thereby the
design model also shows the dependency of the influence factors and enables
to simulate the appearance of the VE/CVE early in the design process.

The input for this simulation delivers the requirement enginecring process that
uscs the task description and task analysis which determine the User+Need
Space. An example for such a simulation is given at the end of chapter 3.
The reason for the development of a new VE/CVE design model instead of
taking an existing one is that the existing models developed in the CSCW and
HCI community do not pay enough attention at Human-to-Human communi-
cation and collaboration in large scale projection based Virtual Environments.
Bowman et.al., for example, developed a taxonomy of different techniques con-
cerning the three tasks navigation/locomotion, selection and manipulation.
This taxonomy enables the VE designer to find the interaction technique best-
suited for a given task. The orderly relationship between the classified tech-
niques is obtained according to usability issues taking into account user input
devices and tasks.

Bowman’s taxonomy has been developed for and evaluated in HMD based sys-
tems (Head Mounted Displays) but not in projection based displays. Whether
this developed taxonomy is valid also for projection based display systems
needs to be evaluated in future.

In order to find the best interaction within this thesis the low-level makeup of
interaction is analysed. Interaction tasks are narrowed down and interaction
templates are defined which can be combined to form more complex interac-
tions. The developed Awareness-Action-Feedback loops denote such interaction
templates. These loops provide the possibility to understand and analyze very
tiny steps in interactions. With their help it is possible to track down usability
problems early in the design phase.

The taxonomy presented in this thesis attempts to group and categorize all the
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influence factors. It is a practical tool that can be used as a framework for the
design and evaluation of CVEs as shown in this thesis. Therefore, the utility
of the taxonomy is considered rather than its absoluteness or completeness.
The objective is to facilitate guided design of applications for supporting team
work in CVEs.

In the last section of chapter 3 the simulation of an example CVE design is per-
formed. With this example the reader will be able to understand the make-up
and the process of CVE design making use of the VE/CVE design model de-
veloped from the taxonomy of influence factors at the beginning of this chapter.

Chapter 4 guides the reader through the whole design process of an Col-
laborative Virtual Environment. In this context it is illustrated how all the
components of the theoretical interaction taxonomy can be put into practise.
This also includes a detailed task description and analysis of the user require-
ments.

A technical description of the implementation of two Collaborative Virtual En-
vironments follows in chapter 5. Firstly, the setup is described with respect
to the used hardware configuration introducing the rendering and interaction
equipment. The remainder of this chapter presents the software configuration
describing the audio/video conferencing as well as rendering and distribution
using the Avango software framework. Code fragments represent parts of the
application programming and flow charts illustrate the combination of differ-
ent techniques and equipment.

However, when implementing Virtual and Collaborative Virtual Environments
designers and programmers usually tend to guess about the best realization and
implementation of interaction techniques or even the whole application [53].
Many works have shown that user based assessment is an essential component
of developing interactive applications and in this work it is shown that user
based assessment is especially important for applications as complex and inno-
vative as CVEs. Already the assessment of parts of the application by different
users except the designers can substantiate or refute realizations of a specific
Collaborative Virtual Environment. If those assessments are formalized they
are called evaluations. But still there is a lack of formal approaches for effi-
ciently carrying out evaluation of Collaborative Virtual Environments.

These evaluations are crucial for the implementation of Collaborative Virtual
Environments because errors made in the early phases of the design are the
mostly costly to repair later on. It is also a very delicate activity, as it re-
quires heavy user involvements and evaluation approaches that are capable of
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assessing usability aspects. There exist four different approaches [79]. These
are the:

e Interaction oriented approach
e User oriented approach
e Product oriented approach

e Formal approach

The interaction oriented approach is the most common one and is concerned
with all kinds of usability testing with users. The user oriented approach tries
to measure usability quality in terms of mental effort and attitude of the uscrs.
This is done by using questionnaires and interviews. The product oriented ap-
proach is concerned with measuring ergonomic attributes and thus quantitative
measurements are necessary. Lastly the formal approach tries to simulate us-
ability in terms of formal models. This approach can be scen in the context of
theory based evaluation.

Therefore, chapter 6 deals with the evaluation of the implemented appli-
cations according to usability and collaborative awareness. For performing in-
telligent evaluation, specific questionnaires and evaluation items are designed
as the focus in tiis thesis s the user oriented approach.

For the statistical analysis of the numeric evaluation results the average values
and the corresponding expectancy values are computed. However, for obtain-
ing more subtle results which allow for the formulation of CVE immplementation
guidelines supporting tcam work a new analysis method is developed, namely
the Variation Group Analysis.

In chapter 7 a review of the results of this thesis is presented. Additionally
to the developed interaction taxonomy for Collaborative Virtual Environments
the defined Awareness-Action-Feedback loops are concluded. Furthermore the
results of the evaluation assessing usability and collaborative awareness are
listed in detail.

The chapter concludes with a discussion on possible enhancements and direc-
tions for future research. These are listed in detail trying to encourage further
work in this area making use of the results of this thesis as a basic approach.

Appendix A is a glossary on special terms that are used in Virtual Envi-
ronment technology. It might help to understand different expressions that
are not used in the everyday language. In addition, it can be used by non-
expert evaluators to assess the different aspects of usability since they are not
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familiar with the topic.

Appendix B is an example of a code implementation using the scripting
interface of Avango. This scheme code creates the necessary scene graph for
stereo video conferencing.

The appendices C to G present the designed questionnaires used for the
usability evaluation. Appendix C is querying general information about the
user in order to create a user profile. The remaining appendices are used for
assessments of the evaluation items that are worked out in this thesis.

This thesis is entirely developed at the Department of Virtual Environments
of the German National Research Center for Information Technology (GMD)
in Sankt Augustin. Germany.
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Chapter 1

Virtual Environments

In this chapter a detailed survey on the current technology in Virtual Environ-
ments (VE) that allows the highest degree of intuitive interaction is given. This
includes various display systems and input devices as well as most important
software toolkits.

1.1 Display Systems

According to [44] there exist three different classes of display svstems. CRT-
based displays such as ead-Mounted Displays, Virtual Model Displays such
as Responsive Workbenches and ReachINs, and Spatially Immersive Displays
(SID) such as CAVEs and DOMESs. It is unrcasonable to assume that a single
display device could support any or all VE tasks equally well. Instead it is
obvious from the proliferation of display types that most display types are
perfectly suited for some task, sufficient for some other tasks. and ill-suited,
impossible, or intractable for others. Thus, to assess the effectiveness of a
display device is to assess how well the device matches representative user
tasks.

1.1.1 Head Mounted Displays (HMD)

In its simplest form, an HMD consists of an itnage source and collimating optics
in a head mount [94]. The HMD can then become more elaborate in several
ways. There are one or two display channels. These channels display graphics
and symbology with or without video overlay. They can be viewed directly
and occlude external vision for a fully inmersive experience, or a semitrans-
parent combiner is used with see-through capabilities to the outside world. In
this augmented reality mode, the HMD is able to overlay symbology, or other
information on the world view. The HMD image source can either be CRT

9
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(Cathode Ray Tube (small TV-tube)), LCD (Liquid Crystal Display) or in
the near future RSD (Retinal Scanning display) mounted on the head, or the
image is brought up to the head through a fiber-optic bundle. An HMD uses a
simple headband for mounting on the head, or the optics and the displa
integrated into an aviator’s flight helmet. This latter device is a spec
case of the HMD, called the helmet mounted display. HMDs have often I)u'u
used to display Virtual Environments in the past. Nowadays they are not used
very often due to their uncomfortable usage, the level of contamination of the
CRT close to the eyes and the low resolution. However, in Augmented Reality
see-through HMDs are still used quite often.

Typical application areas come from the manufacturing industries where real
objects are overlayed with virtual information providing, for example, assem-
bling aid.

1.1.2 Reachln Display

rface (see Figure 1.1).
ce and a six degree
parent mirror creates

The Reachln (hspl(l\ isa umqm Humun Computm Inter

om p(mnmnon Tlm uumvutlw
an interface where graphics and haptics are co-located. The user interacts with
the virtual world using one hand for navigation and control and the other hand
to touch and feel the virtual objects. It is possible to see and feel the object
in the same place.

The description of an excellent interface design for the ReachIn display system

Figure 1.1: The Reachln is a very intuitive display system for many kinds of
applications. [ReachIn Inc.,2001]

can be found in [76]. ReachlIn displays are typically used for medical training,
product development and design engineering.
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1.1.3 Responsive Workbench

The Responsive Workbench in Figure 1.2 is a high resolution tabletop dis-
play system which has been developed at the Department of Virtual Environ-
ments of the German National Rescarch Center for Information Technology
(GMD) [63. 64].  The Responsive Workbench consists of a RGB projector

Figure 1.2: The Responsive Workbench provides a natural metaphor for visual-
izing and interacting with three-dimensional computer-generated scenes. On the
right hand side two engineers are working collaboratively in front of the same
display.

which projects sterco images over a mirror onto a display plane. This pro-
jection plane is sloped by 20°. A separate image is computed for cach eye,
and the computer quickly alternates the display of the two views. Users wear

shutter glasses, which cover the left eye while the right eyes image layed,
and vice ve thus producing the stercoscopic effect. A Polhenn degrees

cs for head tracking. This
ve image for any user loca-

of freedom sensor is attached to the shutter glas:
allows the system to compute the correct perspec
tion. The interact directly with three dimensional virtual objects within
the viewing frustum using six degrees of freedom input devices.

Typical application arcas of the Responsive Workbench are delivered by engi-
neering and medical visualization.
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1.1.4 Two-sided Responsive Workbench

The new two-sided Responsive Workbench has a horizontal and a vertical
display, which are smoothly adjacent (Figure 1.3). By extending the normal

screens 3D
. ~_/object
= Users

(=] { viewpoint

Figure 1.3: The two-sided Responsive Workbench is extended by an additional
vertical screen. Thus the viewing frustum is substantially increased and virtual
objects can be observed at the user's eye level. On the right hand side a Phantom
Force Feedback device is integrated into the RWB's interaction space.

Responsive Workbench with an additional vertical screen, the viewing frustum
is substantially increased and virtual objects can be observed at the user’s
eye level which was ng current PC and workstation
technology the two-sided Responsive Workbench is operated with a resolution
of 1280 % 1024 % 96// 2 stereo. Because of the extended viewing frustum the
two-sided Responsive Workbench can be used in more application arcas than
the one-sided Responsive Workbench

The two-sided Responsive Workbench can be used for engineering and medical
ion like the one-sided Responsive Workbench. Product design as well
various training applications are also applicable on the two-sided RWB.

s important to mention that throughout this thesis the display system term
RWB is refereing to the two-sided Responsive Workbench instead of the one-
sided older version.

not possible before. U

1.1.5 CAVE - CyberStage

The CyberStage. an improved version of the CAVE [27] has been developed
at the Department of Virtual Environments of the German National Rescarch
Center for Information Technology (GMD). The immersive features of the
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Figure 1.4: The CyberStage uses three mirrors for the side projections and either
one mirror for the floor and front projection. Four sub-woofers are built into the
floor allowing for rendering low frequency signals perceivable through feet and legs.
On the right hand side two user's are working on the Volkswagen Sharan interior
design.

CyberStage are based on four-side sterco image projection and eight-channel
spatial sound projection both controlled by the position of the user’s head
followed by a tracking system. The sound projection is complemented by vi-
tem and allow for rendering low
frequency signals perceivable through feet and legs. Therefore the CyberStage
and

bration emitters built into the floor of the

can create the illusion of presence in virtual spaces using various interfaces
interaction metaphors which visually and acoustically respond to the users’ ac-
tions. These interfaces allow for navigation in virtual spaces and manipulation
of virtual objects.

The design of the CyberStage was aiming at providing a high degree of im-
mersion and presence for a wide spectrum of Virtual Environments and it has

alrcady been used in the following application arcas:

e scientific visualization/sonification

o industrial data exploration
e product presentation and marketing
e product design and evaluation

architectural planning and design

exhibition design and evaluation

.

media art installations and promotional infotainment
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1.1.6 Powerwall

The Powerwall is a huge multi channel rear projection screen. It can have
dimensions up to 8m wide and 3m high. The Powerwall consists of mostly
two or three segments, where cach segment is projected by one or two graphic
channels, which in turn are powered by one or two projectors crefore in
addition to three channel mono displays and six channel sterco displays it is
also possible to have a six channel mono display. By using double projection
for cach segment. strong light-intensity and high brilliance is achieved. Light
reflections and surface dispersions can be analyzed as good as with real fin-
ished models.

Powerwalls are typically used in automotive industry. secially product de-
signers have a suitable capability to visualize a complete car in a 1:1 scale

1.1.7 Cylindrical Displays

Figure 1.5: GMD's cylindrical display system is a 230° projection with 7m diam-
eter.

Cylindrical displays are multi channel panoramic projections on eylindrical
or spherical curved surfaces with a field of view up to 360°. Similar to the
Powerwall, the Cylinder consists of multiple (mostly 3 for 180°) s

gments,
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where each segment is projected by one channel powered by one projector.
Soft-edge-blending creates a seamless and invisible integration of the separate
images to form a unique full screen image of a very high quality. Cylindrical
displays can be driven with analogue CRT projectors or with digital DLP
projectors.

Cylindrical projection displays are ideally suited for a variety of applications
in the presentation and simulation area due to their capabilities to host groups
of up to 10 users.

1.2 Input Devices

There exist many input devices as many graphics applications require the input
of three dimensional co-ordinates in order to position objects in a virtual space.
These devices can be classified into devices for the hands and for the feet.
Devices which are used by the hands are: keyboard, mouse, joystick, trackball,
stylus, touch screen, digitizer (graphics tablet), data and pinch glove, space
mouse, cubic mouse, multiple button tools etc.

Input devices used with the fect are: Treadmill (for navigation simulation in
Virtual Environments), driving wheels including pedals (for flight and racing
games or simulators).

Not belonging to one of these two groups microphones and vidoo cameras are
also considered to be input devices.

Desktop applications typically use a mouse, trackball or joysticks for such
input. Applications developed for Head-mounted displays mostly use gloves
such as pinch gloves or data gloves. A varicty of input devices arc used or
developed especially for projection based display systems. In this section a
survey of the most important input devices is provided including multi-sensory
feedback.

1.2.1 Pen-like Input Devices

In order to interact within a Virtual Environment, devices are needed to track
the location of real objects. As this world is three dimensional, three measures
should be used (X,Y and Z). The mouse and the joystick are examples of such
tracked control devices. However, in Virtual Environments it is not sufficient
to know the position of the input device only, the orientation is needed too.
Sensors which measure position and orientation are usually electromagnetical
or optical devices. But also ultra-sound based systems and inertial trackers
are available.
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Figure 1.6: The left image shows a pen-like stylus input device from Polhemus.
On the right hand side pinch gloves are shown.

1.2.2 Pinch Gloves

Another common control device is the pinch glove (see Figure 1.6). This
pair of stretch-fabric gloves contains sensors in each fingertip which detect
contact between the digits of the user’'s hand. These gestures can be used
for a wide range of control and interactive functions. Any combination of
single or multiple contacts between two or more digits can be programmed
to have specific meanings, ranging from simple on/off to multi-part, multi-
action commands. Thus the pinch glove system provides a reliable and low-cost
method of recognizing natural gestures. Recognizable gestures have natural
meaning to the user: a pinching gesture can be used to grab a virtual object,
and a finger snap between the middle finger and thumb can be used to initiate
an action.

As it is very casy to integrate, the pinch glove system can be integrated into
driving and flight simulators, interactive 3D video games or any application
that requires a wide range of tactile gestures.

1.2.3 Cubic Mouse

The Cubic Mouse is a novel and intuitive input device which has been de-
veloped at the Department of Virtual Environments of the German National
Research Center for Information Technology (GMD) [41, 42]. This device con-
sists of a cube-shaped case, three rods, and controls buttons (see Figure 1.7).
Each rod passes through the center of two parallel faces of the case. The rods
are perpendicular to cach other and movable. They represent the X, Y, and Z
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Figure 1.7: The user controls a geo-scientific scenario at the Responsive Work-
bench using the Cubic Mouse device.

of a co-ordinate system. In addition to the rods a six degree of freedom
tracker sensor is embedded in the cube-shaped case. This tracker sensor is used
to orient and position the virtual world in three dimensional space relative to
the observer. In this way the rods stay aligned with the co-ordinate system
axes. By pushing and pulling the rods motions of virtual objects are specified
constrained along the X, Y, and Z axes. Typically the users hold the device in
their non-dominant hand to position and orient the world, while the dominant
hand operates the rods and the control buttons.

The Cubic Mouse is typically used for controlling volumetric data sets in geo-
science and automotive applications. Selection tasks are rather complicated to
perform.

1.2.4 Phantom Force Feedback Device

Force feedback provides direct perception of three-dimensional objects and di-
rectly couples input and output between the computer and user. It acts as a
powerful addition to graphics display for problems that involve understanding
of 3D structure, shape perception, and force fields [22]. There exist many force
and tactile feedback devices. A well known one is the Phantom Force Feed-
back device from Sensable Inc. (see Figure 1.3 and Figure 1.8). The Phantom
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Figure 1.8: The Phantom Force Feedback Device integrated into the Responsive
Workbench's interaction space. [Sensable Inc.,2001]

six degree of freedom prototype is a desk mounted force feedback system that
provides six degree of freedom force and torque feedback. The system consists
of the device itself, accompanying power electronics, a remote/safety switch,
and a PCI interface card. The device is leveraged from haptic technology de-
veloped and implemented in standard Phantom three degree of freedom force
feedback devices.

The addition of force display to computer graphic systems has produced a
factor of two improvement in rigid-body motions during simulated drug dock-
ing, enabled new types of manipulation, and provided users with a stronger
sense of understanding [82]. For surgery training applications tactile and force
feedback is of essential importance.

1.3 Virtual Environment Software Toolkits

Many toolkits for the development of stand-alone VE applications exist today.
They provide the programmer with a high-level interface to represent complex
geometry in a scene graph and to render that scene graph. The program-
mer is shielded from the details of dealing with low-level graphics and system
APIs, and can concentrate on the development of the application itself. Several
attempts to offer similar toolkits for distributed VE application development
have been made in recent years (eg. DIVE [24], VR Juggler [5], WTK (84, 85]).
This section provides a survey on some important VE software toolkits. The
particular reason for choosing these software toolkits is their uniqueness with
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respect to their special capabilities for implementing Virtual Environments.
VR Juggler and Avango are unique in terms of their real-time rendering ca-
pabilities. Also the easy configuration for different display systems and input
devices make them being different compared to other software toolkits such as
e.g. Massive etc.

Also the scripting interface that allows for run-time modifications and easy
prototyping is a outstanding feature.

DIVE on the other hand is a VR software toolkit that enables users to share
and manipulate data very effectively and further allows different types of com-
munication.

The following sections are presenting the mentioned toolkits in more detail.

1.3.1 DIVE

The Distributed Interactive Virtual Environment (DIVE) is an internet-based
multi-user VR system where participants navigate in three dimensional space
and see, meet and interact with other users and applications [24]. The key
requirements for a Virtual Environment development system that the DIVE’s
design addresses are: performance, extensibility, and portability.

The first DIVE version appeared in 1991. The DIVE software is a research
prototype covered by licenses. Binaries for non-commercial use, however, are
freely available for a munber of platforms. The software supports the devel-
opment of Virtual Environments, user interfaces and shared synthetic appli-
cations. DIVE is especially tuned to multi-user applications, where several
networked participants interact over a network. Dynamic behaviour of objects
are described by interpretative Tcl scripts evaluated on any node where the
object is replicated. Scripts are triggered by events in the systen. such as user
interaction signals, timers, collisions, etc. DIVE imports and exports VRML
and several other formats. It is integrated with the World-Wide-Web and is
HTTP/FTP/HTML/MIME compliant.

DIVE applications and activities include virtual battlefields, spatial models of
interaction, virtual agents, real-world robot control and multi-modal interac-
tion [40]. Through its various versions, DIVE is available on the almost all
platforms.

1.3.2 VR Juggler

VR Juggler is an open source virtual platform for virtual reality application
development created at the Virtual Reality Applications Center at Iowa State
University [5] and is the follow-up of the CaveLib project, although the new
architecture is very different.
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Applications developed in VR Juggler can transparently move between a wide
range of VR systems, operating systems, and graphics APIs. VR juggler’s
design addresses several key requirements for a Virtual Environment develop-
ment system namely, performance, flexibility, rapid application development,
extensibility, and portability.

Flexibility is achieved by placing common abstractions over I/O devices. New
devices can be added easily, and existing devices can be reconfigured or re-
placed, even while an application is running.

To allow optimal performance, applications are given direct access to graph-
ics APIs, currently including OpenGL and Iris Performer [88, 89]. VR Jug-
gler includes built-in support for performance monitoring of applications and
graphics subsystems. It supports multiple-processor machines and will sup-
port distributing applications across multiple machines. Small base classes
provide a skeleton for application development, while the abstractions of I/O
devices simplify programming. During run-time, any VR Juggler application
can be controlled or reconfigured by a Java-based graphical interface. VR
Juggler is designed to support a wide array of VE hardware on a variety of
architectures. Several tracking systems, gloves, and input devices are already
supported. VR Juggler supports projection-based displays, and includes sup-
port for head-mounted devices.

1.3.3 AVANGO

Avango is a software framework which has been developed at the Department
of Virtual Environments of the German National Research Center for Infor-
mation Technology (GMD) [96]. This section is introducing the main concepts
of Avango. A more specific description of the Avango C++ and scripting API
is provided in chapter 5. Additionally the way distribution is carried out is
discussed there.

Avango was designed for building interactive Virtual Environment applica-
tions for all kinds of display systems. Avango's design addresses the fol-
lowing requirements for a VE development system: performance, flexibility,
rapid application development, extensibility, and portability. Applications in
Avango are typically a collection of scheme scripts, which create and ma-
nipulate Avango objects and define relationships between them (Figure 1.9).
Objects in Avango are ficld containers, representing object state information
as a collection of ficlds, similar to Inventor [102]. Thesc objects support a
generic streaming interface for storing and retrieving an object and its state
to and from a stream. This is the basic building block for object distribution.
While objects in Avango are implemented using the C++ programming lan-
guage, Avango also features a scripting environment used for customizing the
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Figure 1.9: The left image shows the different modules on which the Avango
core is positioned. The right images shows the Avango scene graph which consists
of services, sensors and nodes.

runtime environment (e.g. setup of input and output devices) and developing
applications. Avango includes the following concepts:

Viewer

All kinds of configurations of input and output devices can be assembled to
viewers. The viewer is the interface between the user and the virtual world.
Typical elements of a viewer are the visual, auditory and tactile displays as
output devices and spatial trackers, audio and video sources as input devices.

Scripting

In addition to the C++ Application Programming Interface (API), Avango fea-
tures a complete language binding to the interpreted language scheme. Scheme
is an interpreted programming language descended from Algol and Lisp. It is a
high-level language, supporting operations on structured data such as strings,
lists, and vectors. This makes it possible to specify and change scene content,
viewer features and object functionality and behaviour at runtime because
all high-level Avango objects can be created and manipulated from Scheme.
Script examples provided in chapter 5 given an idea of how applications are
implemented with Avango.
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Streaming

All objects are able to read and write their state from and to a stream. This is
the basic facility needed to implement object persistence and network distribu-
tion. Persistence together with streaming support for objects make it possible
to write the complete state of the system to a disk file at any time.

Distribution

All Avango objects are distributable, and their state can be shared by any
number of participating viewers. Object creation. deletion and all changes at
one site are immediately distributed to others. Details of distributed Avango
are discussed together with the scripting interface in chapter 5.

Extensions

The system is extendible by subclassing of existing C++ system classes. This
concerns objects as well as classes which encapsulate viewer features. Compiled
extensions can be loaded into the system at runtime via Dynamically Shared
Objects (DSO).

Interaction

Viewers provide input /output services which can be mapped to objects in the
scene. Objects respond to events generated from input devices or other objects
and deliver events to output devices.

Visual Rendering

Different displays have their appropriate rendering mechanism applied to the
modelling hierarchy. Only the visual rendering has a direct access through the
SGI Performer pipeline. The auditory and tactile rendering can be calculated
on another computer connected to the master by a suitable network. The
visual data processing is organized in a pipeline and computed in parallel by
Performer. This rendering pipeline consists of a set of units, for:

e a database connection

e a user application

e the visual culling of the scene
e the intersection of objects

the drawing of the scene
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After the modelling hierarchy is updated to its actual state in the application
process it is passed on to the culling process which strips all invisible objects. Tt
is important to support this technique by dividing large geometry into smaller.
cullable parts. The remaining part of the scene is passed on to the drawing
process where it gets rendered on the sereen using OpenGL. For configurations
with more than one screen, the appropriate nutber of pipelines is used.

This chapter presented the basic technological components of Virtual Environ-
ments. The next chapter is focussing on interaction techniques and metaphors
in VEs. It presents in detail related work to this thesis.
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Chapter 2
Related Work

This chapter provides a survey on related work. In the first section many differ-
ent interaction techniques are introduced, discussed, and compared with each
other. It is shown which techniques that arc used in two-dimensional graphical
user interfaces (GUIs) are usable or portable to the three-dimensional Virtual
Environments. Additionally new three-dimensional techniques are introduced.
The last section deals with Collaborative Virtual Environments (CVE). It pro-
vides a survey on selected CVEs and tele-immersion applications. In addition
interaction in these environments is discussed.

2.1 Interaction Techniques

Interaction techniques denote the possibility how different input devices are
used in order to fulfill a special interaction task. Interaction tasks denote the
entries of a unit of information by the user [39]. From the programmer’s point
of view interaction techniques can be interpreted as mechanisms with which
the user inputs (events) are recognized and processed by the system. If user
inputs consist of a sequence of different events, the interaction techniques are
called complex according to [25, 26].

Basic interaction tasks are: selection, positioning, text input, numeric input,
and confirmation [38].

When selecting, the user chooses an element out of a list of elements. The
list is either of a fixed or variable size. In 2D GUIs selection can be imple-
mented by a menu in combination with a mouse or a stylus. An alternative is
to enter a name with a keyboard into a character input field.

For the positioning the user selects a point (x,y) in two dimensions, (x,y,z)
in three dimensions and moves the selected object to this point. Positioning is

25
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usually performed by a locator device like the mouse or using a touch screen
with a pen-like deviece as a stvlus. Another possibility is to enter numeric co-
ordinates using a kevboard.

Text input denotes the input and the manipulation of character strings. The
kevboard is the dominant input device for text input. It is. however, also re-
alizable using microphones and speech recognition software.

Numeric input (quantification) denotes the declaration of a value. It is usually
performed using a keyboard. Sliders are an alternative if the numeric interval
is static and not too large.

Confirmation is type independent and can be realized by any user input. Typ-
ically confirmation is performed by voice. by a pressed key of the keyboard or
button of a special tool (mouse, joystick etc.). Confirmation mostly makes use
of so-called command buttons. In non-graphical systems pressing the white
space or the enter key is used in order to confirm actions.

2.1.1 Basic Interaction Techniques

Input and output devices are a very important factor influencing the choice
of an interaction technique. For output devices as the monitor and the Head
Mounted Display in combination with space mouse, pinch and data gloves
many different interaction techniques are under current investigation [10, 13,
33, 46, 62]. Interaction techniques especially developed for rear-projection
based displays like CAVEs and Workbenches in combination with, for example,
pen-like stylus input devices, force feedback or even new input devices are
seldom [33, 42, 56].

In the following sections different interaction techniques are introduced and
discussed with respect to the completion of the five basic interaction tasks
mentioned above. It is discussed which of these techniques are usable in Virtual
Environments according to their advantages and disadvantages.

Command Languages

Command languages are the oldest interaction techniques. They enable a user
to perform the interaction tasks: text and numeric input. To apply this inter-
action technique a keyboard is needed as an input device.

Command languages have a universal expressiveness. In common 2D applica-
tions and desktop Virtual Environments command languages cannot be used
very efficiently. To use them efficiently is only possible for expert users as com-
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mand languages are not easily learnable and they do not offer control outside
their sphere of action. Another problem is that the user is forced to switch the
communication modi when typing in commands for interaction.

The use of keyboards as input devices for command languages in most rear-
projection based Virtual Environments is not very comfortable and satisfying.
One reason is that the user is forced to turn the head towards the kevboard
and away from the data set when entering commands. Another reason is the
difficulty to position the keyboard outside the disposal when it is not needed.
Especially CAVEs, Powerwalls and Cylindrical display systems would need to
have extras racks in order to position a keyboard which then destroy the fecling
of immersion.

Virtual Pick Rays

Figure 2.1: Interaction with a virtual pick ray. [Mine et al., [71]]

Virtual pick rays enable a user to select data from a distance. It can be
used for selection, confirmation, and positioning.
The metaphor of using a ray is the three-dimensional analogon to the usage of
the two-dimensional mouse pointer.
The pick ray interaction technique is difficult to use with 2D graphical user
interface and desktop Virtual Environments since the user is sitting too close
to the display system.
In rear projection based Virtual Environments as well as with Head Mounted
Displays the virtual pick ray is an interaction technique that is easy to usc in
order to fulfill interaction tasks. For applying this interaction technique when
working with these display systems input devices such as the stylus or gloves
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can be used (see Figure 2.1).

Usually the interaction with the virtual pick ray such as sclecting and picking
is casy to learn and dppl\ A general disadvantage when working with a pick
ray is the “lever arm™ [71]. The longer the distance between the picked object
and the picking device (nnlm,\ll\ a stylus in the user’s hand) the bigger the
movements of the object according to the movements of the hand. Interaction
tasks which require high interaction precision might be insufficiently fulfilled
using this technique. This is especially valid as long as the picked object is not
directly attached to the manipulating hand or tool.

Menus

Datei Bearbeiten | Ansicht Einstellungen ?
v Symbolleiste

Karte
Ebenen
Aktionen
v Werkzeuge
v Werkzeugeinstellungen
v Farbfeld
Bilddaten
Kontrast/Helligkeit
Farbliste
Pinselliste
Schrifteinstellungen
Zoom
Anordnen

Dialoge verstecken
Figure 2.2: Example of a pull-down menu.

Menus enable a user to select from a list of choices. A menu consists of a
list of items (icons, commands cte. according to [34]) where the size of the list
is static (sce Figure They support the user’s task through offering alter-
native actions. If the user selects the wrong clement out of the list it is always
possible to return and to begin the selection again. Menus can be permanently
visible or they can be generated dynamically (pop-up and pull-down menus).
If the list of choices is too big to show all alternatives at ones, the programmer
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needs to think about other visual representations. This can either be done by
partitioning the menu into another logically structured hierarchy or by repre-
senting the menu as a linear sequence of choices.

In the case of an hierarchical menu the user selects the first element from the
beginning of the hierarchy. After that appears either the next list of choices or
the choice itself (node of the hierarchy). An example is an hierarchical pop-up
menu.

Typical WIMP (windows, icons, menus, pointing) applications usually pro-
vide a window and interface clements like menus, icons and toolbars to work
on documents.

In two-dimensional graphical user interfaces pull-down menus are often aligned
together with menu bars to the upper or lower edge of the screen.

General advantages in comparison to command languages are that the user
only needs to visually recognize the information in a menu, whereas the user
needs to recall information from its memory when using command languages.
However, due to their complexity menu systems are to a certain degree con-
tradictory to the demand for minimizing the scarch time while looking for a
specific function or tool.

In Virtual Environments static menus have the disadvantage of limiting the in-
teraction space and occluding parts of the data sct. One of the first approaches
which used pull-down menus in Virtual Environments is described by Jacoby
et al. in [59]. More issues related the use of menus in Virtual Environments
can be found in Darken’s work [29]. In his thesis the focus is on visibility of
menus and readability of fonts in VEs. In addition, guidelines and principles
on menu placement in VEs are suggested by the author.

In Figure 3.6 of section 3.5 a so-called ring-menu is introduced which is devel-
oped within this thesis. It is similar to Liang’s ring menu [68]. One ring menu
is assigned to one data set. When a user asks the data set for its functionality
the menu appears and shows a list of choices representing operations that are
applicable to the data set. The menu is attached to the user’s hand position.
It only follows the translation of the user’s hand whereas the rotation of the
* user’s wrist is used to intersect the "cake pieces” with the pick ray. Thus
selection of operations is possible. The advantages are that the ring menu is
generated dynamically and only exists visually as long as the user needs it. As
the menu is attached to the hand the user does not need the change the view-
point towards the menu and away from the data. Unfortunately this involves
that the ring menu is aligned between the user and the data set as it is used
in a three dimensional space. For not occluding parts of the data the menu is

designed to be almost transparent.
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Buttons

OK I Abbrechen I

Figure 2.3: Example of a button pair.

Buttons are usually represented by oval graphical forms including text or
icons. Pressing a special mouse button above these buttons enables a user to
execute certain actions.

There exist different types of buttons: command buttons and check buttons.
Command buttons are mostly used for confirmation purposes as the interac-
tion task. Also high order commands and other procedures can be executed
using command buttons.

Check buttons represent the states TRUE or FALSE. They are switchable
using the mousc click. These check buttons represent a possibility for the se-
lection between two choices.

Buttons can grouped together to button blocks (see Figure 2.4). An exclusive

rZoommadus

" 200%

€ 75%
" Seitenbreite

Figure 2.4: Button block with check buttons.

button block for example consists of some check buttons from which only one
represents the state TRUE at a time. Invisible buttons which are positioned
above other graphics are called hot-spots. With the help of those hot spots
interactive graphical objects are simulated.

Buttons are usable in 2D as well as in 3D applications. In Virtual Environ-
ments for example buttons can be pressed using virtual pick rays.
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However, the interaction designer has to carcfully think about where to posi-
tion the button in a way that they do not occlude parts of the data.
Especially in Virtual Environments the problem is the graphi sentation
of the buttons. Buttons represented by two-dimensional icons are smaller and
do not reduce the limited interaction space as much as three-dimensional icons
would. However, for the user who tries to intersect the button with a pick ray
from arbitrary positions in the view frustum three-dimensional buttons are
much easier to hit. As a consequence the disadvantage is the reduction of the
view frustum.

Toolbars

Toolbars enable a user to customize and manipulate applications or data sets
while selecting tools from a list of choices.

Toolbars denote a very common interaction technique and are used in two-
dimensional GUIs as well as in three-dimensional Virtual Environments.

Even two-dimensional toolbars are possible in a Virtual Enviromment. How-
ever, here occurs the same problem as already discussed for the buttons and
menus. Is the toolbar positioned fixed in front of the user at the RWB for
example a two-dimensional representation is conceivable.

Within this thesis a toolbar has been designed and implemented which allows
the user to select generic operations and apply them to the data set (sce Fig-
ure 3.7 in section 3.5). This toolbar is positioned in front of the user and thus
does not occlude any part of the data. A button block with five buttons on top
is chosen as geomctrical form for the toolbar. Each button represents another
operation, such as drag. zoom. rotate cte..

The basic operations are positioned so that they are always visible and acces-
sible. This supports the work flow since they are frequently used during the
interaction with the Virtual Environment.

Sliders

o ™ ]
4 »
Figure 2.5: Slider.

Sliders enable a user to determine a value within a certain interval, They
are used for quantification. Scroll bars are a special implementation of sliders.
With their help it is possible to change the visible part of an in principle infinite
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arc used in window-based systems and graphical editors. Sliders can also
be used for interaction tasks in Virtual Environments. But the representation
of the sliders presents the same problem as it did for the buttons.

The interaction designer needs to decide whether a two-dimensional or a three-
dimensional representation is preferred.

Scrollable Selection Lists

Kateqgorien:

Bearbeiten

Fenster u. Hilfe (¥)

Zeichnen _|

Figure 2.6: Scrollable selection list.

Scrollable selection lists enable a user to select one or more items from a

list by clicking them with a mouse. They support the sclection interaction
ta
The size of scrollable selection lists is independent from the number of items
in the list in contrast to button block and menus. With the help of the slider
the user is able to access even invisible entries.
In Virtual Environments the usage of scrollable selection lists is possible but
very uncomfortable and offers poor usability.
Alignment and graphical representation similar to the ones of the character
input ficlds and buttons present the major problems when trying to use the
selection directly in the view frustum. Scrollable sclection lists on wire-
less touch screens or PDAs (Personal Digital Assistant like the Palm) are an
alternative.
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Character Input Fields

Character input fields enable a user for text input. Mostly only single charac-
ters are entered. More complex character input fields are multi-line fields with
scroll bars for scrolling through the text.

Character input fields are usable in desktop based Virtual Environments with
a monitor as output device and a keyboard as input device.

The keyboard is a very uncomfortable input device when combining it with
rear-projection based Virtual Environments. In VEs it is better not to use a
keyboard for character input. In these VEs it is possible to use wireless touch
screens and PDAs with a pen for text input. These input devices do not deliver
the discussed keyboard problems but they need a place to store them when
they are not used.

At a Responsive Workbench the storage of these input devices does not present
a problem and their usage is possible.

In a CAVE only the usage of small PDAs is possible which are storable at the
user’s body.

Masks and Forms

Masks and forms provide a user with static possibilities to enter information
two-dimensionally.

Masks are two-dimensional indicators of the systems state which occlude the
whole display screen and consist primarily of alpha numeric characters [31).
In static areas information is represented about different system states, inputs
and system messages.

The work area in which the user can enter information usually is designed as
a formn. Forms are two-dimensional alignments of fields in which information
is perceived and entered [31]. They are very suitable for grammatical formu-
lation of orders through the combination of specifications as well as for meta
communication since they are able to represent information about the system
state.

In two-dimensional graphical user interfaces masks and forms are usable as
long as the system state information has to appear and stay in the foreground
of the disposal.

In Virtual Environments masks and forms create the same problems as menus
and scrollable selection lists. Their size even aggravates the poor usability.

Dialog Boxes

Dialog boxes enable a user to execute complex operations which need a lot
of parameters. They support the interaction tasks: text and numeric input,
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Figure 2.7: Example of a dialog box.

selection and confirmation
Generally a dialog box consists of other elements like, for example, check but-
tons, numeric input ficlds, an OK-button for confirmation and thus approving
the parameter set, or a Cancel-button for cancellation and thus ignoring the
parameter set.

In cither case the dialog box is closed and the dialog ends.  Dialog boxes are
used in Virtual Environments too.

Figure 2.8 shows a VE designer interacting over a dialog box in a virtual mu-
seum application. This VE dialog box consists of check buttons and numeric
input ficlds. The interaction is performed using a pen-like stylus in the user’s
hand. For not oceluding data behind the box is designed to be almost trans-
parent inside the frame.

2.1.2 Advanced Interaction Techniques
Speech Recognition

Speech recognition is a non visible interaction technique. It enables a user to
perform actions by the voice which would be far more complex to perform with
other techniques.

Speech recognition contributes to user comfort and is dimension independent.
This means that it can be used as interaction technique in two-dimensional
applications as well as in three-dimensional Virtual Environments as a supple-
ment to hand based interaction techniques.
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Figure 2.8: This is an example of a dialog box in a CAVE Virtual Environment.
Check buttons and numeric input fields with sliders are used to enter information
In order to not occlude data the dialog box is designed to be almost transparent
inside the frame.

A general problem with speech recognition software is the recognition rate.
Speaker dependent speech recognition software toolkits have a much higher
recognition rate. Speaker dependencey. however, implies that the speaker has
to crc

ate its own database with spoken phonemes.

In Collaborative Virtual Environments the interference of speech recognition
with the oral communication between the remote users canses problems.

One approach to overcome this problem would be to implement a code word
like "computer”. which switches the system into the "Listen” mode as soon
as it is recognized. The communication with the remote partuer is muted and
the computer waits for aural commands of the user.

Combinations of voice input with three-dimensional localized sound and two-
handed manipulation in Virtual Environments are deseribed by NASA Telep-
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resence research in [36].

Systems which offer a method to embed voice communication in Virtual En-
vironments by means of voice annotations are proposed by Harman et al. and
Verlinden et al. in [52, 99]. These systems allow a set of capabilities for

inserting, iconizing, playing back and organizing annotations in VEs.

Tactile/Force Feedback

Tactile and force feedback interaction techniques enable a user to touch and
feel computer generated data. Tactile techniques provide information about
surface attributes as a feedback to the user [82]. Force feedback techniques
provide information to the user that are related to the object’s mass. These
techniques can be used as a supplement to visual perception [104].

Haptic interaction techniques are mostly used in desktop based Virtual Envi-
ronments or together with Reachln display systems (see section 1.1.2).

In rear-projection based Virtual Environments it is problematic to mount
the feedback device when using force and tactile feedback interaction tech-
niques [19].

When working at the Responsive Workbench with a Phantom the force feed-
back device is mountable as shown in Figure 1.3. If force feedback is not
further needed the Phantom arm can be positioned outside the view frustum
and thus does not disturb the user during the task.

Different types of haptic and tactile feedback are especially interesting for ap-
plications which have an high demand for precision. Examples for force feed-
back applications are flight simulators with motion platforms or force feedback
driven surgical simulators.

A comprehensive introduction and reference on force-feedback can be found in

Burdea’s work [22].

Direct Manipulation

Direct manipulation enables a user to manipulate data sets. It groups together
all interaction techniques which deal with the "handling of objects”.
Metaphors dealing with the perception of two-dimensional faces and three-
dimensional spaces build the basis for direct manipulation.

The main principles of direct manipulation are:

e permanent visibility of the objects to be manipulated
e permanent visibility of the actions applied to the objects

e substitution of complex commands by physical actions such as move-
ments with an input device
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o fast and reversible user interaction with direct and mostly visual feed-
back.

Advantages of the direct manipulation are:
e beginners can quickly learn to perform direct manipulation
e occasional users can easily recall interactions
e cxperts can work efficiently
e support of systematic work due to direct feedback of interactions

e low uscr fatigue due to easy comprehensibility, predictable system reac-
tion and possibilities of undo operations.

e crror messages are far less important for direct manipulation than for
other intcraction techniques.

Nowadays, direct manipulation is the most used interaction technique due to
its naturalness. The computer vanished to be only a device for experts mainly
because of the development of direct manipulative graphical user interfaces.
In Virtual Environments direct manipulation is the most used interaction tech-
nique and many other techniques are making use of the direct manipulative
metaphor [9, 37, 54, 70, 77]. The metaphor is the basis for the development of
body-relative interaction techniques which are presented in the following.

2.1.3 Body-relative Interaction Techniques

Body-relative interaction enables a user to perform actions relative to the own
body. It is not a real interaction technique but rather an additional criterion
for other interaction techniques.

Body-relative interaction techniques are more effective than interaction tech-
niques relying solely on visual information as they provide a physical real world
frame in which to work and they provide a more direct and precise sense of
control.

During body-relative interaction a user can take advantage of proprioception.
Here proprioception denotes the user’s sense of position and orientation of his
body and its several parts [7]. Proprioception is used again in Awareness-
Action-Feedback loops of the CVE interaction taxonomy developed in this

thesis (see section 3.6). ‘
Body-relative interaction is proposed by M.Mine and used by other VE inter-

action designers too [54, 71, 72]. . .
Body-relative interaction is especially important for the direct manipulation.



38 HAPTER 2. RELATED WORK
University of Pretoria etd — Goebbels G P J(2001)

An example for the combination of different interaction techniques supported
by body-relative interaction is constructible for a surgeon simulating an in-
cision. The surgeon who is concentrating visually and tactilly/haptically on
the incision turns the hand upside down, opens it, and calls the name of the
surgical tool that is nceded next.

This complex interaction task includes gesture recognition (turning and open-
ing the hand using proprioception as he does not need to raise the head and
look), speech recognition (calling the tools name) and body-relative direct
manipulation (closing the hand with the tool and applying it to the data set
in front). Although this interaction is very complex it is easy to learn as it
exploits a real-world knowledge metaphor.

Gesture Recognition

Figure 2.9: The user deselects the current tool by throwing it over the shoulder.

Gesture recognition enables a user to perform actions without any auxilie
tools. The user’s gesture recognized by the system can be interpreted as s
tion, confirmation and positioning, including scaling, rotation and translation.
Comparable with speech recognition the gesture recognition interaction tech-
nique can easily combined with other techniques that make use of input dev
Gesture recognition interaction techniques are easy to apply in desktop nn(l
rear projections based VEs. Usually a video camera is recording the user dur-
ing the interaction and analysing hand and head movements in real-time [66].
Other approaches make use of the user’s input devices that are usually tracked
already, such as through the location sensor attached to the shutter glass:
and stylus or pinch glove.

Examples for the gesture recognition based interaction techniques are the so-
called "over-the-shoulder deletion” and the two-handed flying proposed by

>S
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M.Mine [70, 72| (see Figure 2.9).

The system recognizes the movement of hand over the shoulder as the com-
mand to deselect the current tool from the input device in the user’'s hand.
In the other case the system interprets the position of the user’s two hands
relative to each other as the vector which determines the navigation direction.
The relative distance of the hands corresponds to the absolute value of the
vector and is recognized as the velocity of the movement.

In another application gesture recognition is used to facilitate the interaction

Figure 2.10: Natural speech and gesture based input used for virtual assembly
simulations. In the figure on the right hand side a gesture is used for describing
an object rotation. [Wachsmuth et al., [61]]

during a virtual assembly simulation as for example in [61, 100, 101]. Here
the gestures are recognized as commands for "rotate”, "drag”, "translate” etc.
(Figure 2.10).

Arm Extension

The extended arm interaction technique enables a user to select, grasp and
position distant objects without navigating there. The arm extension is a pure
three-dimensional interaction technique.

An example is the so-called "Go-Go” technique proposed by Poupyrev et al.
and used by many others [9, 11, 77].

The "Go-Go” technique enables a user to interact within arm distance but
also with distant objects deeper in the virtual scene. Therefore the position of
the arms is under permanent control. A non-linear function allows the virtual
arms to "grow” if needed. For this the user performs a special hand movement.
If the user wants to return to the normal arm length a corresponding hand
movement shortens the arms again.

Although this technique is especially developed for Head Mounted Display
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based Virtual Environments it can easily be applied to rear-projection based
Virtual Environments too. Applications can be virtual landscape architecture,
urban planning or interior design.

2.1.4 Other Techniques and Interaction Frameworks

In combination with other techniques such as speech recognition new and
intuitive three-dimensional interaction techniques are designable. The more
promising ones of these techniques are presented in [9, 11, 16, 17, 18. 36, 52,
58. 77, 99].

There exist a lot of different works mainly dealing with travel and navigation
techniques in Virtual Environments [33. 35]. Among them are the Worlds in
Miniature (WIM) techniques proposed by Stoakley et al. in [93]. The focus of
that work rather lics on efficient navigation and orientation, being independent
of the specific activities and tasks in a Virtual Environment.

An approach that attempts to develop a taxonomy of interaction techniques
can he found in [10, 11, 15]. The authors Bowman and Hodges developed a
methodology to increase the usability aspects of Virtual Environments using
Head Mounted Displays.

They tried to facilitate the design and evaluation of interaction techniques in
VEs with this taxonomy. They distinguish between different classes of inter-
action techniques. These are considered to be viewpoint changes (navigation,
travel), selection and manipulation.

However, their approaches are restricted to fully-immersive environments us-
ing Head-Mounted Displays. The influences of other display systems on the
interaction in a Virtual Environment are not considered. In addition, their
taxonomy is not able to explain the impact of interaction feedback, Virtual
Environment representations, and awareness factors on usability aspects.

Conclusions

Anyway, it is possible to conclude that there are interaction techniques which
are applicable in two-dimensional Graphical User Interfaces (GUIs) as well as
in three-dimensional Virtual Environments (VEs). However, a direct usage of
two-dimensional interaction techniques in three-dimensional VEs is not always
possible. Most of the techniques have to be modified to be able to fulfill three-
dimensional requirements. These requirements are for example accessibility
from arbitrary points in the view frustum without occlusion, direct and pre-
cise sense of control, as well as intuitive and effective use. There are for sure
many techniques available which tend to address all these requirements but
new techniques especially for Virtual and Collaborative Virtual Environments
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have to be developed. A good reference frame for doing this represents the
body-relative interaction cven for rear-projection based Virtual Environments.

The introduced interaction techniques are presented according to their us-
ability in Virtual Environments but not especially according to their usability
in Collaborative Virtual Environments (CVE). The next scetion is presenting
an overview of CVEs and cxplaining how the collaborative aspect in these
environments is carried out.

2.2 Collaborative Virtual Environments

2.2.1 CVE applications

CVEs arc multi-party Virtual Environments which allow a number of users to
share a common virtual space, where they may interact with cach other and
the environment itself.

The problems of multiple users sharing the same workspace are already known
from the field of Computer Supported Collaborative Work (CSCW) and group-
ware [4, 32, 57]. Sowme of the major problems are: the distribution of ob-
jeets [98] and information as well as the delegation of rights and the represen-
tation of group structures.

Interest in spatial approaches to CSCW has grown over recent years. Specific
examnples of the spatial approach include media spaces 0], spatially oriented
video conferencing {55, 57, 83], Collaborative Virtual Environments [3, 95) and
tele-presence systems [66).

In contrast to CSCW systams, direct collaborative real-time interaction leads
to completely new interaction possibilities, espeeially concurrent interaction of
at least two users with one or more objects (73], Unfortunately there is a lack
. of application and design support for CVEs.

In addition, most of the CVEs under investigation are web based collabora-
tive Virtual Environments. Good overviews about examples of these desktop
CVEs can be found in the following literature [3, 4, 21, 40, 69, 92, 93].

There exist only a few approaches of back projection hased VEs and CVEs.
Overviews about these approaches can be found in {20, 28, 43, 81].

2.2.2 CVE evaluations

When designing and implementing collaborative applications it is not suffi-
cient to consider only technological aspects of the application. Usability as
well as interactive qualitics of the implementation are at least as important.
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For measuring usability aspects of applications there exist four different ap-
proaches [79]. These are the:

o Interaction oriented approach
e User oriented approach

e Product oriented approach

e Formal approach

'The interaction oriented approach is the most common one and is concerned
with all kinds of usability testing with users. The user oriented approach tries
to measure usability quality in terms of mental effort and attitude of the users.
‘This is done by using questionnaires and interviews and is mainly used in this
thesis (see chapter 6). The product oriented approach is concerned with mea-
suring ergonomic attributes and thus quantitative measurements are necessary.
Lastly the formal approach tries to simulate usability in terms of formal mod-
els [75]. This approach can be seen in the context of theory based evaluation.

Although usability testing is very important only a few authors presented
evaluation studies for designed Collaborative Virtual Environments. On the
other hand, existing evaluations try to draw results from assessments of 4-10
experimental subjects. The reasons are that user evaluation is a really hard
task and that it is difficult to find evaluators.

In addition, many existing evaluations are focussing on very different aspects
of VEs or CVEs. So for example, were Witmer and Singer one of the first
who tried to measure the degree of immersion [103]. Thercfore they developed
a very detailed questionnaire which, in the research community, is discussed
controversially [90].

Slater et al. are also trying to quantify the degree of immersion and pres-
ence [91, 92, 97]. Their approaches and experiences are restricted to desk-
top Virtual Environments using a normal monitor and DIVE as the software
framework but no fully- or semi-immersive rear projection-based Virtual En-
vironments.

Other usability evaluations are focussing on interaction devices and techniques
as presented by Beaten and Dehoff [2] and Bowman et al. in [14]. Evaluations
assessing the usability of Virtual Environment’s user interfaces are presented
by Hix et al. in [54]. These evaluations are restricted to stand-alone Virtual
Environments using a one-sided Responsive Workbench as display system. Un-
fortunately the usability findings are only focussing on battle-field simulations.
The goal of this thesis is to provide design, application development and in-
teraction support for Collaborative Virtual Environments. This includes that
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the approach developed in this thesis provides means to extensively cvaluate
and assess the usability of CVE user interfaces and collaborative awareness
factors [50].

In the following a survey on sclected important CVE systems and applica-
tions is presented. The particular reason for choosing these CVE systems is
the fact that they specifically address the needs of users working cooperatively
together in a Virtual Environment.

Teleport and the National Tele-Immersion Initiative (NTII) uses effectively
tele-presence techniques to cnable face-to-face communication in an augmented
office environment.

NICE for example addresses the networking aspeet as well as the problems
of shared manipulation. Our CVE goces one step beyond this while hringing
together tele-presence and collaborative rather than cooperative interaction
allowing for shared manipulation of data while preserving face-to-face commu-
nication. The following sections are presenting the mentioned CVE systems in
more detail.

2.2.3 Teleport

Nowadays personal computers equipped with microphone, speakers, camera,
and perhaps additional video monitors, are widely used for desktop video con-
ferencing. Conference participants appear in windows, or ot adjoining moni-
tors, and may access shared applications shown simultancously on each partici-
pants’ sereen. Several desktop video conferencing systems have been deseribed
in literature and comiercial products are available. But while desktop video
conferencing has certainly been shown to he useful for a variety of tasks and
has many advantages when compared to carlier forms of video conferencing
involving speeial meeting roowms, it is still recognized that there are many sit-
uations where desktop video conferencing is not appropriate.

The Teleport environment is designed to overcome the disadvantages of desk-
top video conferencing and to establish lifo-like conference sessions that hring
people together as if face-to-face (see Figure 2.11),

Teleport has been developed at the Department of Virtual Environments of the
German National Rescarch Center for Information Technology (GMD) [20. 45].
The system is based around special rooms, called display rooms, where one wall
is a view port into a virtual extension as shown in Figure 2.11. The geome-
try, surface characteristies, and lighting of the virtual match the real room to
which it is attached. When a teleconferencing connection is established. video
imagery of the ranote participant is composited with the rendered view of
the virtual extension. The viewing position of the local participant is tracked,
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Figure 2.11: Teleport Display Room.

allowing imagery appearing on the wall display to be rendered from the partic-
ipant’s perspective. The combination of viewer tracking, a wall sized display,
and real-time rendering and compositing, give the illusion of the virtual exten-
sion being attached to the real room. The result is a natural and immersive
teleconferencing environment where real and Virtual Environments are merged
without the need for head-mounted displays or other encumbering devices.
The system uses a 3x2.25m rear-projected video wall attached to a 3m? room.
The video wall is driven by a pair of high luminosity video projectors. Both
projectors can display mid-resolution video signals and high-resolution RGB
signals. A camera is placed on a stand or table and set approximately at eye
height. The field of view is wide enough to take in a full upper body shot
of the local participant. The viewer tracking system determines the position
of the local participant within the display room, from which the viewpoint is
derived.

Chroma keying is used for segmentation in order to determine the regions
in the video images where the participant appears. The virtual extension is
rendered from the viewpoint of the tracked participant located in the display
room. Because this person is free to move within the display room, the virtual
extension must be continuously re-rendered. For audio, each participant wears
a small microphone. The audio streams from remote participants are mixed
together and sent to speakers mounted on either side of the video wall.

The Teleport system provides video conferencing integrated into a room envi-
ronment as its best. However, the participants are restricted to viewing and
talking to each other. 3D interaction is not implemented at all and thus sharing
of three-dimensional data is not possible.
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2.2.4 Tele-Immersion Initiative

The National Tele-Immersion Initiative (NTII) is an American rescarch com-
munity investigating into tele-presence applications together with internet2.

Internet2 is a consortium led by over 180 universities working in partnership
with industry and government to develop and deploy advanced network ap-
plications and technologics.  Internet2 is recreating the partnership among

academia, industry and government that fostered todays Internet in its in-
fancy. The aim of NTII is to cnable users at geographically distributed sites
to collaborate in real time in a shared. simulated environment as if they were
in the same physical room.

The participating rescarch sites can be found under the following URL:
http://www.advanced.org/teleimmersion.html

There exist plenty of different tele-immersion approaches. The sketeh from
University of North Carolina at (‘lm]wl Hill in Figure 2.12 provides an idea
about the research activities of NTII
Currently the partners within the NTII consortium are able to do sterco-video

Figure 2.12: The figure sketches a vision of the office of the future. Current
tele-immersion systems try to support distributed collaborative work. [Fuchs et
al.,1998)

conferencing in real-time. In addition, very rudimentary collaborative interac-
tion support is enabled. The interaction techmique implemented so far is the
direct manipulation with pick rays. Therefore, until now, the implementation
of the office of the future can be seen as a spatial video conferencing tool rather
than a collaborative office with remote access to all kinds of information
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2.2.5 NICE

NICE is the acronym for Narrative-based Immersive Constructionist / Collab-
orative Environments. It is a prototype of an educational, distributed Virtual
Environment for young users using CAVEs as displays. NICE has been devel-
oped at the University of Illinois at Chicago by M. Roussos et al. [60, 80, 81].
The main constructive activity in NICE is to build and develop small local
ecosystems on the bare parts of an island. The terrain serves as an open land
which the child explores and decides where to plant and populate.

Various seeds for planting garden vegetables and trees are stored in crates
and serve as starting points for building micro-ecosystems on the island (see
Figure 2.13). When the user drops a seed on the ground, the corresponding
plant, flower or tree will start to grow. The pace in which this happens can be
predetermined; the user may choose to see the system grow very quickly, or,
in the case of a school project, extend it over the period of a semester. The
tomatoes, carrots, pumpkins and other plant objects contain a set of charac-
teristics that contribute to their growth. They all have values for their age,
the amount of water they hold, the amount of light they need, their proximity
to other plants of their kind. These values determine the health of the plant
and its size. Visual cues aid the child in determining the state of a plant or
flower. When the cloud has been pouring rain over it for too long, the plant
opens an umbrella, when the sunlight is too bright, it wears sunglasses.
Sound in the environment enriches the surroundings in a variety of ways. Dif-

Figure 2.13: Children, and remote children represented by avatars, plant a garden
in the NICE distributed Collaborative Virtual Environment. [Roussos et al., [80]]

ferent environmental sounds are experienced depending on where cach partic-
ipant is standing, c.g. the children by the shoreline will hear the water, the
children in the rainforest will hear the birds, cte.. The user interacts with the
Virtual Environment using ‘the wand’, a simple tracked input device contain-
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ing a joystick and three buttons. The CAVE’s roomsized structure allows for
multiple users to move around freely, both physically and virtually surrounded
by vivid displays. However, only one person is being tracked in each CAVE,
thus reducing the participation of all the children in the same CAVE at one
time. One child can set the viewpoint, another child may handle the wand to
pick and placc objects, while the other children can obscrve and give their ver-
bal input. It was ohbserved that this has not decreased the feeling of presence
and immersion of the participants that are not tracked and the children may
exchange roles at any time.

The system is developed in a prototype system named GULLIVR - Graph-
ical User Learning Landscapes In VR, Specifically GULLIVR allows multi-
ple participants to share in the exploration of a virtual space. interact with
cach other, and perform simple tasks. A simple agent architecture based on
a frame system, is being developed to support the actions and personalities
of the characters. The core of GULLIVR is the CAVE library. Ou top of
this GULLIVR uses SGI Performer and OpenGL to render the Virtual Envi-
ronment,  Although GULLIVR was originally conceived for the CAVE, it is
capable of supporting a munber of different VR platforms including the Re-
spounsive Workbenely, and simple graphics workstations, GULLIVR's network
compounent allows multiple networked participants to explore the saane virtual
space. Multiple distributed GULLIVRs running on separate VR systemns are
connected via a centralized database sorver that guarantees consistency across
all the separate environnents, The communications library supporting GUL-
LIVR is based on a client/server model where the number of remote clionts is
limited only by bandwidth and latency.

The wand is the physical interface to the virtual world, It is used to navigate
around the virtual world. and to manipulate virtual objeets within that world.
The user can move around within the hboundaries of the CAVIE. walking around
or through virtual objects, and can press the joystick on the wand to move
the CAVE through the Virtual Environment. GULLIVR provides the option
of flying over the world, or adjusting the floor of the CAVE to coincide with
the height of the landscape, thus allowing the user to climb over terrain or
ascend and descend stairs. by physically walking in the CAVE. Every clement
of the seene in GULLIVR is treated as an object. Hence, every object serves
as a building block for the construction of other objects. The child can pick
up objects in the Virtual Envirommnent by using the wand as an extension of
her hand., She moves the wand over to an object and clicks a button on the
wand to pick it up. She can then move the objeet to an appropriate place and
let it go.

The NICE application belongs to the most advanced CVEs. However, the
systemn design restricts NICE to be an edutainment application for kids or an
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artificial basis for gamne applications and story telling. Artificial avatars are
used instead of real looking video representations of remote participants. In
this context, view point control and consistence as well as the alignment with
distributed data is not implemented as it is of minor importance for the users.
In addition, the used techniques allow simple interaction especially designed
for kids planting a garden co-operatively.

2.3 Conclusions

This chaptor described related work to the thesis. It is shown that there are
interaction techniques which are applicable in two-dimensional Graphical User
Interfaces (GUIs) as well as in three-dimensional Virtual Environments (VEs).
However, a dircct usage of two-dimensional interaction techniques in three-
dimensional VEs is never possible. Most of the techniques have to be modified
to be able to fulfill three-dimensional requirements. Hence, new techniques
especially for virtual and collaborative Virtual Environments have to he de-
veloped. A good reference frame for doing this represents the body-relative
interaction even for rear-projection based Virtual Environments, In combi-
nation with other techniques such as speech recoguition new and intuitive
three-dimensional interaction technicques are designable.

The remaining sections are a survey on selected important CVE systems and
applications.  They provided an idea about the use of tele-immersion ap-
proaches and Collaborative Virtual Environments, From the basie chapter 1
and during the presentation of the different CVE approaches it hecomes clear
that the absence of a classifying frammework for collaborative interaction is the
most challenging problem when designing VEs and CVEs. Hence. in the next
chapter 3 the goal is to develop an own approach with whiclht desieners and pro-
gramuiers are able to analyze user tasks and interaction cyeles in VEs, Then,
chapter 4 doscribes an application for a pre-deseribed two user task scenario.
Chapter b discusses implementation details and in chapter 6 the developed
applications are evaluated assessing usability and collaborative awarcness.
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Chapter 3

Interaction Framework

The goal is to provide an Interaction Framework to facilitate and guide the
design of Collaborative Distributed Virtual Environment applications. This
thesis focuses on projeetion based Virtual Environments (VE), where the col-
laboration can reach immersive face-to-face communication with the computer
being the transparent mediwm. I this chapter a Human-Computer-Human
(H-C-H) model and an H-C-H interaction framework is presented. This model
is first used to design a CVE in chapter 4 and is evaluated in chaptoer 6.

3.1 The Human-Computer-Human Model

Currently the various modalities of interaction between humans and comput-
crs are under investigation in the HCT and CHI rescarch community. Unfor-
tunately in most applications the Computer-Human interaction is discussed
separately from the Human-Computer interaction. Applications where these
topies are addressed together are mostly groupware applications [8, 32]. In
order to discuss HC and CH interaction together a Human-Computer-Human
Model is proposed.  Within this model the following interactions are observed:

I
- =~

— ~

- ~

- ~
- ~

H—C—H
\ e N

Figure 3.1: Interaction within the Human-Computer-Human Model. This model
unifies the various modalities of interaction between humans and computers.

49
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e H— C Flow: User input
o (' — H Flow: Computer output

e H— H wia C Flow: Inputs by one user are going to be displayed by the
computer as outputs to the other user.

It is obvious that direct human to human interaction cannot happen in dis-
tributed environments. Especially when interacting with another user within
a Virtual Environment the computer has to mediate and regulate this interac-
tion. The computer as a mediator needs to set up a conununication link like
a video/audio conncetion and needs to manage the user's input and provide
it as output to the other user. This follows from the fact that the interaction
between human and computer is of a bidirectional nature. The computer waits
and reacts on the users input quette, processes this input and then displays the
reaction appropriately.

Now when looking at Figure 3.1 again it becomes clear that the Human-Human
interaction can bhe deseribed completely by a reduced bidirectional H & C
chain. Although this chain is a subset of the H-C-H model it is possible to sce
that the computer processes similar inputs at both sites and presents the cor-
responding outputs to both sites appropriately. In other words the computer
has to become omuipresent but transparent to the users.

The users of Virtual Environments do not need to know what computer hard-
ware, what software or what communication mechanising generate the VE.
The interfaces at both sites need to be capable of hiding these from the users.
As the computer becomes invisible the users have to have the feeling of com-
municating and interacting with another person as if face-to-face assuming an
appropriate representation form for the remote wser. Therefore the goal is to
design distributed Collaborative Virtual Environments with interfaces in a way
that the H « H interaction can happen as cffective as possible.

As the computer is the mediator and regulator for this Human-to-Human in-
teraction, ¢ has to be optimized. The way to do this is optimizing the user
interfaces as the interfaces for the H — C inputs and optimizing the viewer as
the interface for the ¢ — H outputs. In order to optimize these interaction
flows within the H-C-H model, influence factors should be determined. Thoese
influence factors are responsible for making a user feel immersed within a Col-
laborative Virtual Environment and being able to communicate and interact
with another person as if face-to-face. To consider these influence factors that
come in play when creating distributed, Collaborative Virtual Environments,
a taxonomy! of these influence factors is developed [47, 49, 50).

IThe term " Taxonomy” is derived from the Greek word taxon. It is used in the scieuce of
biological classification. The taxonomist creates from a varicd array of organisms a hierarchy
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This developed taxonomy is not a hierarchy of classified VEs or CVEs but

< Analysis

»> Awareness ‘\

Action

Action E
. Feedw

Figure 3.2: The VE and CVE design model.

a hicrarchy of classified influence factors that show an impact on the design
process of VEs and CVEs (sce Figure 3.2). With the help of this taxonomy
of influence factors it is then possible to develop a VE/CVE design model
which supports the VE/CVE designer to consider the large amount of these
inflnence factors. Thereby the design model also shows the dependency of the
influence factors and enables to simulate the appearance of the VE/CVE carly
in the design process. The input for this simulation delivers the requircment
engineering process that uses the task description and task anal which de-
termine the User+Need Space. An example for such a simulation is given in
section 3.8,

The reason for the development of a new VE/CVE design model instead of
taking an existing one is that the existing models developed in the CSCW and
HCIT community do not pay cnough attention at Human-to-Human communi-
cation and collaboration in large scale projection based Virtual Environments.
Bowman et al., for example. developed a taxonomy of different techniques

of groupings that have an orderly relationship to cach other. The term is also used by Hix
et al. [44] and Bowman et al. [11] for the categorization of usability characteristics and
interaction techniques.
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concerning the three tasks navigation/locomotion, selection and manipula-
tion. This taxonomy cnables the VE designer to find the interaction technique
best-suited for a given task. The orderly relationship between the classified
techniques is obtained according to usability issues taking into account user
input devices, tasks and others.

The taxonomy has been developed for and cevaluated in HMD based systems
(Head Mounted Displays) but not in projection based displays. Whether this
taxonomy is still valid for projection based display systems has to be proven
in future.

As alrcady mentioned, the existing taxonomics and VE design models do
not consider collaboration and human-to-hwman conununication aspects suffi-
ciently which makes them uscless for this work. Hence, it justifies the devel-
opment of a new taxonomy of influence factors and with this the development
of a new VE/CVE design model.

Thercfore the utility of the taxonomy is considered rather than its absoluteness
or completeness. The objective is to facilitate guided design of applications
for supporting team work in CVEs [47].

One way to verify the generality of the approach is through the process of
categorization, which allows to understand the low-level makeup of interaction
techniques. This categorization may also lead to new design ideas. For design-
ing the correct VE and choosing the most appropriate interaction technicue
using the H-C-H model, first the user tasks are specified and analysed as de-
seribed in the following scction. This task analysis determines the User+Neod
Space.

Also software engineering approaches typically use task analysis methods [30).
which are concerned with the entitics and the processes or tasks that need to
be implemented in software. In a similar manner the User Task Analysis in
this approach is concerned with the virtual data and representation compo-
nents which can be considered analogous to the entitics. Since this User Task
Analysis is primarily focussing on collaboration and human-to-human commu-
nication, the specification of the VE/CVE is composed of the awareness-action-
feedback loops and the metaphors, operations and interaction techniques which
arce implementing them.

3.2 User’s Task Description and Analysis

Figure 3.3 shows that the approach starts with a User’s Task description
(UTD). For example a task deseription could be:

Assume two users who want to connect two wooden laths. They use two ham-
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mers and a hox of nails. For pulling nails that arc wrong pound into the wood
they usc a pair of plicrs. They stand on top of a roof. Both laths have firstly to
be connceted so that they tower above the roof. Then they have to be attached
to the roof. The laths arc very heavy and can only be handled using both hands.
The intcraction space on the roof is reduced to two square meters. One user
holds the wooden laths and the other user pounds the nails with the hammer
or uscs the pair of plicrs. The users carry their tools (hammers and the box of
nails) because there is not cnough place to deposit them on the roof.

This description provides information about the number of users involved in

Task Description

Task Analysis

User+Need Space|

Mapping to
Application+Interaction Space
(VE/CVE)

v

Figure 3.3: First level of the VE and CVE taxonomy graph.

the task. the type of material and the tools they use. It deseribes where the
users stand and how they work together. This information is extracted fol-
lowing the User’s Task Analysis (UTA). This UTA determines the User+Need
Space (UNS) which itself is the originator of the flow within the taxonomy
graph. The UNS contains and groups the information extracted by the User
Task Analysis of the User Task Description (UTD). It is recommendable to
do an extensive deseription and analysis of the user’s task in order to find out
how the user’s need can be satisfied [47. 48]. From this thesis™ point of view
most of the Virtual Environments lack the addressing of user needs and thus
result in a poor user satisfaction and usability [14, 50, 54]
Now it is possible to do an UTA of the UTD. The mhum,\nun extracted by
the UTA facilitates the procedure of defining a User+Need Space.  For the
example described above the extracted information concerns:

e Participants
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Objects

Tools

Objectives

Constraints

Actions

o Reasons for Cancellation
o Results

With the help of this extracted information a User+Need Space (UNS) and
its content is defined as described in the following sections.

3.3 Mapping from User+Need Space to VE
and CVE

The User+Need Space is represented by an array-like representation format
(sce Figure 3.4).

This representation is more suitable for the purpose of this thesis sinee it pro-
vides an casior mapping between the requireiments of the UNS and the features
of the Virtual Environment under design. The first seven features denote rep-
resentation components. In addition to the number of local and remote users
their corresponding representations are ineluded.

Although the UNS in Figure 3.4 is & UNS template, examples of different pos-
sibilitics of realizations are added for clavification. When working two-handed,
different input device combinatious are shown, such as a combination of a sty-
lus and a three button tool or the combination of a pinch glove and a cubic
mouse (sce section 3.4). These and other combinations are not obligatory, they
are only illustrating the usage of the UNS array. Also the items belonging to
the operations, metaphors and interaction techniques in the auxiliary section
of the array arc only of illustrating nature and show that more than one item
could be taken under consideration. Thereby, if in the rows appears an enu-
meration, the first it or combination is interpreted as the most appropriate
one. Then the application designer would choose one of the suggestions. If
thore is no enumeration the row represents a list of iteins that belong together.
Then all have to be taken under consideration within the application design.
The next seetions desceribe the items of the UNS in more detail.
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Figure 3.4: The User+Need Space array-like representation.

3.4 Input/Output Device Combination and
‘Work Mode

In this section the focus is on the design guidelines for combining input and
output devices. It is obvious that not all six DOF input devices for interaction
and output devices can be combined. For example. it is hard to use a Cubic
Mouse together with a stylus in a CAVE-like display cm if the stylus needs
to be used frequently. The reason is simply that for using the Cubic Mouse
the user needs both hands which results in putting other input devices away.
Combining these input devices with for example the RWB as output device
the user has the possibility of putting unused devices back on the table of the
RWD. But of course this is not the only reason for choosing a certain type of
input /output combination. The sclection of the devices is mainly influenced
by other factors. Most important factor for the selection of an adequate output
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device is the amount of users who work together at the same site as well as
the size of the data model. The most adequate display system for an architect
who shows the pre-visualized interior of a building to the client might be a
wall, a cylindrical projection or a CAVE rather than a RWD or a ReachIn
display system. An adequate combination of input devices and output devices
has to be found with respect to the user’s task and data set in use. Thus in-
put and output device combination is directly derivable from the User+Need
space as all needs and requirements are already defined there. An example of
determining the User-+Need Space for the example of 3.2 is given in section 3.8.

The Work Mode is also determined by the users’ tasks. According to this
thesis’ focus, the work mode is mainly determined by the user, sharing of
data model and collaboration needed. In particular, different modes of work
relevant to this thesis are: '

o stand-alone, autonomously and data sets are locally uploaded
e stand-alone, autonomously and data sets are remotely uploaded
o stand-alone, collaboratively and data sets are locally uploaded
e staud-alone, collaboratively and data sets are remotely uploaded

o distributed, collaboratively and data sets are provided by one of the sites,
or by a remote (external) data server

The first two items describe the possibility of working alone where data sets
are locally available or must be downloaded remotely, for instance from a
simulation loop. No collaborative working is enabled at all in these two cases.
The third and the fourth item deseribe collaborative working together using
the same display system. Users are physically at the same place. The data
sets are available locally again or have to be downloaded from a remote data
server.

The last item is the more general one where at least two different sites work
together. Now the shared data sets can either be provided by one or more
members of the session or by an external data server. The work mode itself is
important to determine the interaction metaphors deseribed in secetions 3.7.4
and 3.7.5.

3.5 Representation Components

Representation Components denote a very important part of Virtual Environ-
ments. They determine how the visual parts in the application are represented.
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VE Representation Components

USER Repres.

Remote
USER Repres.

Data Model Virtual
Repres. + Input Device

Functionality Repres.
Environment Virtual Tool

Repres. Repres.

Figure 3.5: The VE representation components determine how the visual parts
in the Virtual and Collaborative Virtual Environment are represented.

The components are (see Figure 3.5):
e User Representation
e Remote User Representation

Data Model Representation and Functionality

Environment Representation

Virtual Input Device Representation
e Virtual Tool Representation

As shown in Figure 3.5 all components belong to a group although the User
Representation has a special function. Most rear projection-based Virtual En-
vironments do not need an explicit user representation in contrast to HMDs,
where the user is typically represented by a hand or a whole body like for
example in Third Person Shooting games.

The remote user representation represents the participating user or group of
users from the other site. The aim of this representation form is to let the user
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or the group to appear present from a remote Virtual Environment. Therefore
the factor of realism needs to be considered when designing an application.
However, this depends on the task of the users. Sometimes more abstract user
representations fit the requirements [80]. Well-established methods of user
representation arc avatars and real time video textures. Rescarch on avatars
has produced from very abstract to very detailed human representations that
include realistic visual and physical models [23]. Rescarch on using real-time
video is using stercoscopic or mono video and different texture mapping and
image manipulation techniques [67]. The advantages of video conferencing are
the high realism and the case in handling of the video texture in terms of
positioning and scaling. The disadvantages are the transfor of video streamns
and network requirements. Also the alignment (matchmoving) of the texture
with the virtual tool and input device representations needs to he considered.

The environment representation refleets the ambience of the users’ physical
enviromment. These representations cau, for example, be an operation theater
for surgeons, a lecture room for a professor and the students or a laboratory
for a group of engineers. Enviromment representations are able to incerease
the feeling of immersion, as users might feel more comfortable in their natural
working environment than in an ahbstract one. Especially when using Virtual
Environments for training purposes environment representations facilitate to
transfor the learned in order to repeat it in real world.

The data model representation is the data set of interest. Depending on the
application these data sets can be, for exaple, a hunan body reconstructod
from MR and CT recordings and a saw and drill for the surgeons. the car model
with seats and crash test dwmmies for the engineers or the set of molecules for
the chemist. Data sets of interest can either be abstract models or realistic
synthetic models reconstructed from scanner data for example. The best rep-
resentation format is determined by the possibilities of seientific visualization
and the requirements of the user's task. When interacting with the data the
different possibilities that denote its functionality have to be represented (see
Figure 3.0).

Applications for experts exploit the real-world knowledge of the user which in-
tuitively leads to the right way of interacting with the data, whereas in Virtual
Environments for training purposes, funetionality needs to he represented in
an casy to perceeive way. There exist two main ways in VEs to show function-
ality to the user [47, 68]. One is to offer static menus which pack the whole
sct of operations that are applicable to the data sets. It is obvious that there
are plenty of different possibilities to visualize these menus. When choosing
this type of functionality representation, the application designer and the pro-
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Figure 3.6: The ring menu belongs to one special data set. When a user asks
the data set for its functionality this menu appears and shows the operations that
are applicable to it. The menu is attached the user's hand position. It only follows
the translation of the user's hand whereas the rotation of the user's wrist is used
to intersect the "cake pieces” with the pick ray. Thus selection of operations is
possible.

grammer have to find the most suitable way. Although a lot of work has been
done in the arca of HCI there is still a lack of guidelines for the specific set
of applications which are the focus of this thesis. Problems which occur with
those static menus are related to the limited interaction space of the displays
systems and the uncomfortable usage when clicking through menu levels (see
Figure 3.6). It has been proven that it is a much better strategy to ask the data
set for its functionality rather than to try and address a certain functionality
with a selected tool. Then the data set’s answer can be displayed as a menu
again which is fixed positioned somewhere in the VE or attached to the user’s
9, 71].

gaze or hand |4

The virtual input device representations reflect the active physical input device
the user has chosen. Examples of these representations are virtual colored rays
when using the stylus or multiple button devices. These rays enable the user
-al input device or the hand points to and they facilitate

to see where the physi
the selection process (see Figure 3.7).

The virtual tool representations reflect the active tool a user has chosen. These
representations could be 3D icons which are connected to the physical input
device in use. Thus they follow the movements of the physical input devices
or hands. With the help of these tool representations the user is aware of the
possibilities of the active tools at any time (sce Figure 3.7).
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Figure 3.7: The toolbar does not belong to one special data set. It groups
generic operations that are applicable to all kinds of data. The toolbar consists of
buttons and virtual tool representations like 3D icons. When a button is pressed
the icon is attached to the user's input device and replaces the virtual input device
representation which is a pick ray in this example. The icon disappears from the
toolbar highlighting that the tool is active

3.6 Awareness-Action-Feedback Loops (AAF)

The Application-+Interaction space describes how users interact, with cach
other and the data set of interest, collaboratively in the Virrual Environment.,
In order to find the best interaction first the low-level makeup of interaction
has to be understood. Therefore interaction tasks have to be narrowed down
and interaction templates have to be found which can be combined to form

more complex interactions

Awarcness-Action-Feedback loops denote such interaction templates (Figure 3.8).
These AAF loops provide the possibility to understand and analyze very tiny
steps in interactions.
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Figure 3.8: Awareness-Action-Feedback loops are interaction templates with
which it is possible to analyse the low-level makeup of interaction.
3.6.1 Autonomous AAF Loop

Before explaining complex collaborative interactions it is started with au-
tonomous interaction (see Figure 3.9).  The autonomons AAF loop is divided

Action

Figure 3.9: Diagram of the autonomous Awareness-Action-Feedback Loop.

into four blocks. The first two blocks belong to the awareness phase where the
user starts with proprioception as defined by Boff et al. in [7]. The propriocep-
tion allows the user to become aware where it stands and looks to, the position
and orientation of body parts like arms, hands and fingers and everything that
is needed for interaction. It is the perception of the user in relation to the
environment. The next step is to be aware of the physical input devices held
in the users” hands and the virtual tool representations connected to them.
The position and orientation of the virtual data set is perceived in this phase
as well. After the user is aware of the representation components and herself
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the action phasc follows. This action can simply be to move the hand holding
the physical input device. _

Upon completion of the action phase the feedback phase starts. This feedback
is an action fecdback without which it would not be possible to analyze the
result of the action. In this case the user perceives the movement of the virtual
tool representations as s/he moves the input device together with the hand.
After the pereeption of the status of the situation the user decides whether the
task is completed and thercfore wants to break the loop or whether the task is
not completed yet and therefore prepares for the next action within the same
loop.

The AAT loop is exemplified for the real scenario of a carpenter who wants to
pound a nail into a picce of wood with a hammer. The steps of the AAF loop
are:

1. Proprioception — Awarencss
Where am T7 Where do I'look at 7 Where are my hands and fingers ?

2. Perception of the physical/virtual input device
and data set — Awarcness
Where do T hold the stylus 7 Is the hammer connected to my hand 2
Where is the picce of woaod ?

3. Perform the action — Action
Interaction of human body (hands, fingers cte.) and physical input de-
vice. Position the nail on the wood and position the hanner.

4. Result Analysis — Feedback
Perceiving the status of the situation. Perception of position, orientation
and status of the virtual data and input device. (e.g. Did the data set
allow the operation ? Is the nail positioned correetly ? Is the hammer
in place and ready to pound ?)
Depending on the status return to step 1. and proceed or break the loop
(c.g. Tam not ready yet so proceed with pounding the nail.)

5. Repetition of steps 1/2/3/4 wntil the task is completed.

3.6.2 Collaborative AAF Loop

Collaborative Awarencess-Action-Feedback loops arce of the same structure as
the autonomous AAF loops (sce Figure 3.10).

The main difference between them is that the collaborative AAF loop needs to
additionally acdress collaborative requirements that are necessary when work-
ing in a team. Again the collaborative AAF loop starts with the proprioception
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Figure 3.10: Diagram of the collaborative Awareness-Action-Feedback Loop.

block and the perception of the own physical input devices and the virtual tool
representations. After this but still in the awareness phase the user perceives
the co-presence. It is comparable to proprioception but now information about
the remote partner is queried: Where is my partner, where does he look at,
where are his hands, fingers cte. Similar is the perception of the physical input
device and the virtual tool r ntations together with the virtual data set.
An interesting component represents the perception of co-knowledge and co-
status. It is often not sufficient to know where you and your partner are located
and where the object and the tools are when working in a team. It was pos-
sible to find out that knowing that your partner is aware of you is one of the
most important steps in the awareness phase (see chapter 6). To know that
your partner is aware of what you are intending to do and what you want to
achieve with your action is essential for team work. Everything that supports
this type of awareness increases the amount of collaboration. While perceiving
the co-status the users check the situation. The users can confirm this status
check, by voice or with the help of a gesture like the “thumbs up”. The action
and the feedback phase are equal to the ones of the autonomous AAF loop.

In order to apply the collaborative AAF loop to a real scenario assume two
carpenters who again want to pound a nail into a picce of wood with a ham-
mer. One carpenter holds and positions the nail on a picce of wood and the
other carpenter pounds the nail with a hammer. Then it is possible to describe
the whole interaction task from the carpenter’s point of view who holds the
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hammer.

1.

4.

(13

8.

Proprioception — Awareness
Where amn I 7 Where do I look at ?
Where arc my hands, my fingers ?
The same as hefore (sec AAF loop).

Perception of the physical /virtual input device
and data set — Awarencss

Where do T hold the stylus ?

Is the hammer connected to my hand ?

Where is the picce of wood ?

The same as hefore (sce AAF loop).

Perception of co-presence — Awareness
Where is my partuer 7 Where are his hands and fingers ? Where docs
my partuer look at ?

Perception of co-physical/co-virtual input device

and data set — Awarcncss

Where does my partner hold the nail and the wood ? How is the rela-
tionship between nail and wood ?

Perception of co-knowledge and co-status — Awarcness

Is my partner aware of me ? Does he know where I am, where I am
looking at and where I hold the hammer ? Does he know what I am
doing and what I want to do ? Is everything ready now ? Confirmation
of the status check by voice or “thiumbs up”.

Perform the action — Action

Interaction of human body (hands, fingers ete.) and physical input de-
vice. Position the nail on the wood and position the hammer. The saune
as before (sce AAT loop).

Result Analysis — Feedback :

Perceiving the status of the situation. Perception of position. orientation
and status of the virtual data and input device. (e.g. Did the data sct
allow the operation 7 Is the nail positioned correctly ? Is the hammer
in place and ready to pound ?)

Depending on the status return to step 1. and proceed or break the loop
(e.g. We are not ready yet so proceed with pounding the nail.) The same
as before (sce AAYE loop).

The steps 1. to 7. arc repeated until the task is completed.
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3.7 Operations, Metaphors, Interaction Tech-
niques

Awarcencess-Action-Feedback loops like the ones shown in Figures 3.9 and 3.10
arc templates. With the help of operations, metaphors and interaction tech-
niques it is now possible to give those templates a “face”. This means that
depending on the user's subtask the appropriate operations, metaphors and
interaction techniques have to be chosen for cach action.

Operations defined in the taxonomy provide the means for supporting manipu-
lation of virtual data and shared manipulation between remote participants.
They deseribe what can be done with the virtual data in terms of how the
data is explored. They can be data independent (i.e. basic operations such as
selecting), or data dependent (i.c. slice through a 3D data volume). Refercing
to the definition of interaction techniques and interaction tasks in section 2.1
of chapter 2 operations denote the action itself rather than the techniques that
are usced to put the operation into practice.

In this work three categories of operations are identified, generie operations,
content specific operations and collaborative operations.

3.7.1 Generic Operations

Generice operations are used to manipulate virtual data sets of different kinds
(sce Figure 3.7). There exist a lot of generic operations and to mention only
a few: translation, rotation, zooming, dragging, pushing, delcting, grabbing,
highlighting, sclecting.

In this approach selecting data is an even more fundamental generic opera-

tion since selection is the basis for all kinds of generic operations listed above.

3.7.2 Content Specific Operations
The other category of essential operations is content specific (see Figure 3.6).

The virtual data sets determine additional operations that are meaningful
depending on their features and nature. They are categorized as follows:

e change the mode of visualization

e change the appearance of the data (i.e. color and material attributes
including textures, highlighting parts)
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e change the geometric shape of the data (i.c. deformation, cutting, clip-
ping, slicing)

o change the relationship of parts of the data (i.e. between different data
sets or parts of the same)

e start/stop/pausc of sequential data (i.c. videos, simulation loops, ani-
mations)

o rcacding and cditing, descriptive text
¢ sonification of actions, events or text
e connecting/disconnecting with remote data servers or clients

e othors

3.7.3 Collaborative Operations

All of the generie and content specific operations for the autonomous user
mode can also be used in a collaborative session. Again data sets have to be
translated, rotated and zoomed in or out. However, the operations need to be
extended to include shared manipulation. Furthermore, additional operations
are needed to establish and control a collaborative work session.

In the first category there arc operations for:
e sharing of virtual data scts
o sharing different views on data sots
o sharing of operations

The data sets as woll as the operations need to be distributed. A global
operation box, similar to a tool-box, is the basis for sharing common operations
in addition to the local operations at cacl site. Sharing different views of the
data is important, for example when users like to concentrate on different
aspects of the data set requiring different visualization modes.

In the sccond category there are operations for:

o cstablishing a scssion
e controlling positioning

o controlling conversation between participants
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o terminating a session

More specifically, calling, hanging up, muting a video and audio connection at
any time are generie operations dealing with the audio/video communication
of remote users. Also switching between different remote partuers or sceing
and hearing them all at once is possible. Positioning of the remote partici-
pants’ video representation in one's working environment allows control over
the team’s position and supports team dynamies.

3.7.4 Autonomous and Content Specific Metaphors

Metaphors for interaction and collaboration make use of cveryday interaction
and collaboration paradigms to provide intuitive ways of interaction in Virtual
Environments (i.c the metaphor of working around a table). In this thesis
three categories of metaphors are defined.

Stand-alone Mctaphors such as walk, fly and teleport, direetly use or extent
real-life paradigms to allow navigation through a Virtual Environment. Con-
tent specific metaphors that allow the user to foeus on an interesting part of
the data set. look closer, hear/touch interesting subparts, as well as additional
ones like play video/TV, query information, can also be adapted from real-life
paradigins.

However, there can be more than one way of combining operations to imple-
ment a metaphor. For example the teleport metaphor can make use of the
zoon operation in order to scale the data set and et it appear larger to the
user. In addition, it is also possible to apply a trauslation operation in order
to either change the user’s position to he closer to the teleporting point, or to
move the data closer to the user. Depending on the application and the type
of virtual data, one metaphor might be more intuitive than others. It is very
useful to scale an object when observing interesting parts that retain the view
on the surroundings. Moving closer to the object of interest could be useful
for further operating on it. The metaphor that corresponds to Newton's law of
action and reaction can cither use the virtual data set or the user as point of
reference. Concerning the effect, it makes no semantice difference whether the
user moves around the objoeet (ego-centric manipulation) or the object rotates
around its axis and the user's point of view is stationary (exo-centric manipu-
lation). Both implementations, ego-centric and exo-centric have their merits.
The approach is to make the different metaphors transparent to the user and
allow to choose the metaphor best suited for the task. This shows that generice,
as well as content specific operations, can be used to implement metaphors.
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3.7.5 Collaborative Metaphors

The collaborative metaphors are categorized in this work as follows:
e visual and verbal communication between users
¢ sharing viewpoint of participants
o virtual/verbal/tactile manipulation and sharing of data sets

Metaphors for visual and verbal comumnunication include, working around a ta-
ble, working next to cach other, working on different parts of the data set,
walkie-talkic and turn-taking verbal communication. The verbal communica-
tion metaphors, especially when using speech recognition, distinguish between
voice commands and audio communication for talking to other participants.
The user may want to give commands to the computer and to share them
so that the remote site is aware of these commands. Using the walkie-talkic
metaphor the remote site cannot disturb or interrupt the local user giving ver-
bal commands to the system. Using the turn-taking metaphor the computer
does not have to listen during the user’s verbal communication. Important
when using verbal communication is to siinulate the real-life situation where
the voice of a participant closer to the user is louder. This enhances the user’s
pereeption of presence and co-presence.  Attaching the audio stream to the
position of the video-avatar of the remote participant using localized sound
sources is a possible implementation of this real-life paradigm,

Mectaphors for sharing viewpoints include:
o sharing cach other's viewpoint (look over the other’s shoulder)
e saie viewpoint (look through one's eyes)
e 1irrored viewpoint (opposite side of table situation)

Finally, metaphors used for collaborative manipulation nced to provide the
possibility that all participating uscers manipulate a shared object at the same
time using the same or different tools. This possibility is provided by the tug-
of-war metaphor. An alternative metaphor that avoids deadlock situations is
the tug-of-war with dead end metaphor. Each site receives two versions of the
same shared object. One can be manipulated only by the local user and the
other only by the remote user. This avoids conflicts but might require a bigger
virtual space which can be limiting. Very basic locking mechanisims can also
be used in order to avoid deadlock situations. Appropriate feedback types that
indicate which user locks the data are required then.
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3.7.6 Interaction Techniques

In contrast to the metaphors the interaction techniques determine how to
support and implement the different types of operations. Again there are
plenty of different ways to do this [49]. In order to make interaction in Virtual
Environments richer and more intuitive, techniques have to be provided which
use more than only one of our senses at the same time. Some interaction
techniques that have proved to be quite adequate in terms of intuition as
described in chapter 2 are:

e spcech recognition

o tactile and force feedback
e 111CNUS

e virtual pick-ray

o toolbar/toolbox

e body-centered interaction
e gosture recognition

e olfactory interaction

Physical mnemonics and other senses have been successfully used to store and
recall information relative to the hody using hauds, eyes, or even the whole
body([71]. Depending on the available media and interaction devices, the de-
fined operations can be implemented in different ways. For example, the se-
leetion operation can be implemented by recognizing simple voice commands
or by the use of an interaction device (Lo, stylus) and a virtual pick ray. The
pereaived quality of interaction depends extremely on the interaction devices
and their use. In order to name a fow: tracked shutter glasses, 6DOF pen-
like stylus, multiple button tools with location sensors, data-gloves, the cubic
mouscf41], tactile and force feedback devices, such as the Phantom from Sens-
able. and joysticks with location sensors, and many more described in chapter 2.

The developer has to carefully seleet the most appropriate ones according to
the VE. Reconmmendable techniques are those which enable the user to con-
centrate on the task and not on steering through menus and toolboxes.

Collaborative interaction techniques are the same as in the autonomous uscr
mode. There is no need to develop new techniques in order to perform col-
laborative tasks. When being shared, menus, pick rays, voice recognition and
other interaction techniques arce used the same way as in the single user mode.
A detailed taxonomy of interaction techniques can also be found in [12].
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3.8 Example CVE design

In this last scetion the simulation of an example CVE design is made. With
this example the reader will be able to understand the make-up and the pro-
cess of CVE design making use of the VE/CVE design model devcloped from
the taxonomy of influence factors at the beginning of this chapter.

It is possible to sce how all representation components, work mode, operations,
metaphors and interaction technicpues can he chosen. For doing this the User
Task description and the User Task analysis from section 3.2 is used. Thus the
determination of a User+Need Space and the Application+Interaction Space
has to be seen with respect to this UTD and UTA. Each itemn shows the corre-
sponding representation briefly. The substantiation below cach item indicates
the choice for the special implementation.

User Representation

e 10 representation

— reason: When using rear-projection systeims no representation form
for the user itself is necessary in contrast to using HNDs (see output
devices and section 3.5 too)

o video image of the partnoer

— reason: Using the video texture in rear-projection systems is a useful
representation form for the remote partner (see scetion 3.5 too)

o Avatar

— reason: Also a possible representation form. But as it is very im-
portant to sce the movements of the partner working on the roof,
So if using an avatar then it must include joints, muscles, motion
ete. for the simulation of this task.

Representation and Functionality of the Data Sets

e virtual models of the wooden laths including the corresponding material
properties of wood (ex. ”woodiness”)

e virtual models of the box with nails including the corresponding material
properties of iron (ex. "steeliness” in order to pound them into wood)
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Representation of the Environment

e virtual model of the roof (the viewpoints of the users have to follow
gravity and to underly a collision detection with the roof)

e virtual models of the landscape, the sky, surrounding houses and other
roofs which provide a fecling of height, depth and wideness (eventually
acoustic or even physical wind representations)

Representation of the Tools

o virtual models of the hammers (including steeliness and weight if using
foree feedback systeins)

e virtual models of the pair of pliers (sce above)
Representation of the Input Devices
e virtual models of the users hands
— note: Only useful when using data or pinch gloves as input devices
o virtual pick rays

— note: Useful when using a stylus (pen-like input device)

Work Mode

e stand-alone, collaboratively and data scts arc locally or remotely up-
loaded (for the case the two users are at the same site)

o distributed, collaboratively and data sets are provided by one of the sites,

or by a remote (external) data server (for the case the two users arc at
different sites)

Input Devices - Qutput Device Combination
e stylus (practical)
— reason : Easy to handle, suitable for both hands
e multiple button tool (practical)

— reason : Basy to handle, suitable for both hands, due to the buttons
more functional but here not really needed due to the simple task



University of Pretoria etd — Goebbels, G P J (2001)

72 CHAPTER 3. INTERACTION FRAMEWORK

e pinch or data glove (not very practical)

-~ reason @ Good representation of the using hand and thus direct
manipulation is possible. But it can only be used with one hand.
Further it is uncomfortable to use when trying to pass it to the
partuer unless the partner works remotely.

video camera

©

microphone (necessary when working distributed, collaboratively)

Responsive Workbeneh (not practical)

— reason : Handling the data set and working with the tools can be
displayed. But working on a roof and having the collision detection
with it is impossible to display within the limited view frustum.

o CAVE (practical)

— reason : Haundling the data set and working with the tools can be
displayed. In addition to that working on a roof and having the
collision detection with it is possible to display within the larger
view frustum. Even when working stand-alone, collaboratively.

o Wall (not practical)

— reagson ¢ As the display consists of one front sereen and has no
"floor™ projection screen orthogonal operations are not possible
without rotating the whole scene.  This working metaphor docs
not exploit real-work-knowledge and thus is very unnatural (sce
section 3.7.4).

o cylindrical projection (not practical)

— reason : The reasons are similar to the ones given for the wall
display. One difference to the wall is that this display can provide a
greater feeling of iimmersion through its surrounding character but
the ground projection is also missing.

e speakers or headphones (practical and necessary when working distributed,
collaboratively)
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Generic Operations

e select/grasp - (cither the nail or the hammer or the wood)
Action
* points with the virtual pick ray to the data set and presses a
button of the stylus or multiple button tool

* points with the finger to the data set and snips with the thumb
and the middle finger when using pinch gloves

e translate - (c.g. in order to position the nail on the wood)
Action

* the user 'scleets’/‘grasps’ the nail or the wood and moves the
hand together with the sclected object (this action is restricted
because of the limited interaction space on top of the roof)

* the user selects a special translate tool and applies this to the
sclectad data set

¥ the user selects a special drag tool which is a combination of a
translate and rotate tool and applies this to the selected data
set

e rotate - (c.g. in order to position the wooden laths to cach other or on
the roof)

Action,

% the usor 'selects’/grasps” an end of the wooden laths and moves
the hands (remember the laths are heavy — so two-handed
interaction is required)

# the user seleets a special rotate tool and applies this to the data
set

* the user selects a special drag tool and applies this to the se-
lected data sot

e zoom - (c.g. in order to get a closer and better view on the data sot)
Action
* the user ‘seleets” and ‘translates’ the data set and moves the
hand closer to the eyes
* the user changes its position (goes closer to the data sct)
* the usor selects a special zoom tool and applics this to the data
set
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Content Specific Operations

e change the geometric form of the data sets - (e.g. when the nail
goes inside the wood)

Action
* the user ’sclects’/’grasps’ the hammer, moves the hand and
pounds on top of the nail
¢ change of the view point - (c.g. for verification purposes)
Action
* the user presses a button on the stylus or multiple button tool
and 'rotates’ the whole scene
* the user presses a button on the stylus or multiple button tool
and 'rotates’ its viewpoint as long as the button is pressed

e undo function - (c.g. for pulling the nail out of the wood)
Action
* the user 'selects’/*grasps’” a pair of plicrs, selects the nail and
pulls the nail while moving the hand
% the user selects a special undo tool and applies this to the data
set

Metaphors
o for the position of the partnoers:
— cye-to-cye contact, data sct between the partners
o for the commuunication hetween the partners:
~ turn-taking conversation
o for the rotation operation:

— rotate the data scts

— walk around it but never rotate the whole scene as the users stand
on the roof

e for the zoom operation:

— change user’s position (go closer to the object)

— scale the data set itsclf
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o for the collaborative manipulation of the data sets:

— tug-of-war : This metaphor allows both users to apply operations

on the data sct at the same time. No locking mechanism is imple-
mented. The advantage is that the first user can hold the wooden
laths with one hand and position the nail on top of them whereas the
sccond user holds the wood with one hand and pounds the nail with
the hammer in the other hand. The drawback is that both users
exactly have to know what the other one is doing as uncoordinated
interaction will result in a real tug-of-war situation.

look through someone’s cyes : this metaphor enables the users to
slip into the partners position and to have a look from the other
side onto the data sct. This metaphor is very useful when working
opposite cach other within a limited virtual work space.

Interaction Techniques

o tactile/force foedback @ for the pereeption of the data sets and the tools

L]

specific weight, for tactile feedback when holding a hammer and a nail,
foree feedback when pounding nails

menus : for the generie operations: zoom, rotate, translate

virtual pick ray @ for the sclection with the stylus input device and in
order to apply the operation

sonification @ for the acoustic feedback of the hammer blow

Gesture recognition

Types of Feedback

[ ]

changes of the data sets (highlight the nail if hit correctly, highlight the
wood if the nail is positioned correctly, nail goes into the wood - wooden
laths cannot be moved freely)

acoustic feedback (hammer blow, 'hit /not hit*-Sound))

3.9 Conclusions

This chapter introdueed a complex, theoretical interaction framework for Col-
laborative Virtual Environments. With the help of this framework Virtual
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Environment designers and programmers arc able to analyze user tasks and
interaction cycles. The results of the analysis, then, determine a User+Need
Space (UNS) which itself describes the appearance of the Collaborative Virtual
Environment according to the visual representation. Performing the mapping
of the UNS to the CVE, representation components are elaborated. Then to-
gether with the analysis of Awarencss-Action-Feedback loops for autonomous
and collaborative interaction cycles the desired Application+Interaction Space
is determined.

The next chapter 4 determines an Application+Interaction Space for a pre-
described two user task scenario. The focus there is on the use of two net-
worked Responsive Workbenches. However, interface and application specific
information concerning the coupling of a Responsive Workbeneh with a CAVE
is also provided. In chapter 6 the developed applications are evaluated assess-
ing usability and collaborative awarenoss.
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Chapter 4

Application

This chapter describes an example Collaborative Virtual Environment in de-
tail. It shows how all the issues mentioned in carlier sections of chapter 3 are
used for selecting the most appropriate representation components, metaphors.
operations and interaction techniques. In order to depict the User+Nceed Space
as well as the Application-+Interaction Space the same representations as in
section 3.8 are used. The CVE presented in this chapter, with slight modi-
fications is the basis for the description of the hardware setup in chapter 5
and the evaluation in chapter 6 assessing usability and collaborative aware-
ness. However, the deseription of this decent CVE and its user scenario stands
exemplarily for other rear projection hased CVEs developed within this thesis.

4.1 CVE with two Responsive Workbenches

4.1.1 User Task Description

In order to perform a User Task Analysis (UTA) a detailed User Task de-
seription (UTD) needs to be provided. Due to its importance to the scientific
community as well as to the novel ways education is carried out the following
UTD deseribes a collaborative education scenario using an anatomical content.

Two users, an anatomy professor and a medical student work together on
a virtual humaen date sct. They stand opposite cach other on cither side of
a table. They are able to walk around the table and to have a look from the
other side onto the virtual hwman data set. The data sct consists of human
body skin and an underlying skeleton and heart model. Doth users are able
to cut the skin in order to sce the underlying bones and inner organs, to pick
bones, to drag and query extra information about them. The data set is used
for anatomical cducation. Names of all bones can be queried as well as their

77
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affiliation to the body’s right or the left hand side. Additionally, test (cxam)
scenarios can be uploaded where different bones have to be compared with each
other and inserted into the skeleton according to their functionality. The pro-
fessor as well as the student have possibilities to verify the correct position of
the bones inside the skeleton. In addition, both are equal in their possibilities
while working on the data sct.

The User Task Analysis leads to the following application design according
to all items that have been introduced in chapter 3.

4.1.2 Input Devices - Output Device Combination

e stylus (practical)

— rcason : kasy to handle, suitable for both hands, the professor can
pass it over to another student if the session is oxtend to three or
more users for example.

o three button tool (practical)

— reason : Basy to handle, suitable for both hands. Due to the buttons
more high-order functions available like changing the viewpoint,
changing the test scenario cte.

e pinch or data glove (practical)

= reason ;- Good representation of the using hand and thus direet
manipulation is possible. But it can only be used with one hand.
Further it is uncomfortable to use when trying to pass it to the
partnoer. Within the deseribed application they are not used. which
is the first design decision.

¢ video camera as the remote partner representation is a video texture.
o microphone for communication.
¢ Responsive Workbench (practical)

— reason : Handling the data set and working with the tools can be
displayed excellently.  For this kind of scenario the RWB is the
optimal display system especially as the virtual human data fits
within its viewing frustum alinost without scaling.

CAVE (not practical)
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— reason : The CAVE is too oversized for the education session. Han-
dling the data set docs not require such a huge virtual interaction
space as the CAVE offers. In addition using a CAVE at onc or even
both sites implies more rendering power.

o Wall (not practical)

— reason : according to the fact that the data is needs to be viewed
as on a table the Wall display systemn is not very practical since it
does not provide this working metaphor.

e cylindrical projection (not practical)
— reason :osee argunmentation for the CAVE
o headphones (practical), speakers (practical)

— reason : The recommendation for using headphones instead of speak-
ors s due to the reduction of acoustical feedback loops. As the sce-
nario is designed to have one person on either site headphones are
recommendable. However, headphones are not very comfortable to
use, especially in combination with sterco glasses. A three or more
user CVE with at least two users at the same site would need to
have speakers in order to support natural communication at this
site.

4.1.3 Generic Operations

e select/grasp - (cither the bones or the whole body or the tools)
Action
% the user points with the virtual pick ray to the data set and
presses a button of the stylus or three button tool
% the user points with the finger to the data set and snips with
the thumb and the middle finger when using pinch gloves

e translate - (c.g. in order to position a bone inside the skeleton or to
obtain a better view of an objoect)
Action
* the user 'sclects’/'grasps’ the bone or the body and moves the

hand together with the selected object (this action is restricted
because of the limited interaction space in front of the RWB)
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% the user selects the group drag tool or the selective drag tool
and applies it to either a bone or the whole body.

e rotate - (e.g. in order to position a bone inside the skeleton or to obtain
a better view)
Action
* the user ’sclects’/'grasps’ the bone or the body and moves the
hand together with the sclected object (this action is restricted
because of the limited interaction space in front of the RWD)

e zoom - (c.g. in order to get a closer and hetter view on the data sot)
Action
* the user 'sclects’ and 'translates’ the data set and moves the
hand closer to the eyes
% the user changes its position (goes closer to the data set)
* the user sclects the zoom tool and applies this to the data set

4.1.4 Content Specific Operations

e change the geometric form when cutting the body skin
Action
* the usor calls the ring menu, ’seleets’ the knife icon through
rotation of the wrist from the disce segent, gets a 3D frame
attached to the left hand and moves the hand to cut the hody
skin,

e change the visualization mode from solid into wireframe ren-
dering
Action
% the user calls the ring menu, ‘seleets’ the 3D grid icon through
rotation of the wrist from the dise segment that switches the
body into wireframe mode and vice versa. The already selected
tools remain in the user’s hand during this operation.

e change the visualization mode from opaque to transparent
Action
¥ the user calls the ring menu, ’seleets’ the color lookup icon
through rotating the wrist from the dise segment, gets a 3D
slider, moves the slider with the sclective drag tool attached
to one of the input devices in the hands and thus changes the
transparency.



University of Pretoria etd — Goebbels, G P J (2001)

4.1. CVE WITH TWO RESPONSIVE WORKBENCHES 81

e change of the view point - (for verification purposes and in order to
get a better view.)
Action
* the user moves the head physically and looks from a different
position.

% the user presses a button on the stylus or three button tool and
Totates’ the viewpoint as long as the button is pressed.

o query information - (in order to query the name of the bone or to find
out whether the bone belongs to the right or the left hand side of the
skeloton.)

Action
x the user seleets the special information tool from the toolbar
through ‘sclecting” the 3D "i" letter icon, touches the desired
bone and clicks the stylus button.

e undo function - (in order to remove the hones from wrong positions,
to snap the bones into the destined positions or to verify the bone’s
position.)

Action

% the user seleets the special snap back tool from the toolbar
through ‘selecting” the 3D hook icon, touches the desived bone
and clicks the stylus button.

4.1.5 Metaphors
o for the position of the partiers:
— cye-to-cye contact, data sct between the partners
o sharing viewpoint:

~ look through the other's cycs or over the other’s shoulder : this
metaphor cuables the users to slip into the partners position and to
have a look from the other side onto the data set. This metaphor
is especially useful working opposite cach other within a limited
virtual work space or for teacher/student scenarios.

¢ for the communication and collaboration between the partners:

— ring-up and join scssion

— turn-taking conversation
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e for the rotation operation:

~ rotate the data set(s)

~ walk around the data set(s)
e for the zoom operation:

— change user’s position (go closer to the object)

— scale the data sct itsclf
o for the collaborative manipulation of the data scts:

— tug-of-war . This metaphor allows hoth users to apply operations
on the data set at the same time. No locking mechanism is imple-
mented. The advantage is that the first user can hold the skin cutter
with one hand and position the bone inside the skeleton whereas the
second user controls the body’s position and size. The drawback is
that both users have to know exactly what the other one is doing as
uncoordinated interaction will result in a real tug-of-war situation.

4.1.6 Interaction Techniques

e menus @ for the generic and content specific operations: zoom, rotate/translate,
snap back, query, change geometrie shape and visualization mode

e virtual pick ray @ for the selection with the stylus input device and in
order to apply the operation

4.1.7 Types of Feedback

o highlight: bones which are manipulated by the local user are highlighted
in red, the ones manipulated by the remote partner are not highlighted.
Respectively, for the remote user the bones manipulated by himself/herself
are highlighted in red as well. The idea behind is that although a user
needs to be aware of the remote partner’s actions local own actions have
higher priority.

e pick ray and tool representation colors: The tool pick rays and tool rep-
resentations used locally are red and yellow for the ones of the remote
user. Menu pick rays are represented locally in green and blue for the
remote user.
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o textual feedback about remote vicwpoint: as the remote partner can change
the viewpoint independently, the local user needs a feedback about this
change. Therefore a text in the upper left corner of the RWB's back face
reads ”Student/Professor stands opposite you” or " Student /Professor
stands beside you”.

o disappearing texture representation as local vicwpoint feedback: If the lo-
cal user changes the viewpoint from eye-to-cye contact into the sharing
viewpoint position the video representation of the remote partner disap-
pears.

4.1.8 User Representation

e 110 representation

— rcason:  When using rear-projection systems like the Responsive
Workbench no representation form for the user itself is necessary in
contrast to using HMDs.

e video image of the partner

— reason: Using the video texture in rear-projection systems is a use-
ful representation form for the remote partnor, Additionally as the
display systems are two Responsive Workbenches, the video image
is mapped on the vertical face of the Responsive Workheneh. This
supports face-to-face communication and the perception of the re-
mote user standing on the opposite side of the table.

e 110 Avatar

-~ reason: Both users need to see eacli other like they would do in
real exam situation. So the CVE programmers and designers need
to create an extremely realistic avatar including muscles and body
movements. As this requires much more additional computing and
rendering power and network bandwidth a further design decision
is formulated against using avatars.

4.1.9 Representation and Functionality of the Data Sets

e virtual models of the body skin, skeleton and heart.

— the skin can be rendered in wireframe and in transparency mode.
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— the heart does not need to beat since this is an anatomy session. It

lies statically inside the body and only supports orientation. This
implies no additional animation and rendering.

— the bones of the skeleton can be moved separately. Assigned to each

4.1.10

bone is its name and the side of the skeleton it belongs to. This
information can be queried by both users.

Representation of the Environment

e a virtual model of the environment is not recommended as the student
user has to focus on the anatomical task. Although the aim of the virtual
session is to transfer the learned to real world situations there is no need
for rendering the inventory of a pathologic laboratory for example.

4.1.11

Representation of the Tools

e virtual models for the representation of the tools when they are in use:

!

|

group drag tool (3D cross with three orthogonal axes)
seloctive drag tool (pick ray with 3D arrow)

scale tool (magnifying glasses)

information tool (pick ray with 3D " lettor) -

snap back tool (pick ray with 3D hook)

skin cutting tool (3D frame)

transparency tool (3D slidor)

wireframe tool (switeh button)

e virtual models for the representation of the tool icons on the menus:

fixed 3D toolbar with 3D buttons and 3D tool icons

half transparent 3D ring menu disk consisting of 12 dise (" cake”)
scgments

group drag tool (3D three cross with two axes on the fixed 3D
toolbar button)

scloctive drag tool (3D arrow on the fixed 3D toolbar button)
scale tool (magnifying glasses on the fixed 3D toolbar button)
information tool (3D "i" letter on the fixed 3D toolbar button)
snap back tool (3D hook on the fixed 3D toolbar hutton)
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— skin cutting tool (3D knife on the ring menu disc segment)

— transparency tool (3D colored lookup icon on the ring menu disc
segment)

— wireframe tool (3D grid button on the ring menu disc segment)

4.1.12 Representation of the Input Devices
o virtual pick rays

— reason: useful when using a stylus and three button tool. Some of
the tool representations use pick rays in addition to their 3D icon
(sce above). The functionality of the pick rays is distinguished by
their color. So, the pick ray for calling the ring menu is green (blue
for the remote user) whereas pick rays connccted to tools are red
(yellow for the remote uscr).

4.1.13 Work Mode

o distributed, collaboratively and data sets are provided by one of the sites,
or by a remote (external) data server,

The representation components as well as the operations, metaphors and in-
teraction tochniques are put into practise designing and implementing a Col-
laborative Virtual Environment for education purposes. Two snapshots of a
real session in this CVE are shown in Figure 4.1.

‘The images show the two users working together (collaboratively) on an anatom-
ical virtual human data set. Bach snapshot is made from cither site of the col-
laborative scenario. In the upper left and right corner the information about
the partners viewpoint is displayed. This provides the feedback necessary for
communication purposes. In the middle of the back face of cach RWDB the
small finger sized cameras are visible. They are mounted this way to mini-
mize the viewing angle onto the remote partner. If the camera would have
heen placed outside the viewing frustum, algorithims for image reconstruction
of the front view woere necessary. With these CPU intensive recoustructions
the real-time requirement of CVEs would not be fulfilled,

4.2 CVE design using other display systems
4.2.1 CAVE-RWB

Many more applications using different display combinations are implemented
within this thesis. The same application provided above is implemented using
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Figure 4.1: Snap shot taken from real sessions. For taking photos, the scene is
rendered in monoscopic view. The upper left photo is taken from the remote RWB
site than the upper right image.

a RWB-CAVE configuration. Images from the real application are shown in
Figure 4.2.

Although the application is designed after the User Task Analysis of the
User Task Description provided in section 4.1.1 some representation compo-
nents are different when using a RWB-CAVE display combination instead
of two RWBs. For increasing readability these differences are presented in
the following rather than providing the whole User+Need Space and Applica-
tion+Interaction Space again. Components that are not presented here do not
change in the new display system combination.

Input Devices
e stylus (practical for RWB and CAVE)

— reason : Basy to handle, suitable for both hands, the professor can
pass it over to another student if the session is extend to three users
or more.

e three button tool (practical for RWB and CAVE)
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Figure 4.2: The snapshot shows two users collaborating in the CAVE. The desk
with the data model represents the reference frame for the interacting user in the
CAVE as the remote user works at the smaller display system.

— reason : Basy to handle, suitable for both hands and usable in com-
bination with both display systems. Due to the buttons more high-
order functions are available like changing the viewpoint, changing
the test scenario ete.. This is the reason why the three button tool
instead of the stylus is used in the CAVE.

e joystick (practical for CAVE)

— reason : As the CAVE display offers a much bigger viewing frus-
tum and thus has a need for navigation, the users are provided
with a special wand (joystick) for changing the viewpoint in this
environment. The joystick is not usable at all in combination with
a RWB. Here it is much better to ensure the model fits exactly
into the CAVE boundaries and then walk within the display system
environment.

Representation of the Environment

e In the CAVE display system a Virtual Environment representation is
added to the data set and its functionality. This representations include
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inventory, surroundings, floor ete. The reason is simply that the viewing
frustum of the CAVE of approximately 27m® has to be filled in a way
that the application docs not seem to soar in a black and empty space.
This means that the environmental representation is not used in order
to facilitatc applying the learned in real world but rather to provide a
reference frame for the application.

Metaphors

o for the handling of the toolbar grouping the generic operations:

— vendor’s tray metaphor: This metaphor is used for positioning the
toolbar dynamically. This means that the CAVE user is carrying
the toolbar like a vendor'’s tray. On the disposal of the RWD the
toolbar grouping the generic operations is fixed. The handling of
the ring menu grouping the content specific operations remains the
CRINT

Types of Feedback

o Representation of the smaller display system within the bigyer:

Combining the RWB with the CAVE implies problems that might occur
due to the different sizes of the viewing frustims. So it might occur that
the CAVE user transtates the data set within the bigger viewing frustum
not knowing that the data set is clipped becanse it is outside the viewing
frustum of the user at the RWB. This means that the user of the bigger
display system needs to pereeive the size of viewing frustum of the smaller
display as a feedback. Here this problam is solved in providing a model
of the smaller display system (Responsive Workbeneh) within the CVE
of the bigger display system (CAVE). Therefore the RWDB is represented
by a normal table not showing the back face of the real RWDB,

4.2.2 CAVE-RWB-Cylindrical Display

The last application example is a CVE for a combination of a Responsive
Workbenel, a CAVE and a cylindrical display (Cone) like the one shown in
Figure 1.5, The idea behind this application is to provide three teams of playors
with tools to complete different tasks in an adventure game CVE. Depending
on the display systems the teams have different abilities and functionalitios
within the game. The aim of the adventure game is to find three magic stones
and to place them in a magic stone circle in order to discover the remaining
sceret. Thereby the teams are not playing against but with cach other and the
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game's stones can only be found and placed when they are working together
being aware of the co-player’s abilities and position. Figure 4.3 shows some
preliminary results as this game is still under construction.

4.3 Conclusions

This chapter described the CVE application details for the combination of two
RWDs and a RWB with a CAVE. Starting with a precise User Task Descrip-
tion (UTD) all necessary representation components, metaphors, operations
and interaction techniques are determined. With this it is possible to create
the User+Need as well as the ApplicationdInteraction Space for the applica-
tion. The remainder of this chapter provided information about a currently
developed CVE combining a Responsive Workbeneh, a CAVE and a Cylindri-
cal Display (Conce). The UTD for this application describes an adventure game
based multi-user experience for practising team work. In chapter 3, it is shown
how the former CVE application is implemented. It is evaluated aceording to
usability and collaborative awareness assessments in chaptor 6.
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Figure 4.3: The images show some preliminary results of the collaborative game
which is still under construction. The upper one shows the user interacting in
GMD's cave-like CyberStage whereas in the lower one the user interacts in the
CVE using the cylindrical display as output device.
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Chapter 5

Implementation

This chapter provides a technical deseription of the implementation of two
scenarios, one using two distributed Responsive Workbenches and the other
one using a distributed Responsive Workbeneh and a CAVE. The first section
deseribes the setup with respeet to the hardware configuration used, introdue-
ing the rendering and interaction equipment, The sccond seetion talks about
the software configuration describing the audio/video conferencing as well as
rendering and distribution.  Code fraginents show the application program-
ming briefly and flow charts are used to represent the combination of different
techniques, operations, data and equipment.

5.1 Hardware Configuration

Most projection-based VEs and CVEs show almost the same hardware config-
uration. In the frst place there is a computer that processes data and renders
it to the sereen as well as a tracking device that measures the position and
orientation of the user’s viewpoint, This tracking data is read by the rendering
machine in order to determine the correet perspective view onto the virtual
scene fronmn the user's viewpoint. The hardware configuration implemented in
this thesis includes input devices for interaction, computers for renclering and
distribution and computers for video and audio streaming. Additionally it
includes equipment like shutter glasses, infra-red cmitters, cameras as well as
microphones and headphones.

5.1.1 RWDB-RWB configuration

For the distributed RWB-RWDB sctup the hardware configuration shown in
Figure 5.1 is used [47, 51]. For the rendering two SGI ONYX workstations are
used with at least one Infinite Reality (IR2) graphics pipe each. The reason is

01
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Figure 5.1: Schematic of the implemented setup with two Collaborative Re:on-
sive Workbenches.

that the SGI pipe architecture consists of two channels that can cach reder
a sterco image of a typical resolution of 1280x1024 pixels at either 96 F or
120 Hz sterco. Additionally a minimum of four MIPS R10000 processorare
needed. Obviously, a lower cost hardware can be used both for rende 1
for the audio/video communication. The availability of the particular esip-
ment and its high })(‘l‘fol‘lll;\ll('(‘ provide an easy choice.

For the tracking of the user’s head and input devices the Fastrak trackingys-
tem from Polhemus is used. Therefore a Polhemus sensor is attached to thleft
carpicce of the Crystal Eyes shutter glasses. For interacting within the Viual
Environment a Polhemus us and an own custom-made three buttonool
are provided. The tracking sensors are attached to the input device to as
the computer needs to know where the user holds the input devices and pnts
them to. The sensors’ position and orientation are measured electronical by
a receiver attached to the front side of the Responsive Workbench. Thrigh
calibration and transformation the co-ordinate system of the tracking syem
is matched with the world co-ordinate system of the CVE.

For communicating with the remote partner wireless microphones and lad-
phones are used. The video and the audio conferencing is handled by tw02
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workstations. The decision for using these type of computers was mainly influ-
enced by the availability of the O2 MVP video cards. These special video cards
are equipped with a special motion jpeg encoding chip. The video streams are
grabbed directly from the infra-red video camera. The infra-red cameras are
necessary since the light in the laboratory is dimmed in order to perceive the
rendered images with high contrast and brightness. After the video is received
by the O2 workstation the stream is transferred to the DIVO video boards of
each ONYX workstation. The same O2 that manages the video conferencing
also manages the audio connection. The audio stream is grabbed from the
wireless microphones and then send to the other O2 where the headphones
are plugged in. The reason for using headphones is to avoid acoustic feedback
loops which disturb the communication between the remote partners. As soon
as more than one user is working at the same site more headphones or normal
speakers have to be taken in order to provide the other person(s) with audio
perception too.

5.1.2 RWB-CAVE configuration

Site A Site B
100 Mbps Fast Ethernet

i Onyx2 02
—> m .ﬁ PR Audio Stream
— Video Stream

02 Onyx 2
DA —  DataStream

—> Rendering

Figure 5.2: Schematic of the implemented setup with one Responsive Workbench
and the GMD's cave-like CyberStage.

The hardware configuration for the distributed RWB-CAVE setup is sim-
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ilar to the described RWB-RWDB setup. Again two SGI ONYX workstations
are used. The same computer is used for driving the RWB as in the other
sctup. For rendering four stercoscopic images (cight images in total) on the
four walls of the CAVE, an ONYX workstation with at least two graphics pipes
is needed. In the used configuration two or four Infinite Reality (IR2) graphics
pipes arc used. Each machine needs at least four MIPS R10000 processors.
The performer application, drawing and culling processes are cach running on
one processor and the process running on the forth processor is importing the
tracking data to the scene graph. As the application needs video conferencing
facilitics and tracking of two input devices in addition to the tracking of the
viewpoint and the rendering, six MIPS R12000 processors are used to ensure
a rendering frame rate of approximately 30// 2,

As the video representation of the remote partner in the CAVE is offered with-
out camera background additional video hardware is necessary (see Figure 5.3).
Therefore special hardware chroma keyers are used for segmentation in order to
determine the regions in the video images where the participant appears. The
video streas sent and received by the O2 workstations are transferred to an
Ultimate hardware keying deviee, After the remote partner has heen cut out
of the swrroundings through filling the subtracted regions with transparency
values the remaining video streaw is transforred to the DIVO video boards of
the ONYX workstation. For a clean aud precise chroma keving homogencous
lighting is essential. This is contradictory to the light in the laboratories which
is dimmed for perceiving the rendered images with high contrast ancd bright-
ness.  Additionally, the infra-red cameoeras produce black/white fmages only.
However, if the user is wearing bright clothes and the keying color is black it
is possible to subtract the user from its background. Especially helpful is the
desigu of a ring which consists of five to ten infra-red LIEDs, This ring attached
around the infra-red camera makes it possible to illwminate the user directly
as the user is supposed to look into the camora. When using infra-red light
it should be ensured that the frequency does not disturh the infra-red driven
shuttering of the sterco glasses,

5.2 Software Configuration

The software used for the iinplementation of the CVIE is mainly Avango. The
basic concepts of Avango are deseribed already in section 1.3.3,

Several attempts to offer toolkits for distributed VE application development
have been made recently (eg. VR Juggler [5], DIVE [24], WTK 34, 85!). These
toolkits provide various degrees of support for network based communication
between the distributed processes that form an application. However, using
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Figure 5.3: The video streams sent and received by the O2 workstations are
transferred to an Ultimate hardware keying device. After the remote partner has
been cut of out the surroundings through filling the subtracted regions with trans-
parency values the remaining video stream is transferred to the DIVO video boards
of the ONYX workstation.

these facilities often requires significant effort from the programmer. Normally,
only parts of the application state are shared between the distributed processes
such as transformation matrices which describe object positions. Sometimes
explicit specification of communication endpoints for shared object attributes
is necessary. The resulting database duplication problem, ensuring that all
processes work on consistent copies of the shared database, is left as a chal-
lenge to the application programmer. This can be a tedious and error prone
task especially when additional processes join an already running distributed
application. Avango provides programmers with the concept of a shared scene
graph, accessible from all processes forming a distributed application.

The software that handles the audio/video conferencing, however, is designed
to run independently from Avango. Before implementing conferencing soft-
ware, already existing audio/video conferencing toolkits were considered for
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integration. The requirement of having PAL or at least NTSC sized video
resolution at 20-30 fps is the reason why toolkits like Mircosoft's netmecting,
public domain MBone tools or the well known public domain Vice and Rat
tools cannot be integrated in the CVE. These toolkits are designed for low
bandwidth connections such as modem, ISDN or DSL links, transferring icon-
sized video conference images. Although some tools like the H263 encoding
algorithm from Telenor are able to compress and send 4CIF (704x576 Pixels)
sized video streams, but the frame rate drops to almost 0.5-1.0 fps. The de-
veloped audio/video conferencing software within this thesis is able to send
PAL video streamms over the network at 25fps and to integrate them into a
CVE in real-time. Therefore the software handles bi-directional audio/video
connections.

The first part of the following secetion describes the Avango field interface
atd how scene graphs are distributed. Additionally it provides code fraguents
to give an idea about the programming effort for implementing CVE applica-
tions.

The second part deals with the software that enables the audio 'video confer-
encing in mono and sterco, In addition, modifications are deseribed which are
necessary for integrating sterco video textures into a VE using Avango.

5.2.1 Distributed Scene Graphs with Avango

Avango combines the familiar programming model of existing stand-alone
toolkits with built-in support for data distribution that is alimost transpar-
ent to the application developer [96]. The Avango framework is based on
Performer to achieve the maximum possible performance for VE and CVE
applications.  Performer provides a C4++ scene graph APL which allows for
flexible representation of complex geometry [87. 88. 89]. Advanced rendering
tasks like culling. level-of-detail switching and communication with the graph-
ics hardware are all handled by Performer. Whenever the underlving hardware
allows, Performer utilizes multiple processors and multiple graphics pipelines.
The toolkit also provides a colleetion of geometry loaders for the most popular
as well as some uncommon file formats.

Fields and Fieldcontainers

The efficient implemoentation of a generie seripting and streaming interface
for heterogenous objects requires additional mete information about object
attributes and their types, and a way to access those attributes without know-
ing the exact type of the containing ohject. The C++ programming language
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doces not treat classes as first class objects, so that this information is not easily
available on a language level. Performer uses a member function API to access
the state attributes of an object. A symmetric pair of get and set functions
exists for each attribute. Sctting one attribute may change another attribute
of that object as a side effect. However, no abstract information about the
nwmber of attributes, their type, and their value can be obtained from an ob-
ject via the Performer APIL. To overcome this problem Avango introduces the
notion of fields as containers for object state attributes to Performer objects.
Fields encapsulate basic data types and provide a generic interface for script-

template<class T> class fpSingleField : public fpField {

public:
virtual fpType getTypeld() const;
virtual void setValue(const T& value);
virtual const T& getValue() const;
virtual void setSchemeValue (Scheme value);
virtual Scheme  getSchemeValue() const;

+

template<class T> ostream& operator<<(ostream& stream,
const fpSingleField<T>& field);

template<class T> istream& operator>>(istream& stream,
fpSingleField<T>& field);

Figure 5.4: DPart of the fpSingleField interface. fpSingleField is a template
class and is used to instantiate single value ficlds on basic data types.

ing and streaming. They are implemented as public class member funetions
and are thus inherited by derived classos. They are directly accessible by client
classes and are Avango’s premier interface to objeet state attributes. There
exist four different types of fields.  Single-ficlds contain one basic data type
value, whereas multi-ficlds contain a vector of values. A multi field can con-
tain an arbitrary number of values. To bridge the Performer method based API
to the Avango field oriented APL adaptor ficlds are used. Thev will forward
getValue() and setValue () requests to the appropriate get and set functions
of the Performer APIL This ensures that Performer related state information
is correctly updated according to field value changes, and possible side effects
are properly evaluated.

The implementation of fields makes use of C++ tamplates which allow to pa-
rameterize the fpField class with the required data type. As an example for
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the ficld class API, part of the template class definition for the single field is
shown in Figure 5.4. The getTypeId() method provides access to the run-time
type information for a field. The returned type identifier is used for run-time
type checking and to provide type information for field values which are writ-
ten to streams.

Access to the field value is provided by the getValue () and setValue() meth-
ods. Alternatively, a scheme representation of the field values can be provided
or obtained via the getSchemeValue() and setSchemeValue() methods. For
cach field class a pair of stream operators exist which allow serialization of
the field value into a stream, and the reconstruction of the field value from a
stream.

Avango provides a fieldcontainer interface which represents the state of an ob-
jeet as a collection of fields. A fieldcontainer can be queried for its munber of
ficlds, and any of the ficlds themselves. Relevant parts of the fieldcontainer
interface are shown in Figure 5.5. This, together with the generice seripting and

class fpFieldContainer {

public:
int getNumFields () ;
fpFieldPtrVeck getFields();
friend ostream& operator<<(ostream& stream,
fpLink<fpFieldContainer> fc);
friend istream& operator>>(istream& stream,
fpLink<fpFieldContainer> fc¢);

protected:
virtual void notify(fpField& field);
virtual void evaluate();

};

Figure 5.5: fpFieldContainer cucapsilates the state information of an object
and represents it as a collection of fields.

streaming interface of fields, allows to provide complete seripting and stream-
ing functionality at the fieldeontainer level without knowing the exact tvpe of
the wnderlying object. This extents, at no extra cost, to all classes further
derived from fpFieldContainer.

Fieldconnections

Much like SGI's Open Inventor Toolkit, Avango introduces the concept of field-
conneetions [102]. Ficlds of compatible type can be connected in a wav that
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whenever the value of the sowrce field changes, it is iminediately forwarded to
the destination field. Using ficldconnections, a data-flow graph can be con-
structed which is conceptually orthogonal to the scene graph. Avango utilizes
this mechanism to specify additional relationships between nodes which can-
not be expressed in terms of the standard scene graph. This allows for the
casy implementation of interactive behaviour and the import of real world
data into the scene graph. The evaluation of the data-flow graph is performed
once per rendering frame. Ficldeonnections forward value changes inunedi-
ately, so that there is no propagation delay for cascaded connection paths
in the graph (sce Figure 1.9). Loops are detected and properly resolved. A
fieldcontainer can implement side effeets on field changes by overloading the
notify() and evaluate() member functions, Whenever a ficld is set to a
new value, the notify () method is called on the fieldcontainer with a refer-
cnce to the changed field as an argument. The fieldceontainer can do whatever
is necessary to achiove the desived effect, including the manipulation of other
ficlds. After all notifications for all ficlds on all ficldcontainers have been made
for one frame, the evaluate () method is called on cach fieldeontainer which
had at least oue of its ficlds notified. This allows the ficldeontainer to perform
actions which depend on more than one updated field value for cach frame.

Nodes

Fieldcontainer adaptions exist for all Performer node classes (pfGroup, p£DCS,
pfLOD, cte.) andmost of the Performer object classes (pfGeoState. pfMaterial,
pfTexture, cte.). By convention the Avango nodes exchange the Performer
pf prefix with the £p prefix. The Avango scene graph is built out of nodes
as shown in Figure 1.9. The possibility to mix Avango nodes with Performer
nodes in the scene graph can he conveniently used to define new nodes with
interesting functionality. The £pFile node, for example, is derived from the
adaption node £pbCS. It inherits the interface of £pDCS which consist of a
Children and a Matrix fickl. The fpFile node adds a URL ficld of type
string. With an overloaded notify () method, £pFile reacts to changes of
the URL field by retrieving a geometry from the specificd URL and adding it to
its list of children. Thus, fpFile imports the geometry into the scene graph,
and can be scen as an opaque handle to it. Subsequent changes to URL will
result in replacement of the old geometry with the newly specified geometry:.

Sensors

Sensors represent Avango's interface to the real world (sce Figure 1.9). They
are doerived from the fpFieldContainer class but not from any Performer
node, and thus cannot be inserted into the scene graph. Sensors encapsulate
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the code necessary to access input devices of various kinds. The data gener-
ated by a device are mapped to the fields of the sensor. Whenever a device
generates new data values, the ficlds of the corresponding sensor are updated
accordingly.

Ficldconnections from sensor fields to node ficlds in the scene graph are used
to incorporate device data into an application. The fpTrackerSensor class
provides an interface to six degree of freedom trackers like the Polhemus Fas-
trak devices (see Figure 5.6). Avango utilizes a device dacmon process which

class fpTrackerSensor : public fpDeviceSensor{

public:
fpSingleField<string> Station; // inherited
fpSingleField<fpMatrix> Transform;
fpSingleField<bool> Button;

¥

Figure 5.6: The Avango sensor classes map data values from external devices
to ficlds.

handles the direcet interaction with the devices via serial line or network con-
nections. The dacmon updates the device data values into a shared memory
scgment, where the fpDeviceSensor classes can aceess them. A station nance
is used to identify the desired device data in the shared maomory seginent, and
cvery fpDeviceSensor class spocifics this identifier in its Station ficld. Af-
tor connecting to the device dacmon, the fpTrackerSensor class provides the
current position and orientation information from the seleeted tracking device
represented in form of a matrix in its Transform field. By connecting the
Matrix ficld of a £pDCS node to the Transform ficld, the subtree rooted by the
fpDCS node will move according to the tracker movement reported from the
sclected station.

Scripting

The development of Virtual Environment applications often follows a highly
iterative approach. Many VE toolkits and frameworks do not account for this
situation as changes and reconfigurations require recoding in ¢ or C+— and
recompilation of parts or even the whole application. An interpreted scripting
language which has a binding to all relevant high-level object interfaces in a
framework can greatly reduce the burden on the application programmer and
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; instantiate a fpFile node and attach it as child to the
; scene-root node

define geom (make-instance-by-name "fpFile"))

-> (-> scene-root ’Children) ’add-1value geom)

N N e e

;3 load a geometry from the following path
(=> (-> geom ’Filename) ’set-value "./graphics/iv/jaw_bone.iv")

;3 instantiate a Drag Tool Node and activate it
(define drag-tool (make-instance-by-name "fpDragTool"))
(-> (-> drag-tool ’TimeIn) ’connect-from (-> time-sensor ’Time))

;; instantiate a dragger - a special matrix dragger
(define geom-dragger (make-instance-by-name "fpMatrixDragger"))

;3 assign the dragger to the geometry
(-> (-> geom ’Dragger) ’add-ivalue geom-dragger)

;3 connect the dragger’s matrix with the geometry’s matrix
(-> (-> geom ’Matrix) ’connect-from (-> geom-dragger ’Matrix))

Figure 5.7: A fpFile node is instantiated and loads an Inventor file from the path
specified in the "Filename ficld. By making the file node a child of the scene-root the
associated geomctry gets rendered. After instantiating a DragTool and configuring
it, the DragTool checks for interseetions between the input device representation go-
ometry and all other geometry in the scene. If an intersection with geom is dotected,
a special mechanism looks for an instance of a dragger being assigned to geom. In
this case the matrix field connection between geom and geom-dragger is exeentod
and the jaw bone geometry follows the movements of the input device,

will significautly shorten the development eyele. No recompilation is neces-
sary and modifications can be applied to ruuning applications.  As already
deseribed in seetion 1.3.3 Avango features a complete language binding to the
interpreted language Scheme. It uses the ELK Schemne implementation which
is a small and clegant Scheme interpreter and is especially suited to serve as an
extension language for C and C-+-+ programs. The Avango scheme binding is
based on the field and fieldeontainer API's of the Avango objects. For all basic
data types that are used to instantiate field classes a scheme representation
with all necessary access functions exists. The basic data types are passed by
value to and from the Scheme interpreter and can be handled like any other
built-in Scheme type.

Avango objects such as nodes and sensors are handled by reference. This is
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implemented by providing a binding for the £pLink class. fpLink values are
again passed by value to the Scheme interpreter so that references to Avango
objects are properly reference counted. Scheme uses a garbage collector to
reclaim memory from objects which can no longer be accessed by the inter-
preter. When an £fpLink value is garbage collected, the reference count on the
associated Avango object is decremented accordingly.

Avango objects can be created from Scheme by providing the nawme of the
desired object class as an argument to the (make-instance-by-name class)
function. The object is instantiated, aud a reference is handed bhack in the
form of a £pLink valuc,

A set of access functions allows access to the fieldcontainer and the field in-
terfaces of Avango objects. Figure 5.7 shows an example seript which instan-
tiates an £pFile node and connects it to an instance of a fpMatrixDragger.
A fpMatrixDragger contains the position and orientation of the input de-
vice. With a field connection between this dragger and a geometry the latter
one follows the movements of the input device. Because ELK Scheme is an
interpreted language, every Avango application can provide a command-line
interface, where Scheme commands can be entered at run-time. Al Avango
objects which are defined by a scheme seript can be aceessed and manipulated
while the application is running,

The Avango scripting interface suggests a two phased approach for the appli-
cation development. Complex and performance eritical functionality is imple-
mented in C4+ hy subelassing and extending already existing Avango classes.
The application itself is then a collection of Scheme seripts which instantiate
the desired Avango objects, set their field values and define relationships be-
tween them through field connections. The seripts can be written and tested
while the application is running. This leads to very short turnaround times
in the development cycle and provides a very powerful environment for rapid
application prototyping.

Distribution

As already described Avango objects are fieldcontainers that encapsulate the
objoect state in a set of fields. The streaming interface of the field and ficldcon-
tainer classes allow for a very clegant implementation of the distributed object
semantics, '

Distributed object ereation in Avango is a two stage process. First a local
object is ereated which is then, in a second step, migrated to the desived dis-
tribution group (sce Figure 5.8).  The migration involves the announcement
of a new object to the distribution group and the disscmination of the current
object state to all group members. For this the streaming interface of the
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Figure 5.8: lllustration of a scene graph distribution using Avango. The six steps
show how the scene graph is copied to a remote site and field values are updated.
The last two steps illustrate how the participants who where joining the group at
a later time are able to interact on the received data and propagate changes back
to the first user.
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ficldcontainer is used to serialize the object state into a network data buffer
which is then sent to all group members. The group members will reverse this
process and create a copy of the object from the serialized state information.
The newly created distributed object will now exist as a local copy in cach of
the participating processcs.

In Avango object state is accessible in terms of object field values. Whenever a
ficld value on a distributed object is locally changed the new value is streamed
to a network buffer and sent to all members of the distribution group in order
to keep the distributed copies of that object synchronized.

The parent child relationship between objects in the scene graph is repre-
sented by a multi-field of reference values on the parent node. Because all
field values including fpLink<> types are streamable, the distribution scheme
deseribed above will not only distribute and synchronize singular objects but
it is possible to distribute parent child relationships between these objects too.
Additionally, it replicates a complete scene graph to all processes in the same
distribution group.

Figure 5.8 illustrates all steps of the process when distributing a scene graph
using Avango. In a first step the first participant loads up an Avango scene
represented by the scene graph including nodes, sensors and serviees, After a
remot e participant joins the distribution group using local sensors and serviees
(step two), the scene graph is copied according to the hierarchical order of the
nodes (step three). Instep four the fickds of the local scene graph nodes are
copiad into the corresponding fields of the remote scene graph nodes which
turns the remote scene graph into an identical copy. Now the remote sensors
are conuected to the nodes which allows interaction at the remote side as well
(step five). As soon as these interactions change the state of the own nodes,
represented by their field values, these changes are propagated back to the first
participant again (step six). Step six occurs every time one participant in the
distribution group interacts in the Virtual Environment coursing changes of
the scene graph state,

Being able to distribute the entire scene graph with all parent-child relation-
ships hetween the objeets is a key feature on the way towards a simplified
development of distributed applications.  However, it is not sufficient when
considering the case of a distribution group with two member processes A
and /3. Both processes have already created several distributed objocts in that
group. Now a third process ¢ joius the group. From now on all three processes
will be notified of future objeet ereations and manipulations, but process ¢
will not know of the objects that A and /3 already created before it joined.
Avango overcomes this problem by performing an atomic state transfer to
every joining member. When a new process joins an alrecady populated dis-
tribution group, one of the older group members takes the responsibility to
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transfer the current state of the distribution group to the new member. This
involves sending all objects, currently distributed in the group. with all their
ficld values to the newcomer. After the state transfor the new member will
have the proper set of object copies for this distribution group. To prevent
consistency problems, the state transfer is performed as one atomic action by
suspending all other communication while performing it.

The ability to replicate the entire scene graph paired with the state transfer
to joining members effectively solves the duplicate database problem. New
members can join an existing distribution group at any time and will imme-
diately receive their local copy of the scene graph constructed so far in the
distribution group. Furthermore, the application programmer does not need
to be concerned with distribution details. The user can take the scene graph
for granted on a per process level and can concentrate on the semantics of
the distributed application.  Figure 5.9 shows a brief scheme code example
distributing a simple jaw bone geometry.

join the distribution group with the help of
string "codeword"
efine dist-group-node (av-join "codeword"))

,\-.,.
[ DU

;5 instantiate a file node to load the geometry
(define geom (make-instance~by-name "fpFile"))

;; load the geometry (-> (-> geom ’Filename) ’set-value
"http://viswiz.gmd.de/"gernot/graphics/iv/jaw_bone.iv")

;3 distribute the geometry
(-> dist-group-node ’distribute-object geom)

;3 after distribution add geom to the distribution group node
(-> (-> dist-group-node ’Children) ’add-lvalue geom)

Figure 5.9: The call of the av-join conunand creates a distributed session.
This session can be joined hy using the "codcword”. The instance of fpFile
and thus the geometry can now bhe distributed applying 'distribute-object. Join-
ing Avango applications can access the geometry over the URL specified in the
"Filename field sinee all fields are copied after the whole scene graph has been
replicated. geom is attached as child to the distribution group node after being
distributed.
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5.2.2 Audio/Video Conferencing

The audio/video conferencing runs independently from Avango and thus in-
dependently from the scene graph distribution. In addition the video software
sends and receives its streams independently from the audio source. However,
the audio as well as the video setup show almost the same configuration. The
flow chart in Figure 5.10 shows the single procedure steps of server and client.
On the server site the frames are grabbed from the camera which is plugged

VideoOut (Divo board)

Figure 5.10: The figure shows the work flow of the video server and client. On
the server side the frames are grabbed, encoded and then sent to the client side
where the stream becomes decoded. The same sequence is used for the audio
connection that runs independently from the video.

into the Videoln port of the video card. Then the grabbed frames are encoded.
After encoding, the reduced frames are packed into buffers and sent over the
network to the client site that is already waiting. There the buffers are received
and decoded. The inflated frames are then available at the VideoOut port of
the O2 video card again.

The video setup decides about the next procedure. As shown in Figure 5.3 the
video stream can cither be chroma keyed or not.

Finally the video stream is transferred to the DIVO video board of the ONYX
workstation. There the video is integrated and rendered in the CVE making
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use of the Avango scene graph. Therefore the video frames are handled like
a toxture which can be mapped to a polygon representing the virtual video
screen, Special video configurations in Avango download video frames from
the video hardware continuously into the texture memory.

For sending and recciving the video and audio streaims SGI O2 workstations
arc used in a way as shown in Figures 5.1 and 5.2. The decision for using these
type of machines was mainly influenced by the availability of the O2 MVP
video cards. These special video cards are equipped with a special motion
jpeg encoding chip. The cards in general as well as the compressor chip in
particular can be configured using SGI's Digital Media Development Environ-
ment (DMdev) library [86].

The audio/video conferencing software is developed on the basis of this DMdev
library. This software haudles the following different parts, namely: network
communication, video patly, video node, image compressor, image parameters,
encoding and sending of the images. As the receiving unit works equivalent
to the sending unit it is sufficient to focus on the latter. The program flow
chart in Figure 5.11 shows the different initialization steps.  The first step is
to configure the network and the communication. Therefore three parameters
are hmportant: the protocol, the port and the host name of the receiving unit.
Then the video path is configured which creates a link with the connected
camera. For doing so the API functions of the VL (SGI's Video Library) are
wsed. The VL allows also to configure video paths to more than only one
conneeted camera. The video path consists of two nodes, the source and the
target node. The source node is the camera and the target node is the memory
segment to store the image, Later in the process the frames are grabbed from
this memory for cncoding.

The attributes of the video nodes that need to be set are image format. image
size (PAL), voom factor, color space cte..

The selection of the image encoder and its configuration needs as to he done
according to the encoding requirements. The following encoders are available:

e Apple Qui('kTimp Aunimation - 'rle’
e Cinepark - ‘evid’

e Intel Video- 'TV32'

e H.2061 - 'h201

o JPEG - jpeg’

e MPEGI-Video - 'mpeg’
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Figure 5.11: Program flow chart for the sending unit. The first block represents
the initialization of the video board. The second block shows the permanent flow
consisting of frame grabbing, encoding and sending.

The hardware encoder can use the jpeg standard. According to the require-
ments for the video conferencing the motion jpeg encoder is chosen. The
parameters for this encoder type are set. The source and the target node are
the uncompressed and compressed image respectively.

In the last step DMbufferpools are created. These pools are used to transport
images on the video board. These pools are allocated in system memory to
which all IO devices have a very fast access. Two DMbufferpools are created.
One for the transport of the images from camera to memory (vid-to-mem) and
one for transporting it to the image encoder. This last buffer is used again
for writing the encoded image back into the same memory segment (mem-to-
mem). With this the initialization phase is complete.

Then the permanent program loop is entered. This loop consists of the follow-
ing three steps, grab a frame, encode and send. More precisely, every time a
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new image is created at the memory target node an event is released. If this
event (VLTransferComplete) occurs, the image frame is read into the DM-
buffer and passed over (dimICSend()) to the encoder. dmICReceive() reads
the compressed frame from the encoder again into the second DMbufferpool.
Finally the call of dmNetSend() sends the compressed frame to the decoding
client.

Since the video communication mainly occurs between the camera, the hard-
ware encoder and the system'’s memory, the system CPU is mostly spared.
Transfer and frame rate measurcments showed a CPU load of less than 10%
on a SGI 02 workstation with a MIPS R10000 processor. The separately
handled audio connection adds another 5-7% to this CPU usage. These mea-
surements are made having a video frame rate at the client side hetween 20-25
fps. The bandwidth necessary to ensure this transfer rate has to be at least 500
kbps. Similar results can be achieved using PCs with common video boards.
VL- and DMdev-like digital media libraries are also available for PC hardware.
The concept, however, remains the same,

Stereo-Video Conferencing

The sterco video conferencing is especially challenging because of two things:
e grabbing. encoding and transferring two synchronized images
o integrated rendering of synclironized sterco textures in Avango

When transferring two synchronized images, that correspond to cach other, it
has to be cusured that both images arrive completely at the other site. One im-
age only s of no use. Due to this requirement the fast UDP protocol cannot be
considered as it offers no confirmation mechanism. The TCP protocol instead
is an acceptable option. An optimal solution for the sterco video conferencing
is to send the images together at onee and not after cach other, Additionally
this implies that both images, the one for the left and the one for the right eye,
should be grabbed together as a mixed image from the camera. Here mixed
means that both images share the 576 lines (ficlds) of the PAL sizod images.
How this could look like is shown in Figure 5.12.

It is possible to configure the video nodes in a way that only the odd ficlds are
grabbed from the right camera image and the even fields of the left camera
image. Then both images, having half size only, can be merged. This merging
can cither be done so that the upper part of the image is of the right camera
and the lower part of the left camera or they hoth are merged alternating like
shown in the right hand side of part of Figure 5.12. Merging half-images of
hoth cameras has the advantage that the amount of data is the same as when
using mono video conferencing. It is evident that extra CPU time needs to be
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Figure 5.12: The video server can be configured to grab the even fields of the
right and the odd fields of the left camera. Then both fields are assembled together
in one image which will again be encoded and sent to the client. With this trick it
is possible to keep a high frame rate even sending stereo images over the network.

spend to copy the half-images into the same DMbuffer on server and client site.
Additionally it ensures a PAL sized mutual image which can be compressed
by the video hardware which is optimized for PAL sized images only. As soon
as the image resolution decreases, the encoding needs to be done by software
which would result in a decreasing frame rate.

After the stereo images are received by the client site and are decoded and
splitted again they have to be texture mapped and rendered in the CVE. This
integration into Avango is quite challenging as the draw traverser does not
know anything about the synchronized images which arrive at the DIVO video
hardware of the ONYX workstation (see Figure 5.3). For solving this problem
a mechanism is created which knows about the synchronized video images and
decides which one of them is rendered when. As already said video images
are handled like textures which are permanently downloaded from the video
hardware into the ONYX texture memory. Thus the geometry onto which
these textures are mapped has to be added and removed to and from the
scene graph according to the framerate. For doing this a fpDrawEyes node
is implemented which offers two special methods, a pre_draw_callback() and a
post_draw_callback() (see Figure 5.13).

According to the frame count the pre_draw_callback() switches the geometry
invisible through overriding the geometries material properties. This hap-
pens before the draw traverser renders the scene. After the rendering the
post_draw_callback() switches the geometries visibility again through disabling
the material override mode. When the draw traverser arrives again at the be-
ginning of the next frame the pre_draw_callback() is not going to be executed as
the Performer function pfGetFrameCount() increases the currentFrameCount
by one only every second frame, as one frame consists of two images to be
rendered (left and right eye).

Figure 5.14 shows the corresponding scene graph created by an Avango scheme
script. The whole scheme script is shown in Appendix B.

Both fpLoadFile nodes (they are similar to the fpFile nodes) lay on top of
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int fpDrawEyes::pre_draw_callback(pfTraverser* trav)
{

long int currentFrameCount = pfGetFrameCount();

if (( _whichEye && currentFrameCount == _oldFrameCount) ||
(!_whichEye && currentFrameCount != _oldFrameCount) )

{
pfOverride (PFSTATE_TRANSPARENCY, PF_ON);
pfOverride (PFSTATE_FRONTMTL, PF_ON);
pfOverride (PFSTATE_BACKMTL, PF_ON);
}

_0ldFrameCount = currentFrameCount;

return PFTRAV_CONT;

int fpDrawEyes::post_draw_callback(pfTraverser* trav)

{
pfOverride (PFSTATE_TRANSPARENCY, PF_QOFF);
pfOverride (PFSTATE_FRONTMTL, PF_OFF) ;
pfOverride (PFSTATE_BACKMTL, PF_OFF);
pfPopState () ;

return PFTRAV_CONT;

Figure 5.13: Implementation  of  fpDrawEyes”  pre.draw_callback() and
post_draw_callback(). The pro_draw._callback() switches the geometry invisible be-
fore the rendering whereas the post_draw_callback() switches the geomotry visible
again after the rendering,

cach other since they have the same matrix transform and share the same
parent node. Due to the switching of the fpDrawEyes nodes only one of them
is going to be visible at a time. In the real implementation they are a little
bit tilted to cach other according to the user’s eye position. This ensures that
cach oye's view direction stands orthogonal to the screen with the texture of
the corresponding camera.

5.3 Conclusions

This chapter deseribed the CVE implementation details with respect to the
used hardware and the software configuration, The hardware configuration
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Figure 5.14: Scene graph showing the fpDrawEyes node. This node is responsible
for switching between the two overlaying video textures.

is explained for a distributed setup using two Responsive Workbenches, and
for a distributed setup using a Responsive Workbeneh and GMD's cave-like
CyboerStage. These two configurations inelude input devices for interaction,
computers for rendering and distribution, and computers for video and audio
streaming.  Additionally it includes equipment like shutter glasses, infra-red
cmitters, cameras as well as microphounes and headphones. This equipment
can be used for any combination of display systems, including even more than
two.

The software section desceribed the Avango software framework which is wsed
for rendering and distribution. Thoereby Avango's field interface is introduced
as well as the importance of field connections.  Additionally it is explained
how comfortable distribution mechanisms make use of this field interface in
order to handle the database duplication problem.  The remainder of this
chapter describes the video conferencing software with respeet to its mono
and sterco video conferencing capabilitics. A solution for sending synchronized
stereo video frames is introduced as well as a solution for the integration and
rendering of the synchronized stereo images in the CVE.
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Chapter 6

Evaluation

Designers and programmers of Virtual Environments tend to guess about the
best realization and implementation of interaction techniques or even whole
applications. Many works have shown that user hased assessment is an es-
sential component of developing interactive applications and in this work it
is shown that user based assessment is espeeially important for applications
as complex and innovative as CVEs. Alrcady the assessment of parts of the
application by different users except the designers can substantiate or refute
realizations of a specific CVE.

If those assessments are formalized they are called evaluations, There exist
three different evaluation methods which can he applied to Collaborative Vir-
tual Enviromments, The expert hearistic, the formative and the sunmative
evaluation (63, 54, 74].

The capert hewristic coaluation is an analytical method, The evaluator is a
ficld expert who deternines problems with usability in the design phase of the
CVEL It is important that the evaluating expert is not part of the developer
group and not involved in the design of the CVE at all, In addition the expert
has to assess the CVE as carly as possible in the design phase and also has to
cdetermine problems during the entire CVE development cycle. Based on the
expert’s knowledge, problems concerning usability can be solved following the
expert's recommendations. Especially when evaluating Collaborative Virtual
Environments this process is of a particular challenging nature, because of the
siall number of VE experts worldwide. Additionally, there exist only a fow
VE user interface design guidelines and there is an absence of VE user interface
standards.

The formative cvaluation is an empirical, observational method. Thereby the
evaluators assess the CVE throughout the entire development evele. The out-
put of this evaluation method is a combination of qualitative and quantitative
results. The quantitative data cvaluates the amount of time, the number of

115



University of Pretoria etd — Goebbels, G P J (2001)

116 CHAPTER 6. EVALUATION

trials, the number of mistakes ctc. while performing a special task. The qual-
itative data can be obtained by observing so-called eritical incidents [53]. A
critical incident is a problem that occurs while a user is interacting within the
CVE. These incidents can be confusion, cancellation, errors, repetition cte.
(3.2). Hereby the term critical incident does not necessarily mean that these
events have to have negative effects on usability. Positive events can also have
an impact on usability and thus user performance and satisfaction. These pos-
itive incidents contribute to cualitative evaluation results as well.

The summative cvaluation is an empirical method. The objective of this oval-
uation method is to compare hetween different CVEs designed with the in-
formation obtained from the same User Task Analyvsis (UTA sce section 3.2).
Hence the output of the summative evaluation method enables the statistical
comparison of different realizations of interaction techniques, operations, rep-
resentation components ete. and the choice of the most appropriate one in
terms of usability of the CVE. As this evaluation is performed using nearly
final implementations of the CVE the evaluating users are usually those users
the CVE has been designed for, However, a miore important constraint is that
the evalnators have to be non-experts in VEs and have not to be involved in
the design proceess at all,

Best evaluation results can be obtained when combining the three methods
described above. With respect to its nature the expert heuristic and the for-
mative evaluation method should be applicd in the carly phases of the design
process. Already short alternating eyeles of these two methods can eliminate
the biggest problems concerning usability aud user satisfaction, For the assess-
ment of more subtle differences in realizations and implementations of CVEs
sunnnative evaluation is absolutely essential. However, the most important
and often most complex part to manage while planning an evaluation is to
determine items to be assessed. This collection of items is necessary to formu-
late specitic questionnaires and henee to find and eliminate disturbance factors
within the implementation of the CVI.

6.1 Evaluation of H-C-H Interaction

In order to determine the cvaluation items mentioned above the Human-
Computer-Human model introduced in chapter 3 is very helpful.  As a re-
minder, in that chapter the three flows within the model have been determined.
These are the H — ¢ the ¢ — Haud the H « H via C flow (sce Figure 3.1).
The design objective is to enable Human-to-Human interaction in a CVE as if
face-to-face where the computer as the mediator for this collaboration hecomes
omnipresent and transparent. From this point of view it is clear that cach user
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has to perceive itself and the remote partner being as present as possible in
the Virtual Environment. Although the perception of presernce is not the only
requirement for a good collaboration at least it is the basic constraint for the
establishment of the latter. But also appropriate representation of information
is important for supporting collaboration. Hence when talking ahout possible
problems and bottlenccks of the Human-Human interaction, the H — ¢ and
the C'— H flows arc the originators of thosc probleis. For example the H — C
flow can be disturbed through one or even more of the following disturbance
factors:

L. unsuitable graphical and physical user interfaces

0o

unsuitable physical input devices and equipment for generating user in-
put

3. unsuitable representations of actions and events
Factors that wmight disturb the ¢ — H flow include:

L. slow data processing and system reaction tine

2. low network transfer rate and network drop outs

3. low graphical and acoustical quality

Henee, collaboration can he supported by the designers of the CVEs only if
weaknoesses such as the ones listed above are eliminated. Back to the assessiment
of the CVE these considerations imply that the disturbance factors have to be
evaluated in order to find the best realization with respeet to the User Task
Analysis (UTA). Tlowever, the disturbancee factors listed above are very generice
and not linked to CVIEs. These factors can be used as macroscopic parameters
only. To arrive at a more pragmatie formulation of the disturbance factors,
the items above are matched with the taxonomy from section 3.1 and the
Awarcness-Action-Feedback loops from section 3.6. The resulting evaluation
items for the H — ' flow are respectively:

o unsuitable menu representations (the user does not know where to find
the desired function)

e unsuitable tool representations (the user does not know which tool has
which functionality)

o unsuitable representation of data and its functionality (the user does not
know how to process things and how to fulfill the task)
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unsuitable environmental representations (the user is confused by the
surroundings and cannot concentrate on the task or trausfer the learned
skills to real-world applications)

unsuitable input devices (the user is unable to work with/handle the
input devices and to generate input with them)

unsuitable physical equipment and annoying cabling (the user is confused
by the cabling of input devices and shutter glasses and thus is not acting
naturally or is unable to concentrate on the task)

For the ¢ — H flow the comparison leads to the following evaluation items:

real-time system reaction (the user selects items from menus or performs
changes on the data set and sees intermediate reaction of the system
without perceptible time delay)

fow graphical and acoustical resolution and quality (the user is unable
to recognize tools, data set structures. actions of the remote partner and
the partner itself, click and warning sounds. or is unable to talk to the
remote partner)

low network transfer rate (the user is unable to recoguize the delayed ac-
tions of the remote partner, there are interruptions of the audio commu-
nication, the user is unable the map actions of the remote partner with
occurrences of action feedback such as highlights, click sounds, move-
ments of data sets)

The items mentioned above have great impact on collaboration and can be
extrenely disturbing to the Thunan-Ihmman interaction. However. in addition
to these items there exist other factors that might also have an impact on
collaboration, The character of these factors is based on personal pereeption
of collaboration. In this work evaluation items linked to personal perception
are defined that have a quantitative or qualitative nature like :

perception of the own presence within the CVE

perception of the partuer’s co-presence within the CVE
pereeption of the collaboration in terms of equality of rights
pereeption of the quality of collaboration

frequency with which the user looked to the partner
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e frequency with which the user spoke with the partner

Considering all these evaluation items in one session is almost impossible. The
rcason is that these items evaluate too many different aspects of the Human-
omputer-Human interaction. In order to address this great amount of items
special evaluation sessions had to be defined which arc able to let assess specific
aspects of Human-Human collaboration as it has been defined in the H-C-H
interaction model.

6.2 Evaluation Sessions

According to chapter 4 three different sessions are implemented that in this
chapter are used for extensive evaluation of the interaction taxonomy model
and to produce CVE design guidelines. These sessions ave:

[um—y

usability session

o

2, co-presence session

<o

co-work session

Before the evaluation an initial session introduction to the system is included.
The introduction session itself is not part of an evaluation session.  As the
evaluators must not be the developers and must not be familiar with Virtual
Environments they have to be introduced to VEs. During this introduetion
they are informed of the display system, the equipment and the environment
they are going to work with, The objective and advantage is that this in-
troduction session creates almost same conditions for all evaluators. This is
necessary in orvder to compare nmerical results of the summative evaluation.
Inorder to exemplify the evaluation sessions the scenario deseribed in chapter 4
is used in the following subseetion.

6.2.1 Usability Session

The usability session is the first evaluation. After the users (evaluators) are
introcuced to the Virtual Euvironment they interact autonomously within the
VE for about five minutes. During this interaction an observer is taking notes,
Beside the overall ability to interact with the system the critical incidents of
the formative evaluation are the most interesting to the observer. The appli-
cation of the usability session offers alimost the same interaction techniques,
operations, tool representations, menus and feedback components to the user
as in the following two sessions. Only the data set is exchanged in order to
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cnsure that content specific operations have not been learned in this session
already. If the obscrver gets the impression that the user is not yet familiar
with the VE, the interaction time is extended. After the usability session is
completed a questionnaire is handed out addressing usability assessmients. Af-
ter the questionnaire is completed the user gets another five minutes recovery
time before starting the co-presence evaluation session.

6.2.2 Co-presence Session

The idea of this co-presence session is to evaluate the design of the CVE in
terms of its support to the evaluator during a certain task using immersive
telepresence only, As already mentioned carlier the perception of presence is
not the only requirement for good collaboration but it is the basic constraint
for the establishment of the latter. It is shown in the following sections that
the evaluation results of the co-presence session are of high interest for distance
learning applications.

In the co-presence session the user works again in the Virtual Environment
hut now with another data set. An experienced user who has been involved
in the development process is present within the same environment using an
remote awdio/video connection.

The experienced user explains the task, the data set, the input devices and
the tools remotely to the evaluator, Hereby the remote partner who acts like
A supervisor does not use any input devices or tools. Ounly gestures and verbal
instructions are used. The task is to position three bhones as precise as possible
in their correet location on a hian female skeleton, as explained in chapter 4.
These bones lie in front of the evaluator and look very similar to cach other
so that it is not obvious where they have to be add to the skeleton. If the
evaluator does not know how to achieve the goal the supervisor gives advice
about which tool should be used. how to query information about the bones,
how to change the viewpoint cte. (see chapter 4). Aftor the co-presence session
is completed a questionnaire is handed out addressing co-presence assessiments
(see section 6.3.3). After the questionnaire is filled out the user gets another
five minutes recovery time hefore starting the co-work evaluation session.

6.2.3 Co-work Session

The idea of the co-work session is to evaluate the design of the CVE in terins
of its support for collaborative work and minimum time required to fulfill the
task. Now it is important that both partners have cqual rights concerning
decisions. manipulations and the aceess to tools. It is interesting to note that
in the implemented session both users can complete the task autonomously
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as well. So the main question is to evaluate whether the CVE is capable of
supporting and encouraging for team work although team work is not really
reciuired for this task.

The evaluator works in the VE and the remote partner is present using an
audio/video connection again. Although the partner is one of the developers
and thus an VE expert both are equal in rights and are using the same tools for
interaction. The task is slightly different to the one of the co-presence session.
Together the users have to position six bones belonging to three different pairs
to complement the hwman female skeleton. Each bone in a pair helongs to
the left or right side of the skeleton (1., the femur bone of the right and the
left leg). A set of three of these bones lie in front of cach user. As the users
stand opposite cach other on different sides of the skeleton they have to find
out which boues belong to their side as the bones are mixed. This can be
done by querying the name of the bone or by comparing them direetly which
is however more complicated. If a user finds out that a hone belongs to the
partner this bone can be exchanged by passing it over to the other side. After a
hone has been positioned in the skeleton the user can make use of a snap-back
tool which lets the touched bone snap into the correct position. Thus it is
possible to verify their own or their partner’s work., In order to complicate the
task the lnnnan female skeleton is covered by its own skin, For positioning the
hones the particular part of skeleton has to be made visible by cutting away
the skin in this region, For doing so one user scleets a special cutting tool from
the ring menu and apply this to the interesting part of the fomale's hody. It is
not possible to cut the skin in this region permancently. This means that the
cutting user has to hold the skin cutter while the other user positions the hone.
Instead of using a snap back tool to verify the position the user can grow the
skin back and verify whether hones stick outside the body or not. After the
six boues have been set into the skeleton correetly the co-work questionnaire
is handed out (see seetion 6.3.4).

6.3 Ewvaluation Questionnaires

The different evaluation sessions are impleimented because the evaluation iteins
from scction 6.1 assess too many different aspects of the H-C-H interaction
model.  Therefore questionnaires are developed to let the evaluators assess
these different aspects.

The items of the questionnaires are enumerated. The usability questionnaire
starts with A, the co-presence, co-work and observer with B. ¢ and D re-
spectively.  All answers are ranged in the interval of 0 - 6. This is done
in accordance with other cevaluations [91, 92, 97, 103]. In order to support
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the cvaluator assessing the different aspects of interaction, descriptive text is
placed beside the answer possibilities (i.c. 0 corresponds to never/bad/no, 3 to
sometimes/acceptable/maybe and 6 corresponds to often/good/yes). The text
based support makes it possible to place assessments on a numeric scala more
precisely whercas the numeric results are necessary for the statistical analysis.

6.3.1 Introduction Questionnaire

Before the first evaluation session information about the user's profile is queried
(appendix C). Interesting in terms of the evaluation is inforination about the
evaluator’s profession and experience with computers.  Additional informa-
tion on whether the evaluator is right or left-hander is asked. Early, external
observations showed that it is not nceessary to make a distinetion between
different genders. This work shows later again that only age and experience
with computers rather than gender has an impact on the ability to get used
to interaction in Virtual Environments in contrast to other rescarchers [92).

6.3.2 Usability Questionnaire

The usability questionnaire is handed out after the first evaluation session
(appendix D). This questionnaire addresses evaluation items concerning the
H-C'interaction from section 6.1, Questions are listed assessing the quality and
comfort of input devices, tool and device representations, positions of menus
and the appearance of text in the VE.

6.3.3 Co-presence Questionnaire

The co-presence questionnaire queries information about evaluation items which
have an impact on the perception of co-presence and on the communication be-
tweent the two partners (appendix E). Social aspects of direct Human-Human
communication are addressed here such as the influence of the size and shape
of sterco glasses on communication and thus the exchange of information, as
well as the position and the size of the partner’s representation. In addition
to that technical aspects are addressed such as the impact of network delays
and drop outs on communication and collaboration.

6.3.4 Co-work Questionnaire

The co-work questionnaire is filled out after the last evaluation session is com-
pleted (appendix F). In this questionnaire information concerning the direct
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tecam work is queried such as the frequency with which the evaluator was look-
ing at the partner. Additionally evaluation items concerning the perception of
co-knowledge and co-status arc of high interest (sce scetion 3.6). Social aspeets
such as the perception of being equal in rights during the collaboration are
queried too. Important is that similar questions are asked in the co-presence
and co-work questionnaire. The driving idea behind this is the evaluation
of differences related to the social aspeets of collaboration. The character of
these two questionnaires enables investigations on differences in pereeption of
co-presence.  This difference might exist hetween situations where partners
communicate only in comparison to situations where they communicate and
work together (see analysis seetion 6.4).

6.3.5 Observer Questionnaire

This questionnaire is different from the others as it is not corresponding to a
particular evaluation session (appendix G). It is filled out by an external ob-
server who is an expert. This VE expert is observing the non-expert evaluator
during the usability, the co-presence and the co-work session, Besides query-
ing specific information about the time the user had to think and to debate
hefore performing actions the questionnaire leaves also space for informal ob-
servations. These informal observations correspond to the eritical incidents of
the formative evaluation. These incidents observed from outside give feedback
about the abilitics of the evaluators. They have great impact on the following
statistical analysis of the numerie evaluation results. Especially this question-
naire helps assessing items which are difficult to be assessed by the evaluator
itself such as questions DS or DG:

e Did the user loose concentration during a session ?
o How quickly could the user correet mistakes and continue the work ?

Information whether the evaluator lost concentration during a session has an
impact on the analysis and the way the mumnerical results have to be inter-
preted. However, this information can also imply the high cognitive load of
interaction in the Collaborative Virtual Environment too.

6.4 Evaluation Analysis

The evaluation analysis focusses on the three different evaluation methods in-
troduced carlier in this chapter. These methods are the expert heuristie, the
formative and the suuinmative cvaluation. In the carly CVE design phase al-
ternating cycles of expert heuristic and formative evaluation are performed in
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order to eliminate obvious usability problems from the very beginning. For
obtaining more subtle results concerning usability and team work summative
evaluation is applied.

The CVE evaluated by 60 people has passed through expert heuristic and
formative evaluation already. It is improved before given to summative evalu-
ation. Now, the focus of this section is on the analysis of summative evaluation
results. The first evaluation results and the design guidelines are given in sec-
tion 6.4.2.

For analysing the numcrical data obtained by the summative method eox-
pectancy values Ty are computed. In order to handle the uncertainty of the
numerice results the standard deviation s is computed from

1 n N
8=, ;I__-——_]_ Z ("I/.i - ZI,')z

i

where @; s the value of measurement 4.  the expectancey value and n the total
munber of measurements. s% is often also denoted as variance. Thus follows
that the statistical certainty of the average value AT is represented by

n
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where the factor (is dependad from the statistical certainty 12 and the total
number of measuremonts 7. Internationally in industry the statistical cortainty
Is considered to be 12 = 95%. Hence values for —= are [65):

P=05% 1 n 3 4 ] (; 8 10 20) 30
43 (321 28 | 26 | 24 | 23 [ 2.1 | 2.05
——E 26 | L6 [ 124 ) 1.05 [ 0.84 | 0.72 | 0.47 | 0.37

However, before computing the expectancy values and their statistical cor-
tainty from the numerical results of the usability, co-presence and co-work
(uestionnaires an analysis of the evaluators’ profile is given.

6.4.1 User Profile

For the asscssment of the CVE in expert heuristic and formative evaluation
cycles two VE experts have been consulted who are not part of the CVE de-
sign team. Throughout the entire summative evaluation process almost 60
non-cxpert users have been evaluating the CVE. They worked together within
the three sessions introduced in section 6.2.
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Analysing the introduction questionnaire from appendix C a user profile is
created. The age of the 60 evaluators is minimum 17 ycars and maximum 58
years. The majority are between 22 and 27 yecars old. Most of these evalu-
ators arc university students whereas the diversity of the others® professions
reaches from sceretaries and journalists over workers. technicians to technical
and non-technical university professors and rescarchers. Although all evalua-
tors are no Virtual Environment experts the knowledge concerning computer
hardware and software diffors substantially. The group of 22-27 vears old uses
the computer mostly for web surfing as well as computer games whereas the
older evaluators use it for editing with text processing software. This is the
reason why this first group is more experienced with hardware devices, such as
gamne joysticks and steering wheels including foree feedback, This observation
is independent from the subject’s profession or field of studies. A contrary re-
sult is that the older evaluators use a computer almost twice as long per week
as the group of the 22-27 years old. No other significant differences between
the evaluators that might have an impact on the analysis of the evaluation
results are found.

6.4.2 First Level Analysis

The first level analysis is split into two parts. The first part deals with the
results obtained by the expert heuristic and formative evaluation. Although
the outcome is taken into account already it is quite instruetive to discuss it
separately from the results of the summative evaluation.,

The usability findings and recommendations of the expert evaluators coneern
the following items [50]:

1. positioning of the toolbar grouping generie operations
. g 88

]

handling of the ring menu grouping content specific operations
3. tool representations on menus
4. three button input device and stylus vs. pinch gloves

5. ecgo-centric vs. exo-centrie viewpoint manipulation

(o

. graphical representation of data sot
7. video frame rate

The User+Need Space (UNS) for the considered evaluation scenario of chap-
ter 4 determines different representation fors for generie and content specific
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operations. For the generic operations a toolbar is developed whercas the con-
tent specific operations are grouped by a special ring menu. In carly designs
of the CVE the gencric toolbar was configurable in position by the user. The
idea behind was that a dominant right-handed user might want to position
the menu somewhere else in space than a dominant left-hander. Evaluation
results showed that configuration of menus has a negative impact on the cog-
nitive load. Additionally it is not really used in limited interaction spaces
offered for example by the Responsive Workbeneh (RWDB). Working with both
hands at a RWB, the total viewing frustum is accessible in contrast to CAVE-
like display systems. Thus during the formative and summative evaluation
the toolbar was positioned close to the users body within arm distance cor-
responding to the vendor’s tray metaphor. Working at a RWDB this toolbar
is fixed whereas it is attached to the user’s body position when working in a
CAVE or eylindrical and wall display systeins.

Similar problems are encountered when using ring menus deseribed in {49,
When a user intersects the data with the menn pick ray in the right hand the
ring memt appears attached to the left hand aud vice versa, This corresponds
to the metaphor of handling a painter's palette with respect to dominant right
and left-handers. The advautages were assumed to be the comfortable han-
dling of this ring memt sinee it does not occlude any object being handled this
way. For detaching the ring menn, over the shoulder deletion was integrated
(see Figure 2.9). Evaluation results showed that the handling making use of
the painter’s palette metaphor is not always as comfortable as assumed. The
reason is that the user fivst has to recognize that the status of the hand changoed
as something is suddoenly attached to it, Then the user has to look at the ring
menu in order to seleet a content specifie operation using the other hand. This
is particularly annoying if the hand is busy with another task already. Addi-
tionally this metaphor makes it impossible to concentrate on the data set as
the user is forced to turn the head towards the ring menu. In the improved
design the ring menu is attached to the calling hand holding the menu pick ray.
It follows the translation of the user’s hand whereas the rotation of the user’s
wrist 18 used to interseet the ring picces with the pick ray. The advantages
are that the menu appears within the user’s gaze and disappears as soon as
the user releases the stylus button again, The menu is designed to be 70%
transparent to avoid occlusion of data (Figure 3.6).

As already mentioned the menus group operations together, In order to apply
operations, tools are sclected, c.g. the zoom operation requires a special zoom
tool. The tools are represented by 3D icons which are attached to the buttons
of the toolbar or to the choices of the ring menu. Usability findings showed
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that representations for the snap back tool, the information tool and the skin
cutting tool were not appropriate in the carly CVE design. Now the snap
back tool is represented by a three dimensional hook icon, the information by
a three dimensional 1" letter icon and the skin cutter tool by a three dimen-
sional knife icon. These virtual tool representations increased the evaluator's
tool recognition rate by almost 80%. Evaluation results indicated also that
carly approaches using two pinch gloves as input devices wore not really ad-
dressing the user’s needs. Reasons are the uncomfortable usage when working
stand-alone collaboratively and trying to hand over pinch gloves to another
user. Another encountered problem using pinch gloves together with pick rays
is that it is almost impossible to keep pointing somewhere and additionally
snap with the middle finger and the thumb for selection.  Similar problets
using pinch gloves have been encountered in [54]. Improvements are made by
using a special three button tool in one hand and a stylus in the other. The
reason for not using three button tools in hoth hands refers to the high cogni-
tive load of their usage due to the many buttons. After modification evaluation
showed that the stylus is rather used in the dominant and the three button
tool in the non-dominant hand.

A sharing vicwpoint metaphor is implemented for manipulating the users’
viewpoint [49] (sce chapter 4). Evaluation results showed that an exo-contrie
viewpoint manipulation is better than an ego-centric when standing almost
beside the partner. In this context exo-centric manipulation is based on how
a user would act in real world by moving laterally. When sharing the same
viewpoint (looking through the partner’s cyes) or sharing the mirrored view-
point (looking from opposite the partner) ego-centrie viewpoint manipulation is
implemented. This manipulation is realized by pressing and releasing a special
button on the three button tool. These observations are valid working at a
Responsive Workbeneh. Because of the limited interaction space it is possible
to access the data set visually from all sides by manipulating the viewpoint
as desceribed above. However, other own evaluations showed that in the CVE
implemented using & CAVE and a cylindrical display no cgo-centric viewpoint
manipulation is needed. Here users prefor exo-centrie viewpoint manipulation
due to the larger interaction space and the pereeption of entire immersion.

In the co-work session the evaluators complement a female skeleton by missing
bones (scction 6.2.3). There the task is aggravated as the skin of the body
is cut in order to make the skeleton visible. Usability findings indicated that
users prefer to get a quick overview of the situation. This leads to the imple-
mentation of a content specific wireframe operation. The users are able to only
render the skin of the body in wireframe and thus have a direct view onto the
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underlying skeleton. With this, strategies can be discussed and collaborative
tasks can be planned more quickly. This content specific wireframe operation
is only usable for getting an overview. For complementing the skeleton the
skin has still to be cut.

In addition, observations of critical incidents are made during the co-presence
session. These critical incidents occur due to network drop outs, indicating
that the pereeption of co-presence is interrelated with the video frame rate.
Further experiments with the video frame rate as parameter showed that the
perception of co-presence vanishes completely if the video frame rate sinks
below 12 fps.

Statistical Analysis

The next phase of the first level analysis is the statistical analysis of the sum-
mative evaluation results. In literature the analysis of numerical data is often
restricted to the direct comparison of caleulated statistical values [92i. In
order to correlate with the work of other investigators direet comparison is
performed [L03]. Computing the average (expectancy) value and its statistical
certainty T £ AT for the usability questionnaire from appendix D leads to the
following values.

Quaestion | Al A2 | A3 Al A5 | AG | AT | AX
T 5.4 4.7 ) 4.2 3.8 4.6 4.0 4.9 4.7
AT 0.54 [ 0.68 1 L.05 10,99 | LO5{ 077 0.76 } 0.7Y

A couspicuous feature of the average values is their low statistical cor-
tainty represented by the high values for AF. This is especially the case for
low average values like they appear for questions A3, Ad and A5 Obviously
one reason is that the statistical certainty of the average value is dependent
from the number of evaluators. The larger the number of evaluators the more
certain the expectancy value 7 and thus the lower A%, But there is another
reason why the statistical cortainty is small for high average values and vice
versa. The distribution of answers to questions with small average values is
more spread whereas the distribution of answors to questions with high aver-
age values is sharper. For example the distribution of answers to a question
with an average value of "3” might look like: 2 times 707, 2 times " 37, 2 times
"6”. Here the answers are spread and the statistical cortainty is very low. An
example for the distribution of answers to a question with an average value of
"5 might look like: 2 times 74", 2 times "5”, 2 times "6”. In this example
the answers are distributed much closer around the true expectancy value of
"5 and thus the certainty of the average value is higher. In any case. the
spread distribution of answers to a question indicates that the evaluators have
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different opinions about the particular evaluation item. Although it is much
more expressive to have a uniform answer pattern the spread distribution of
answers implies problems with usability. If so, more investigations concerning
the special evaluation item have to be made.

However, the average values reprosent important information about usability
too. The highest average value with corresponding high certainty is computed
for question A1 rating the responsiveness of the CVE (see appendix D). High
values are also found for A2 (usability of input devices). A7 (alignment of tools)
and A8 (alignment of menus). Lowest average values but with low certainty
are computed for A3 (working with sterco glasses) and A4 (working with the
cabling). As discussed above the statistical values for A3 and A4 indicate that
not all evaluators pereeived the work with sterco glasses and cabling as es-
pectally uncomfortable. The analysis of these special usability assessments in
conjunction with the analysis of the external observations delivered no further
results. From this, preliminary conclusions are drawn, indicating that the bad
assessinent of the stereo glasses and cabling is mainly influenced by personal
pereeption rather than general frustration with the system or even inability to
use the CVE,

Proceeding with the analysis of the co-presence questionnaire the following
statistical values are computad:

Question | Bl Bz B3 Bd B5 B6 | B7 | B8 | B9 | BlO| Bl
T 51 | 46 | 42 |1 5.5 5.1 49 | 46 | 38 38 | L3 | 8.1
AT 0831 077 1 1221 0.52 | 0.77 | 0.88 | LO5 | 0.92 | 0.71 | 1.07 | 1.35

The average values representing the answoers to questions B1 to 37 are no-
tably high. For example most of the evaluators perceived the partner standing
as a real person (B4) on the other side of the table (B1). Also the partner’s
stereo glasses did not have a very high impact on the perception of co-presence
(B2). Remarkably are the average values for questions BS and BG6. It scems
that evaluators did not perceive the remote partner to be less present when
delays in video and audio transmission occur. Additionally 37 and B3 show
that evaluators think the audio and video representation of the partner are
necessary to complete the task even though the partner was not looking very
often to some of the evaluators. This is indicated by the high uncertainty of the
32 avorage value. In comparison to this it scems contradictory that B10 shows
an average value of about ¥ = 4.3 & 1.07. B10 is asscssing a higher transfer
rate to be an important factor for increasing co-presence. Very interesting is
the high uncertainty A% of question B11. B11 is assessing the position and the
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sizce of the partner to be an important factor for increasing co-presence. Ob-
servations showed that especially evaluators who were much taller or smaller
than the remote partner in reality thought that this parameter increases the
co-presence. This explains the spread distribution of answers to B11.

Computing the statistical values for the questions of the co-work question-
naire results in the following table:

Question | Cl c2 C3 | Cd C5 Co

T 57 5.8 5.0 5.2 3.1 5.1
AT 0491046 | 1.02 | L.0G | 0.86 | 0.53
Question | C7 s 9 | Clo| C11 | 12
7 56 | 5.3 | 40 | 47 | 41 5.5
AT 0.70 1 0.76 | 0.83 | 1.18 | 1.10 | 0.61

Average values assessing collaboration are remarkably high in comparison
to the sessions A and B. The evaluators assessed the co-work session as a satis-
fying (C12) event where they really collaborated (C7) with a real person (C1)
of equal rights (C8). This assessment is a very interesting result as it seems to
disagree with the low value of question C5, Here the evaluators confirm that
they were not looking often to the remote partner although they pretended to
know always where the partuer stood (C4). Which seems a contradiction at
first, but becomes explicable when taking the assessient of question C9 into
account. Here the cvaluators state with an average of T = 4.0 £ 0.83 that
hody and hand gestures did not greatly enhance or support the collaboration.
This leads to the preliminary conclusion that the actions and behaviour of the
remote partner are adeqguately rendered by the representations of tools and
input devices together with acoustic feedback, This is also underlined by the
average values of questions C10 and C11 where the evaluators think they could
have completed the task perhiaps even without the video representation of the
partner.

6.4.3 Simple Guidelines
With the help of the evaluations done so far it is possible to draw and sumn-
marize some conclusions.

Highlights of Expert Heuristic and Formative Evaluation

From the analysis of the expert heuristic and formative evaluation cyeles the
following guidelines can be extracted:

e Static menus should be simple, well positioned and non configurable.
They are well suited for grouping generic operations.
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Dynamic menus should appear within the user's gaze (view) and must
not occlude data. They must be designed in a way that the user is able
to concentrate on the task while using the menu.

During the task intuitive, recognizable tool representations arc necessary.
Additionally they are able to render the actions of the remote partner
adequately.

Input devices chosen should be casily passable from one user to another.
Input devices should preferably support both, left and right handed users.
Additionally they must allow precise application of an operation,

Possibilities to get quick information or even an overview of the current
situation in the CVE must be provided (wireframe technique, World in
Miniature technique (WIM).

Depending on the amount of interaction space and consequently depend-
ing on the display systom intelligent partitioning of ego-centrie and exo-
centric viewpoint manipulation is necessary.

Using immersive telepresence the video frame rate must not sink below
12fps.

Highlights of Statistical Analysis

From the statistical analysis of the evaluation results it is quite difficult to ex-
tract guidelines as they reflect the assessmont of realizations by the evaluators.
Howoever, with the analysis of conspicuous distributions of answers to special
questions it is possible to obtain guiding information.

Cabling of input devices, trackers and sterco 'glasses are pereeived as
annoying. Carcful handling of loose wires is recommendable.

In a consultation situation immersive telepresence supports the work
flow. In this situation network drop outs do not have negative impact
on the pereeption of co-presence as long as the average frame rate docs
not go below 12fps.

In a collaboration situation using immersive telepresence the position of
the remote partner representation should be chosen in a way that both
partners scem to have same virtual size in the CVE independent from
their physical size in real world.

Appropriate representations of the remote user’s tools and input devices
support collaboration more than body and hand gestures.



University of Pretoria etd — Goebbels, G P J (2001)

132 CHAPTER 6. EVALUATION

e When using a RWDB the pereeption of co-presence can be increased with a
remote partner’s video texture representation together with a real back-
ground since due to depth pereeption the user has the impression that
the remote partner stands closer to the table.

o When using a CAVE-like display system or cylindrical projections a re-
mote partner’s video texture representation without background is rece-
omwmendable. This is possible, using a uniform background hehind the
user and a hardware keyer which subtracts this uniform texture pattern
from the users outline. Using a real background together with the video
texture of the remote partner leads to a mismateh of the non-photo re-
alistic virtual scenery and the real video background (see Figure §.3).

6.4.4 Group Analysis

Direct comparison of average values and their statistical certainty is a good
method for getting initial quick results. T order to obtain more detailed infor-
nmation about usability of the CVE this method is not sufficient. Additionally,
for investigating the problem of spread answer distributions another method
than the direet comparison needs to be considered.

Hwman communication serves as an exchange of information.  Independent
of the appearance of this information the prineiple basis for communication
is alternating cycles of query and answer, On the one hand queries are con-
ceivable which only have one intention or at least expoect one precise answer,
On the other hand there exist more subtle gueries which have more than one
intention. According to evaluation it is possible to extract more than one in-
tention from the items of the questionnaires, Within this thesis questionnaires
are designed in a way that the same evaluation item could be evaluated by
more than one question of different evaluation sessions. With the help of these
special questions the following dependencies of evaluation itews for the H — ¢
and ¢ — H flow are decoded:

e DPerception of the system’s responsiveness and its impact on collaboration
(Al, B1, C1, C3)

e Tmpact of sterco glasses, cabling and input devices on collaboration
(A2, A3, Ad, B2, B3, D3, D4)

e Pcreeption of tools and tool representations
(AG, A7, C3, D1)
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Pereeption of menus and functionality
(A5, A8, D1, D5, D6)

Impact of audio/video transfer rate on co-presence and collaboration
(B1, B5, B6, B10, C5)

Perception of telepresence and its impact on collaboration
(B6, B7, B8, BY, B10, B11, C5, CG, CY, C10, C11, D4, DG)

Perception of co-knowledge and collaboration
(B1, B4, C1, C2, C5, C6, C7, C8, C12, D2, D7)

With these decoded dependencies it is now possible to analyse the different
evaluation sessions again.
Statistical Analysis

Comparing the average values and their statistical cortainty of the questions
Al Bl Cl and C3 leads to the following table.

Quostion | AL | Bl Cl C3
T H.d 5.1 5.7 | 5.0
AT 0541 083 1 0.49 1 1.02

All four questions assess the pereeption of system responsiveness, cither
explicitly or implicitly. In this group comparison question Al directly queries
information about the respousiveness of the system. The questions of the co-
presence session (B) and the co-work session (C) assess the system’s respon-
siveness implicitly. Thoese uostions query information about the pereeption
of collaboration and co-presence explicitly. Remarkable is that all the aver-
age values and their statistical certainty highlight the system’s responsiveness
equally good and its impact on co-presence and collaboration as positive.

Questions A2, A3, Ad, B2 and B3 evaluate the impact of hardware components
such as input deviees, cabling and stereo glasses on collaboration.

Question | A2 | A3 | Ad | B2 | B3 | D3 | D4
T 4.7 | 4.2 3.8 4.6 4.2 5. 5.2
AT 0.68 | 1,051 099 1 0.77 | 1.22 {1 0.69 | 0.76

The usability ratings of the evaluators are average. The influence of hard-
ware equipment on collaboration is assessed as average. The diversity of an-
swers is expressed by the high uncertainty AT of A3 (comfort of the sterco
glasses) and B3 (was your partner looking at you). In accordance to these
assessients the observer questions D3 and D4 confirm that the evaluators had
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problems selecting tools and problems with orientation. Here the statistical
certainty of observer evaluations are average.

Similar evaluations arc encountered for the representations shown in the first
part of the following table:

Question | A6 | A7 | O3 | DI Question | A5 | AS | D1 | D5 | D6

T 4.6 | 49 | 50 | 3.2 T 46 | 47 | 3.2 | 46 | 48
AT 0.77 1 0.76 | 1.02 | 0.73 AT 105) 0701 0.73 | 0.5 ] 0.85

The evaluators assessed the tool representations bit better than average

suitable (AG) and their alignment as more or less appropriate (A7), With €3
the evaluators confirmed to know about what the partner was doing in the
collaboration session which is ascribable to the tool representations. However,
the high uneertainty of C3 indicates that some evaluators knew about the
partner’s actions but others did not. The time which was required to think
about an operation hefore applying is assessad by the observers to be average
with a normal certainty value,
The second part of the result table shows the ratings of A5, A8, D1 D5 and
DG, Users evaluated the appearance of text (AH) and the alicnment of menus
(A8) to be a bit hetter than average but not as good. Inforal observations
showed that the high uncertainty value for the assessnient of text in the CVE
is mainly influenced by the physical size of the users. Users whicl were siallor
than the average user had problems to read the text due to the declination
of their viewpoint. Obviously text is not readable from any point in the in-
teraction space, The assessment from the observers imply that the evalnators
did not have to think too much ahout performing a cortain action implicd by
problems with the menus (D1). But remarkable is that obsorvers notice a loss
of concentration during the sessions (D5). Ioven more, the highest assessient
in this context is encountered for question D6, Here the observers confirm
that the evaluators were able guite quickly to correet mistakes and continue
the work.

The [ollowing table shows statistical values for questions rating the impact
of audio/video transfer rate on co-presence and collaboration,

Quostion | Bl D5 B6{ BT C5
T 510 61 1 49 ) 43 | 31
AT 083 | 0.77 | 0.88 | 1,07 | 0.86

Evaluators confirmed that they pereeived the remote user as standing on
the other side of the table. Even a delay in video and audio transfer rate did
not have a negative impact on immersive telepresence and thus on the pereep-
tion of co-presence (B5, BG, B10). As described in chaptor 5 the audio and
the video streams are not synchronized. This does not seem to have negative
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impact ecither, Experiments with the network delay showed that this is valid
as long as the transfer rate is high cnough to guarantee smooth movements.
The magic threshold is 12fps. This result is remarkable as most of the evalua-
tors confirin that they did not look often to the partner during collaboration,
From this the conclusion is drawn that the video representation of the remote
partner serves rather psychological than direct support purposes. This point
is discussed in section 6.4.6 again.,

The following tables show cven more decoded dependencies than the ones
above.

Question | B7 | Bs | B9 | Bi0 | Bi1 | C5
T 4.6 1 38 | 38 | 4.3 | 3.1 3.1
AT L0511 092y 070 | LO7 | 1.35 | 0.86
Question 1 €6 | Co | Ci10 Ci1 | D4 | D6
T 5.1 4.0 | 4.7 | 4.1 52 | 4.8
AT 0531 083 | L1s | L.10 | 0.76 | 0.85

The pereeption of telepresence and its impact on collaboration is assessed

implicitly by the questions B7, B8, B9, B10, 311, C5, Co, C9. €10, C11,
D4 and DG, The table shows a very uniforin answer pattern. Most of the
average values ave distributed into the interval between 3.0 and 5.0. The eval-
uators have the opinion that the video representation of the remote partner is
necessary with an average value of F = 4.6 & 1.05 (B7). Here the statistical
uncertainty is quite high. On the other hand the evaluators said that maybe
they are able to complete the task even without a video representation of the
remote partner (B8). Again this result is accompanied with a high statistical
uncertainty.
In accordance to the evaluation results, the perception of co-presence cannot
really he itmproved by better lighting or positioning/scaling the representation
of the partner (B9, B11). The audio/video transfor rate is perecived as a factor
that might improve the situation (B10). It is conspicuous that the evaluators
spoke more often (C6) than they looked at the partner (C5) during the col-
laboration session. Here the questions CL0 (necessity of the partner’s video
representation) and CLL (ability to complete task without partner’s video rop-
resentation) are asked again (saune with questions B7 and B8). The ratings are
nearly the same as in the co-presence session which iimproves the certainty of
the result as their statistical certainty of the average values is quite high with
0.92 to 1.18. Additionally C9 assesses the henefit of collaboration from hand
and body gestures to be lower than expected. The observers confirm with D4
awd DG that the evaluators were able to correct mistakes and return quickly
to work. The users did also not have significant problems with orientation and
therefore the following conclusion is drawn.
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The video representation of the remote partner has a psychological impact on
the perception of co-presence, co-knowledge and collaboration, This means
that the partner is contacted visually, (looking at him/her) only in the case
of problems. Most of the time the audio connection and appropriate mapping
of tool and input device representations scems to be much more important
than the video connection. Informal observations cmphasize this reflection.
Section 6.4.6 deals with this problem again.

The group analysis of the pereeption of co-knowledge and collaboration is
interesting as well as challenging, The following table shows the statistical
rosults:

41 Cl 2| O3 | €4 Cr | Cs | Ci2| D2 | D7
W | 6.7 | 58 | 46 | 82| 506 | 53| 55 | 3l 0O

A21049 1 046 1 077 1061 070} 0.76 1 0.61 | 0721 6

Quoestion | Bl B
T 5.1 5

AT 0631 (

= =~

The high average values indicate that the collaboration is pereeived as quite
convineing, The remote partner was pereeived as personally (I34.C'1) standing
at the opposite side of the table (BL). The collaboration was satistying (C12)
since most of the evaluators would like to work with the same remote part-
ner again (C2). During the collaboration they perceived themselves as equal
partuers (C7) and also treated the partner as a person equal in rights (C8).
Although the values are a bit lower than the average the evaluators knew where
the partner was standing (C4) and what the partuer was doing (C3) during the
collaboration session. This values are confirmed by observer assessments of the
amount of time the partuers had to debate hefore they came to an agreement
about a particular action (D2). The average value of 3.1 indicates that the
tine needed to do this is average. A clear " Yes” rating is given for the fun the
users had while working in the CVE.

6.4.5 Advanced Guidelines

With the help of the group comparisons it is possible to draw some very im-
portant conelusions. From this the following guidelines can be extracted:

e Ensurc high system responsiveness. It is pereeived as having very positive
impact on collaboration. Even downsizing the application in order to
decrease the CPU load is recommendable. A good system responsivencss
is guaranteed if all inputs and outputs are processed and rendered within
less than 50ms.

e Although the work with input devices is assessed to have negative influ-
ence, this pereeption scems to be very subjective. However, it is essential
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to facilitate the usage of VE input deviees as well as shutter glasses and
cabling.

o Using descriptive text in a Virtual Enviromment the developers should
ensure that the alignment is realized with respect to the user's physical
size. Readability should be provided from any point within the CVE
interaction space. This is especially interesting when using a CAVE-like
display system or a cylindrical projection. In this case deseriptive toxt
can be attached to the user's gaze, hody or input devices,

e Appropriate tool awd input device representations of the remote partner
are adequate means for supporting the perception of co-presence which
is the basic requiremnent for collaboration. With the help of these repre-
sentations the influence of video is redueed to support collaboration only
psychologically.

e When integrating immersive telepresence into a CVE, audio and video
streams do not necessarily ueed to be synchronized., Even the resolution
plays a tangential role.

6.4.6 Variation Group Analysis

Comparing statistical values of different evaluation sessions as well as compar-
ing group items suflers from the small munber of evaluators,  Although it is
possible to encounter and interpret trends in the answer behaviour the sta-
tistical cortaintios of the computed average values are very low. In order to
overcome this problem special evaluation parameters are determined. These
parameters chiange the initial evaluation conditions for different groups. The
presiumption is that when changing the initial evaluation conditions by the
evaluation parameters special answer patterns are provoked. This produces
better results than simply evaluating more users under the same conditions.
Tha following evaluation parameters are defined:

1. Remote user’s tool and input device representations.
2. Remote user representation using telepresence.
3. Enhanced collaboration.

In the first case the tool and the input device representations of the remote
partner arc removed from the co-presence and co-work session, This is done in
order to foree the partners working together to try and substitute the missing
representations by other tools as good as possible. This change is assumed to
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have a great impact on the perception of co-presence.

The remote user representation (video texture) is removed in another group
and it is interesting to sec whether the users arce still able to work together.
Most of the evaluators said that they would have been able to complete the
task even without the remote partner’s representation as the statistical results
in section 6.4.4 indicate.

The last paramcter is the collaboration session itself. An enhanced co-work
session is chosen in order to foree the users to work together in a more collabo-
rative way. The parancter is supposed to have great impact on the pereeption
of co-presence and co-knowledge and thus collaboration. The co-work session
is changed in a way that the users do not have to complement the female
skeleton by missing boues anytnore while cutting skin, The new task is to
assemble a snapshot of a running human out of the lying (standing) skeleton
by changing the positions of all bones.

The last change in comparison to former evaluations is that the usability ques-
tionnaire is handed out together with the co-work questionnaire. The idea is
to investigate the influence of the changed evaluation conditions on usability
items too.

Statistical Analysis

The abbreviations for the four different evaluation sessious are Ref for the
reference group, NT (no tools) for the group without tool and input device
representations, NV (no video) for the group without remote user representa-
tion and EC for the enhanced collaboration task group. Thereby the reference
group (Llef) is trying to fulfill the same task as the NT and NV group but
working with all representations.

The first part of the statistical analysis deals with the investigation of per-
coption of co-presence and the impact on collaboration.  The dependencies
which are decoded in the group analysis seetion above are still valid and are
considered here again, Hence the poreeption of co-presence is intended by the
following cuestions (B4, C1, B1, BG, B10, D4, DG):

[ Question B4 | | Question C1 |
X AX X AX
1. Group (Ref) 5.5 | 0.51 1. Group (Ref) 57 | 0.49
2, Group (NT) 58 | 0.30 2, Group (NT) 56 | 0.55
3. Group (NV) 58 | 0.30 3. Group (NV) 571 047
4. Group (EC) | 5.3 | 0.76 4. Group (EC) | 5.6 | 0.61
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[ Question B1 | [ Question B6 |

X AX X AX

1. Group (Ref) 5.0 | 0.66 1. Group (Ref) 4.9 | 1.12

2. Group (NT) 4.5 [ 0.78 2. Group (NT) 5.1 | 0.82

3. Group (NV) | 1.7 | 1.13 3. Group (NV) | 4.0 | 0.35

4. Group (EC) 5.2 | 0.69 4. Group (EC) 5.0 | 0.84

l Question B10 |
X AX

1. Group (Ref) 241 097
2, Group (NT) | 4.6 | 0.8
3. Group (NV) [ 4.7 | 0.90
4 Group (EC) | 3.6 | 1.45

] Question D4 | [ Question D6 |
X AX X AX
L. Group (Ref) 5.0 | 0.50 1. Group (Ref) 5.3 1 090
2. Group (NT) 53 1 0.59 2. Group (NT) 4.6 | 0.85
3. Group (NV) 5.0 1 0.5 3. Group (NV) 4.7 | 0.68
4. Group (EC) | 4.8 | 0.82 4., Group (EC) [ 45 | 0.97

Lowest ratings of the evaluators are highlighted using a bold font. The
EC group assessed the questions B4 and C1 as lowest although the differences
hotween the average values of the other groups arve quite small. For example
the difference to the highest ratings (NT and NV) is only about 0.5, which lies
within the statistical uncertainty. In general it is conspicuous that the lowest
assesstients ave given by the groups NV and EC, the group without video rep-
resentation and enhanced collaboration session respectively. So for example did
the NV group assess question B1 with a very low value of X = 1.7 1.13. This
result is not surprising whercas the low NV assessiient is astonishing. The NV
group says the partner is less present due to delays in audio transmission. It
seets that people who sulfer from the absence of a visual representation have
a higher esteem for an audio connection as it is the only communication link
to the partner. From this it is clear that the NV again assessed the transfer
rate as the factor which is able to increase the pereeption of co-presence. This
resudt is closely followed by the NT group which suffers from the absence of
tool and input device representations and thus esteem an intact awdio connec-
tion. Additional observer evaluations confirm that the enhanced collaboration
group had less problems with orientation within the CVE (D4) but needed
more time than others to correct mistakes and continue the work (DG). The
NT and NV groups gave low assessinents to question D4 as well. The reference
group has the highest evaluations of D4 and DG.

This leads to the following conclusion: the enhanced collaboration and the
absence of the remote partuer representation show the greatest impact of the
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evaluation parameters in contrast to the reference group without any changes.
Absence of representations scemns to affect the perception of co-presence. These
users try to compensate for this absence by complementing representations.
Working together more collaboratively on a more challenging task has positive
influence on orientation within the CVE but leads to more handling errors.
Further observations showed that the evaluators of the enhanced collaboration
group (EC) lost concentration quicker than other evaluators.

The sccond part of the statistical analysis deals with the investigation of per-
ception of co-knowledge and the impact on collaboration. Again the depon-
dencies which are decoded in the group analysis scction above are still valid
anc are considered here again. Hence the pereeption of co-knowledge and col-
laboration is intended by the following questions (C2, C3, C4, C6, C7. C8,
C12, D2):

[ Question C2 | [ Question C3 |
X AX X AX
Group (Ref) 59 1 0.31 . Group (Ref) 5.0 | 1.02
Group (NT) 6.0 | 0.00 . Group (NT) 4.2 1 0.66
Group (NV) 6.0 ] 0.00 . Group (NV) | 39| 0.72

e

A
S| =~

=
o

4. Group (EC) | 5.8 [ 0.46 4. Group (EC) ha | 05

| Question C4 | [ Question C6 |
X | AX X | AX
L. Group (Ref) 5.0 | L0OG 1. Group (Ref) { 4.0 [ 0.76
2. Group (NT) 4,2 | 0.78 2. Group (NT) he L 0.30
3. Group (NV) | 3.1 | 0.92 3. Group (NV) 53 | 0.59
4. Group (EC) 52 | 051 4. Group (EC) 5.0 053

[ Question C7 | | Question C8 |
X | AX X | AX
1o Group (Ref) 5.6 | 0.69 1. Group (Ref) 54 | 0.97
2. Group (NT) | 5.2 | 1.22 2. Group (NT) 5.6 | 0.67
3. Group (NV) 52 [ 079 3. Group (NV) | 52 | 0.79
4. Group (EC) 5.6 | 0.70 4. Group (EC) 5.3 1 0.85

| Question C12 [ Question D2 |
X | AX X | AX
1. Group (Ref) 55 | 096 L Group (Ref) 3.8 | 0.89
2. Group (NT) 4.2 | 0.73 2. Group (NT) 4.9 | 0.38
3. Group (NV) | 4.1 | 0.63 3. Group (NV) 44 1 1.12
4. Group (EC) 5.6 | 0.84 4. Group (EC) [ 55 | 1.12

Again, most of the lowest assessments are given by the NV group, the one
without remote partner representation. The enhanced collaboration EC group
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assessed question C2 lower than the other groups. However, with a value of
X = 5.8 & 0.46 this statistical average still belongs to the generally high rat-
ings of this question. Therefore question C1 will not be considered for further
evaluations. Because of the absence of the partner and his/her input device
and tool representations it becomes evident that the evaluators did not always
know where the partner was standing (C4) and doing (C3). Thercfore C3 and
C4 show low average values for the NT and NV groups with NV a bit lower
than NT. In order to compensate for the missing representations these groups
spoke more frequently to the partner than other groups (C6). The lowest aver-
age value is encountered for the reference group. Obviously there was no need
to talk much with the partner as they were working with all representations
on an casy collaboration task.

Although there was more communication within the NT and NV than in other
teams the evaluators did not have the impression to be equal in rights during
the collaboration session (C7). Also the partner is not accepted to he equal
in rights as C8 indicates. The collaboration was especially satistying for the
enhanced collaboration on the first place and the reference group on the see-
ond place (C12). NT and NV suffered again from the missing representations.
The enhanced collaboration task which forces the partner to work togethoer
more collaboratively has positive influence on the overall satisfaction. The
work was perceived as a suceess. The drawback is that these partners had
to debate more before they could come to an arrangement about a particular
action (D2). The observers gave low assessients for the NT and NV groups
too.

After this analysis the following conclusions are drawne it is confirmed again
that users try to compaousate for missing representations with other tools or
forms of communication. To force wsers into a situation where they have to
search for alternatives has negative impact on the pereeption of co-kunowledge
and user satistaction,

The third part of the statistical analysis deals with the investigation of the
impact on usability with respect to the changed initial evaluation conditions.
Lowest ratings are highlighted using a bold font.

i Question Al [ Question A2 |
X AX X AX
1. Group (Ref) | 5.2 | 0.74 1. Group (Ref) 55 | 0.68
2. Group (NT) 57 1 0.35 2. Group (NT) 4.7 1 0.38
3. Group (NV) 5.2 | 0.57 3. Group (NV) [ 4.0 | 0.76
4. Group (EC) 5.4 | 0.50 4. Group (EC) 4.5 1 091




University of Pretoria etd — Goebbels, G P J (2001)

142 CHAPTER 6. EVALUATION

| Question A3 | [ Question Ad ]
X AX X AX
1. Group (Ref) 501 059 1. Group (Ref) 4.9 ( 047
2. Group (NT) 4.1 1 0.59 2, Group (NT) 3.9 1 0.83
3. Group (NV) | 89| 0.77 3. Group (NV) | 26 | 0.77
4. Group (EC) 4.5 1 1.02 4. Group (EC) 42 1 09

[ Question A6 | [ Question A7 |
X AX X AX
I Group (Ref) | 5.1 ] 061 1. Group (Rel) |48 | 057
2. Group (NT) [ 4.1 | 0.86 2. Group (NT) | 4.2 | 0.66
3. Group (NV) 4.3 1 0.83 3. Group (NV) 4.3 1 0.90
4o Groap (EC) 4.9 ) 0.76 4. Group (EC') 4.7 1 0.89

( Question A8 | l Question D1 |
X AX X AX
1. Group (Ref) 5.2 | LOG I Group (Ref) 4.8 1 0.90
2. Group (NT) [ 4.3 ] 0.59 2. Group (NT) Hel | .30
3. Group (NV) 4.3 1 077 3, Group (NV) | .8 | 0.97
4. Gronp (ECY) 491 0.72 4. Group (ECY) AR 076

Most of the lowest assessments are given again by the NT and NV groups,
Especially the NV assessments of user comfort concerning input devices (A2),
stereo shutter glasses (A3) and cabling (A4d) are very low. The average values
are closely followed by the low assessments of the NT group. Both groups
see the user comfort as problematic while working,  The low average value
of the reference group for question Al is not fitting into this scheme, Al is
querying information about the responsiveness of the systen, Apart from this,
the highest assessments are always given by the reference group, Low average
values with a quite high statistical cortainty are computed for the NI group
without remote tool and input device representations for questions AG, A7
and A8, These questions are querying information about tool representations
and whether they are intuitive (AG) and about the alignment of tools (A7)
and menus (A8). The external observers confirined that the evaluators on the
NV group had to think the longest before they were able to perform a certain
action. It is conspicuous that the order of average values from low to high
begins with assessuments of the NV group, closely followed by the NT and EC
groups. Obviously the enhanced collaboration does not affect usability items
negatively although they are lower than the assessment of the reforence group.
These observations enable to draw the following conclusions.

Conclusions and CVE Rating Scheme

With the variation group analysis it is confirmed that the absence of represen-
tation forms has a negative impact on usability. It is proved by the statistical
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results from the variation group analysis that a missing remotc partner rep-
resentation handicaps the CVE tcam more than missing remote tool and in-
put device representations. The intensification of a collaborative work session
without restrictions in representations shows impact on usability too. Now in
conjunction with the conelusions of evaluation analysis sections 6.4.2 and 6.4.4
it is possible to formulate a CVE rating scheme.

This scheme consists of a chain which starts with the most important thing
for a CVE, the audio link to the remote partner. Without audio it is im-
possible to work adequately. The next component is the video representation
of the remote partner.  Although this representation form is important it is
not essential for the completion of the collaborative task. The users are able
to compensate for this missing feature with other adequate tools or forms of
communication. The third item is the remote tool and input device represen-
tation. These representations support completing the collaborative task but
they are also not essential. It is proved from the conclusions of the former anal-
ysis sections that compensation always performs at the expense of usability or
the pereeption of co-presence and co-knowledge. Users who do not sutfer any
wissing representation features perecive the collaboration in a CVI as most
satisfying. If only one feature is missing the usors have to compensate for it by
adequate other tools and mechanisis, As a consequence the users are unable
to concentrate on the task. The compensating tools and mechanisims stress
most of the user’s senses ina way that these are occeupied and overloaded.
Therefore the users pereeive the usage of equipment, virtual tool and menus
as disturbing and confusing. Users who feel supported are rather willing to
accept components which are weak in terms of usability.

6.4.7 Advanced Guidelines

Finally it is possible to formulate some further guidelines with the results
obtained by the variation group analysis :

o CVE design and realization should consider the CVE rating schewe,

e An audio link to the remote partner(s)/team needs to be more reliable
than a video link.

A synchronization of audio and video streams is not necessary as long as
the delay is not bigger than ten frames.

Appropriate remote tool and input device representations are supportive
but with minor importance relative to the video link.
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o If appropriate remote tool and input device representations are difficult
to realize ensurc that equivalent, compensating tools and mechanisms are
offered. Action feedback is able to help overcoming this representation
drawback.

e Lxport heuristic, formative and sununative evaluations of the stand-alone
Virtual Environment might not be able to identify weaknesses concern-
ing the usability design for a collaborative Virtual Envivonment. The
alignment of virtual tools and menus as well as the usability of input and
output device combinations and other equipment should be designed and
implemented with respect to CVE evaluation results.

e Work tools and mechanisms should be designed in order to dishurden the
users senses. High cognitive load, uncomfortable, non-intuitive usability
and usor fatigue have negative impact on the pereeption of co-presence
and co-knowledge and thus collaboration.

6.4.8 Conclusions

This chapter introduced an evaluation framework for Collaborative Virtual En-
vironments derived from a Human-Computer-Human interaction model. With
thic help of this evaluation framework 60 non-VE-expert evaluators assessed the
CVE in terms of usability and collaborative awareness, For doing so alternat-
ing eycles of expert heuristice, formative and sunumative evaluation are applied.
The statistical analysis of the numeric evaluation results are then used for the
formulation of CVE implementation guidelines supporting team work. For per-
forming intelligent evaluation, specific questionnaires and evaluation items are
designed and a new analysis method (Variation Group Analysis) is developed.
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Chapter 7

Conclusions and Future Work

This thesis is a careful investigation of distributed, collaborative interaction
between geographically dispersed teams using projection based Virtual Envi-
rounments.

In the beginning of this work the basies of Virtual Environments (VE) and
Collaborative Virtual Environments (CVE) were described. These are differ-
ent rear-projection based display systems like the CAVE and the Responsive
Workbeneh.  In addition, different devices for interacting with the Virtual
Environment were presented such as the Cubic Mouse, pen-like six degree-of-
freedom locator devices as well as haptic deviees (Phantom), Different software
toolkits were discussed with respect to distribution support. Avango as GMD's
software framework was used to implement the applications developed in this
work. The basic concepts of Avango were deseribed briefly in chapter 1 and in
wore detail in the implementation chapter 5, Thereby Avango’s field interface
was deseribed as well as the importance of field conneetions,  Additionally it
was explained how the distribution mechanisin makes use of this field interface
in order to handle the database duplication problen,

The related work relevant to this thesis was presented in chapter 2. This
includes a detailed discussion of interaction technigues which are applica-
ble in two-dimensional Graphical User Interfaces (GUIS) as well as in three-
dimensional Virtual Environments (VEs). However, it was possible to show
that a usage of two-dimensional interaction techniques in three-dimensional
VEs is non-trivial.  Most of the techniques have to be modified to be able
to fulfill three-dimensional requirements. Hence, new techniques especially
for Virtual and Collaborative Virtual Environments have been developed. A
good reference frame for doing this represents body-relative interaction for
rear-projection based Virtual Environments. In combination with other tech-
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niques such as speech recognition new and intuitive three-dimensional interac-
tion techniques are designable. Additionally, a survey on selected Collabora-
tive Virtual Environments was presented which were chosen due to their use
of tele-immersion approaches. The objectives of the CVE applications were
introduced and it was shown how interaction in these Collaborative Virtual
Environments is designed.

From the basic chapters 1 and 2 as well as during the presentation of the
different CVE approaches it became clear that the absence of a classifying
framework for collaborative interaction is the most challenging problem when
designing VEs and CVEs. Hence, chapter 3 presents the theoretical approach
of this work with which designers and programmers are able to analvze user
tasks and interaction cycles in VEs.  The results of this analysis. describe
a User+Need Space (UNS) which determines the appearance of the Collah-
orative Virtual Environment.  Performing the mapping of the UNS to the
CVE representation components is claborated. These representation compo-
nents are user representation, remote user representation, data model repre-
sentation and functionality. enviromment representation, virtual input deviee
representation and virtual tool representation. In order to find the best inter-
action the low-level makeup of interaction is analysed. Therefore interaction
tasks were narrowed down and interaction templates were found. The devel-
oped Awarcness-Action-Feedback (AAF) loops are such interaction templates.
These AAT loops provide the possibility to understand and analyze very tiny
steps ininteractions. With their help it was possible to form complex inter-
actions through the combination of these loops, Together with the analvsis of
Awarcness-Action-Feedback loops for autonomous and collaborative interac-
tion eycles the desired Application+Interaction Space was determined.

An example application was developed and deseribed in detail in chapter 4
using the theoretical approach. A User-+Need Space was determined exemplar-
ily. The interface and application specific information was provided according
to a task involving two users and using a Responsive Workbench-Responsive
Workbench setup as well as a Responsive Workbench-CAVE setup. Starting
with a detailed User Task Deseription all necessary representation components,
metaphors, operations and interaction techniques are determined.

With the deseription of a currently developed CVE combining a Responsive
Workbench, a CAVE and a Cylindrical Display is was possible to exemplify
the application design process of very complex CVE., The User Task Descrip-
tion for this CVE describes an adventure game based multi-user experience for
practising team work.
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CVE implementation details were introduced with respect to the used hard-
ware and the software configuration in chapter 5. The hardware configuration
was presented for a distributed setup using the two Responsive Workhenches,
and for the distributed setup using a Responsive Workbeneh and CAVE. These
two configurations include input devices for interaction, computers for render-
ing and distribution, and computers for video and audio streaming. Addition-
ally it includes equipment such as shutter glasses, infra-red emitters, cameras
as well as microphones and headphones.

In addition to the detailed deseription of Avango the video conferencing soft-
ware for Immersive Telepresence was presented. This was done with respect
to the mono and sterco video conferencing capabilities. A solution for sending
synchronized sterco video frames was introduced as well as a solution for the
integration and rendering of the synchronized sterco images in the CVE.

Evaluation Conclusions

The evaluation of the described and implemented CVE application in chapter 6
was producing many different results assessing usability aspects of CVEs and
collaborative awareness in these environments. The theovetical evaluation ap-
proach for Collaborative Virtual Environments was derived from the developed
Human-Computer-Human interaction model presented in chapter 3. With the
hielp of this evaluation framework 60 non-VIE-expert evaluators assessed the
CVIL.

For doing so, alternating eycles of expert houristic, formative, and summative
evaluation were applied. For performing an advanced evaluation, specific ques-
tionnaires and evaluation items were designed. The results of the evaluation
wore analysed separately according to the Expert Heuristic Analysis. the First
Loevel Analysis, the Group Analysis and the especially developed Variation
Group Analysis, The results of these analyses were used for the formulation
of CVIE design guidelines supporting team work, The usability findings and
recomuiendations of the expert evaluators are concerned with the following
items:

e positioning of the toolbar, which groups together generie operations

handling of the ring menu grouping content specific operations

[ J

tool representations on menus

[ J

three button input device and stylus vs. pinch gloves

ego-centrie vs. exo-centric viewpoint manipulation

graphical representation of data sets
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e vidco frame rate

From the First Level Analysis, the Group Analysis and the Variation Group
Analysis it was possible to present results that concern immersive telepres-
ence, representation of input devices and disturbance factors of collaborative
AWALCICSS.

First Level Analysis

The results found during the First Level Analysis are:
Imanersive Telepresence (First Level Analysis)

o In an cducational scenario immersive telepresence supports the work flow.
In this situation network drop outs do not have a negative impact on the
pereeption of co-presence as long as the average frame rate does not go
helow 12fps.

e In a collaboration scenario using immersive telepresence the position of
the remote partner representation should be chosen in a way that hoth
partners scett to have same virtual size in the CVE independent from
their physical size in real world, This is particularly important when
partners arce given cqual rights for manipulating the data as it was the
case in the co-work sessions,

o When using a Responsive Workbenel the perception of co-presence can
he inercased with a remote partuer’s video texture representation to-
gether with a real background. Because of the depth pereeption the
user has the impression that the remote partner stands closer to the ta-
ble. This effect is not obtainable if the partner’s outline is cut out using
chroma keying techniques.

Input Dewvice Representations (First Level Analysis)

o Appropriate representations of the remote user's tools and input devices
support collaboration more than body and hand gestures.

Disturbance Factors (First Level Analysis)

e Cabling of input devices, trackers and stereo glasses are perceived as
annoying. Carcful handling of loose wires is recommended.
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Group Analysis

For handling the problem of the spread answer patterns group analysis was
used in the third part of the analysis. Results obtained by this analysis method
concerning immersive telepresence, representation of input devices and distur-
bance factors are:

Immersive Telepresence (Group Analysis)

o When integrating immersive telepresence into a CVE, audio and video
streams do not necessarily need to be synchronized unless the delay is
bigger than 10 frames. Even the rosolution plays a tangential role, since
participants spent most of the time looking and working on the virtual
data.

e The experiments show that the remote partner representation is erucial
in situations where problams need to be resolved. The use of the vidoo
connection enhances the collaboration at a psychological level but its
cuality can be traded off against other representation components.

Input Deviee Representations (Group Analysis)

e Appropriate tool and input device representations of the remote partner
are adequate means for supporting the pereeption of co-presence which
is the basic requirement for collaboration, With the help of these repre-
sentations the influence of video is reduced to support collaboration only
psychologically,

Disturbance Factors (Group Analysis)

e High system respounsiveness is perceived as having very positive impact
eu collaboration. Lven downsizing the application in order to decrease
the CPU load is recommendable. A good system responsiveness is guar-
anteed if all inputs and outputs are procossed and rendered within less
than 50ms.

o Although the work with input devices is assessed to have negative influ-
ence, this perception seems to be very subjective. However, it is essential
to facilitate the usage of VE input devices.

e Using descriptive toxt in a Virtual Environment the developers should
cusure that the alignient is realized with respect to the user's physical
size. Readability should be provided from any point within the CVE
interaction space. This is espeeially interesting when using a CAVE-like
display system or a cylindrical projection. In this case descriptive text
can be attached to the user’s gaze, body or input devices.
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Variation Group Analysis

Although it was possible to cncounter and interpret trends in the answer be-
haviour the statistical certaintics of the computed average values were vory
low. In order to overcome this problem special evaluation parameters were
determined. These parameters were changing the initial evaluation conditions
for different groups. The presumption was that when changing the initial eval-
uation conditions by the evaluation parameters special answer patterns were
provoked. This was producing better results than simply evaluating more users
undler the same conditions. The results of this especially developed Variation
Group Analysis are:

o With the variation group analysis it is confirmed that the absence of
representation forms has a negative impact on usability, It is proved by
the statistical results from the variation group analysis that a wissing
remote partner representation handicaps the CVE team more than miss-
ing remote tool and input device representations. The intensification of a
collaborative work session without restrictions in representations shows
impact on usability too.

o In conjunction with the evaluation results obtained by the former anal-

-

yses it is possible to formulate a CVE rating scheme.

CVE rating scheme

The CVE rating sclieme consists of a chain starting with the audio link to the
remote partuer, which is proved to be the most important for a Collaborative
Virtual Environment., Without audio it is impossible to work adequately, The
next component is the video representation of the remote partner. Although
this representation form is important it is not essential for the completion of
the collaborative task, The users are able to compensate for this missing fea-
ture with other adequate tools or forims of communication (i.c. remote tool
representation and audio). The third item is the remote tool and input device
representation.  These representations support completing the collaborative
task but they are also not essential.

It is proved from the results of the statistical and group analysis that com-
pensation always performs at the expense of usability or the perception of
co-presence and co-knowledge. Users who do not suffer any missing represen-
tation features pereeive the collaboration in a CVE as most satisfying. If only
one feature is missing the users have to compensate for it by other adequate
tools and mechanisis, As a consequence, the users are unable to concentrate
on the task. The compensating tools and mechanisms stress the user's senses
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in a way that these become overloaded. Thercfore, the users perceive the us-
age of equipment, virtual tools and menus as disturbing and confusing. Uscrs
who feel supported arc rather willing to accept components, which are weak
in terms of usability.

Further Design Guidelines

Finally it is possible to formulate some further guidelines with the results
obtained by the variation group analysis:

o CVE design and realization should consider the CVE rating scheme,

e An audio link to the remote partner(s)/team needs to be more reliable
than a video link. Synchronization of audio and video streams is not
necessary as long as the delay is not bigger than ten frames.

o Appropriate remote tool and input device representations are supportive
but with minor importance relative to the video link. If appropriate
remote tool and input deviee representations are difticult to realize ensure
that equivalent, compensating tools and mechanisms are offered. Action
feedback is an appropriate solution for overcoming this represeutation
drawhack.

o Export heuristic, formative and summative evaluations of the stand-alone
Virtual Environment might not he able to identify weaknesses concern-
ing the usability design for a Collaborative Virtual Buvironment. The
alignment of virtual tools and menus as well as the usability of input and
output device combinations and other equipnient should be designed and
implemented with respeet to CVE evaluation results.

e Work tools and mechanisms should be designed for disburdening the
users senses. High cognitive load, uncomfortable, non-intuitive usability
and user fatigue have negative impact on the perception of co-presence
and co-knowledge and thus collaboration.

Future Research

Beside interesting results concerning usability and collaborative awareness in
CVEs the thesis offers a great amount of possibilities for further interesting and
challenging investigations. The ideas for these further investigations concern
the following most important items:
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¢ Framework:

The structure of the taxonomy in chapter 3 is such that additional com-
ponents and operations and metaphors can be casily incorporated. Re-
fincments of the taxonomy allow for performing better design analyses
and for obtaining more subtle results concerning usability evaluations.

Persistence:

Parsistence was not the focus of the thesis. However, it is the basis for
long term collaborative work. Persistence here denotes the ability to
save and maintain the state of the environment. For the realization of
CVEs able to support distance education persistence should be consid-
ored. Thus its influence on usability and collaborative awareness should
be analysaed.

Disturbance Factors:

It is necessary to investigate further evaluation parameters in orvder to
screen a wider range of disturbance factors that might atfect collaborative
interaction in CVEs. The more disturbance factors are encountered the
more valuable are the evaluation results.

Evaluators:

Although the Variation Group Analysis is able to reduee the problem
of high uncertainty values of the evaluator’s answer behaviour, a higher
nwmber of experimental subjeets should be evaluating the CVIZ appli-
cations. The higher the number of evaluators the smaller the standard
deviation and the more certain the evaluation results.

Questionnaires:

As it was possible to see from the variation group analysis it is necessary
to design the qilestionnaires with respect to the type of analysis to be
performed. Future work should try to design refined quoestionnaires for
obtaining further results.

Interaction Techniques:

This work was not analysing the usability of interaction techuiques in
particular due to the strong dependency of the task and application.
Evaluation of interaction techniques and metaphors, however, needs to
he performed for assessing usability problems of these environments.

Task Complexity:

The implementation of more complex tasks should be considered. This
allows for analysing the influence of the task’s complexity on the user’s
behaviour working in the CVE. From the results obtained so far, it will
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definitely have an impact on the pereeption of co-presence and the us-
ability of input devices and tools.

e Peripheral Influences:
For performing advanced usability studics of CVEs peripheral influences
such as user preferences should be analyzed. These could consider the
influence of highlighting colors, situation dependency, different reprosen-
tations of the remote partner, and positioning of the remote partner.

e Multiple Sites:

The focus of this thesis was on teams working at two difforent sites. Most
probably concepts for team work including more than only two sites will
differ. To support multiple sites hecomes extremely interesting when
investigating the possibilities of CVEs for advanced remote education and
game parks. The basis for investigating this special multi-site interaction
problewt is developed combining the Responsive Workbeneh, the CAVE
aud the Cylindrical Display for the adventure game based multi-user
experience deseribed in chapter 4.

The list above is a set of suggestions future investigations could go. Neverthe-
less, with the help of the methodology and tools developed and implemented
in this thesis, the basis was created for investigating eminently interesting and
diverse problems which are related to the design and development of Collalo-
rative Virtual Environments,

Besides specifie results, T hope it was possible to show that Collaborative Vir-
tual BEnvironments represent intriguingly interesting and modern working envi-
romuents. Their further development as well as their application is extremely
challenging and important for our modern society.
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Appendix A

Glossary

It is important to define cach of the major tering that relate to this work, so that
the problem is well understood when talking about collaborative interaction
in Virtual Environmments, In addition, this list is used by the non-VE expert
evaluators as most of the ters appear in the questionnaires (Appoendices C-

G).

e display systems = Monitors denote display systems for example. There
exist even more advanced displays systems, like a room displaying imagoes
on cach of its four or five walls. This room is called CAVE.,

e sterco glasses, shutter glasses = A special type of glasses that cnable
viewing of artificial sterco images in a Virtual Environmnent.

e Virtual Environment, VE = VEs arc synthetic, computer generated
environments which inunerse the user and generate the illusion to be at
another place,

o Collaborative Virtual Environment, CVE = CVLIs arc multi-party
VEs which allow a number of users to share a common virtual space,
where they may interact with cach other and the environment itself.

e being present = Decnotes the feeling of being in another world or of
somceone clse being in your world.

¢ lighting uniformity = Lighting uniformity denotes the overall result
of all light sources in your environment. They determine the brightness
and contrast of most of the things there. The uniformity will determine
whether there are parts really bright while others are dark.

e transfer rate = The transfor rate denotes the rate with which your
environment imports and exports data from and to other environments.
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The higher this transfer rate the more smooth movements of things in
your environment appear to you.

cabling = As most of the technical equipment nceds electricity they
arc connected to energy sources using cables,  Additionally cables are
used for transferring data from external devices to the computer and
vice versa.

physical input device = Pen like devices or computer game joysticks
are clectronic input tools for interacting with the virtual world. These
physical input deviees enable the user to interact with the computer and
arc often denoted as man-machine-interfaces,

tool = Tools arc representing different operations, actions and function-
ality. A tool could be a virtual pair of pliers or a hammer or a scalpel
for example. They are often presented on special toolbars and menus.

virtual tool representation = They represent the selected tools which
are then attached to the physical input device. This could be a small
three-dimensional hammer model following the movements of the user's
hand.
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Appendix B

Stereo Video Scheme Code

;3 instantiate and register the DivoService
(define divo-service (make-instance-by-name "fpDivoService"))
(=> divo-service ’register-service "DivoService")

;3 instantiate and register the movie service
(define movie-service (make-instance-by-name "fpMovieService"))
(=> movie-service ’register-service "MovieService")

;3 instantiate a movie texture ;;

(define movie (make-instance-by-name "fpMovieTex"))
p

;3 instantiate the fpDrawEyes node and

;3 configure them for the left and right eye

(define left-eye (make-instance-by-name "fpDrawEyes"))
(define right-eye (make-instance-by-name "fpDrawEyes"))

;1 set both fpDrawEyes nodes active but assign
;3 the start to the right eye

(-> (-> left-eye ’Enable) ’set-value 1)

(-> (-> right-eye ’Enable ’set-value 1)

(-> (=> right-eye ’WhichEye 1)

;3 instantiate fpFile nodes and
;; load the screen geometry to play the movies on
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(define screen-eye-left (make-instance-by-name "fpFile"))
(define screen-eye-right (make-instance-by-name "fpFile"))

(-> (-> screen-eye-left ’Filename) ’set~value "./data/video-screenlLeft.iv")
(-> (> screen-eye-right ’'Filename) ’set-value "./data/video-screenRight.iv")

;3 instantiate a fpDCS for grouping everything
;3 and plug the tree together

88 e n e s e e o et ot ot

(define screen-dcs (make-instance-by-name "fpDCS"))

(=> (> left-eye 'Children) ’add-ivalue Eyeleft)

(-> (> right~eye ’Children) ’add-ivalue EyeRight)

(-> (> screen-dcs ’Children) ’set-value (list right-eye left-eye))
(-> (> scene~root ’Children) ’set-value (list movie screen-dcs))

;7 create a material, set it blank, it is later used
;; for overriding the screen geometry
(define material (make-instance-by-name "fpMaterial))
(-> (> material ’Diffuse) ’set-value (make~vec3 0 0 0))
(=> (> material ’Alpha) ’set-value 0.5)
(-> (-> material ’FrontColorMode) ’set-value 0)
;3 assign the material to the fpDrawEyes nodes
;3 it is used for overriding the material of the screen geometry
;3 in the pre— and post-draw-call-backs
(-> left-eye ’Material) ’set-value material)
(-> right-eye ’Material) ’set-value material)

(-
(

\A4

;3 determine where the texture comes from and

;3 onto which geometry the texture has to be mapped

(-> (-> movie ’URL) ’set-value "Divol")

(-> (-> movie ’Nodelist) ’add-1value screen-eye-left)
(-> (-> movie ’NodeList) ‘add~-1value screen-eye-right)

;3 finally play the video ->
;3 that means set the download of video texture active

B8 e s e o e e ot s et 1 ot o e S e T Bt e o ot St S (S T G S 8 R et ot it B S N G it e Bt s ot P
y

(-> (-> movie ’Playing) ’set~value 1)
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Appendix C

Introduction questionnaire

e [hr Alter
Your age

¢ Welchen Beruf iiben Sie aus ?

What is your profession ?

e Sind Sie
Are you
— O Rechtshénder / right-hander
~ (O Linkshénder / left-hander
— (O beidhéndig / both-handed
e Wicvicle Stunden in der Woche henutzen Sie cinen Computer ?
How often do you use a computer per week ?
— (O weniger als cine Stunde / less than one hour
- (O 1-5 Stunden / 1-5 hours
— (O 5-10 Stunden / 5-10 hours
— (O 10-30 Stunden / 10-30 hours
— (O mehr als 30 Stunden / more than 30 hours
e Mit welchen Eingabegoeridten haben Sie Erfahrungen ?
Which of the following input devices have you used already 7
~ (O Mouse
- (O Joystick
— (O Touch Screen
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— (O 3D Eingabegeriite / 3D input devices
— (O Andere / others :

e Haben Sie jemals Virtuelle Umgebungen benutzt 7
Have you cver used virtual environments 7

= O hiufig / often
— () manchmal / sometimes
— O nicmals / never

o Wofiir benutzen Sie Thren Computer ? (Mehrfachnennung mdaglich)
What do you use your computer for 7 (more than one tick possible)

— (O Textverarbeitung / Text editing
— () Spicle / Gawes
- (O Internet surfing
— (O 3D Modellierung / 3D Modeclling

e Welche der Displays haben Sie schon benutzt ?
Which of these display systems have you used already 7

~ (O Monitor (mit/with Mouse und/and Joystick)
— (O stercoskopisch/stercoscopic Monitor
— (O Stercoskopische Projektionswand / stercoscopic projection Wall
- (O Responsive Workbench (TM)
— (O CAVE(TN)
— (O Head-Mounted Displays
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Usability questionnaire

e Al. Hatten Sic das Gefiihl, daf ihr VE auf Ihre Eingaben reagiert hat 7
Did you feel the VE was responding to your actions ?
— (O 6 oft/often
-0OF5
Y
— (O 3 manchmal/sometimes
-2
~-0O1
— (O 0 niemals/never

o A2. War das Arbeiten mit den Eingabegerdten komfortabel 7
Did you feel comfortable working with the input devices 7

— (O 6 gut/good

- 05

- 04

—~ (O 3 akzeptabel /acceptable
- 02

- 0O1

— O 0 schlecht /bad

e A3. War das Arbeiten mit der Stercobrille komfortabel 7
Did you feel comfortable working with the sterco glasses 7

161
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— (O 6 gut/good

- 05

- 04

— (O 8 akzeptabel/acceptable
- 02

- 01

= (O 0 schlechit /bad

e A4, War das arbeiten mit der Verkabelung komfortahel 7
Did you feel comfortable working with the cabling ?

- () 6 gut/good

-05b

_ex

— (O 3 akzeptabel/acceptable
- 02

- 01

~ (O 0 schlecht/bad

e A5, Wic beurteilen Sie die Darstellung von Schrift innerhalb des VE 7
How do you rate the appearance of text in the VE 7

- O 6 gut/good

~ 05

~0O4

— (O 38 akzeptabel/acceptable
- 02

- 01

—~ (O 0 schlecht /bad

e AG. Fanden Sie dic virtuellen Werkzeugreprasentationen intuitiv 7
Did you find the virtual tool representations intuitive 7

— (O 6 ja, gut/yes, good
-5
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~ 04
— (O 3 akzeptabel/acceptable
~ 02
- 01
— (O 0 nein. schlecht/no, bad

¢ Wic fanden Sie die Anordnung der
How do you rate the alignment of the

A7. Werkzeuge 7 / tools ?

— (O 6 gut/good

- 05

-~ 04

— (O 3 akzeptabel/acceptable
- 02

- 01

— O 0 schlecht/bad

A8. Meniis 7 / menus ?

- O 6 gut/good

- 05
-~ 04
— (O 3 akzeptabel/acceptable
-02
-~ 01

— (O 0 schlecht /bad
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Appendix E

Co-presence questionnaire

e B1. Hatten Sic das Gefiihl, Ihr Partner stche auf der anderen Scite des
Tisches 7
Did you have the impression your partner was standing on the other side
of the table ?

- (O 06 ja/yes
- 05
oY
O 3 manchmal /sometimes
-02
-0l
= O 0 nein/no
e D32, Hatten Sie das Gefiihl, daff Thre Stereobrille und die Thres Partners
ihre Komunikation behindert 7

Did yours and your partner’s sterco glasses hinter your communication
2

i

— (O 6 iiberhaupt nicht/not at all
- 05

- O4

O 3 manchmal /sometimes
-02

- 01

— O 0 sehr/very

|
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e B3. Hatten Sie den Eindruck, dass Ihr Partner Sic anschaute ?
Did you have the impression your partner was looking at you ?

O 6 ja/yoes

-05

- 04

O 3 manchmal /somctimes
- 02

-0O1

O 0 nein/no

|

|

|

o B4. Hatten Sic das Gefiihl mit ciner Person oder mit einer Maschine zu
kommunizicren 7
Did you have the impression to communicate with a person or with a
machine ?
— (O 6 Person
- 05
~ 04
O 8 kiinstliche Person / artificial person
- 02
~0O1
(O 0 Maschine

!

!

e B5. Hatten Sic wegen der Zeitverzogerung in der Videoiibertragung das
Gefiihl, dafl Ihr Partner weniger préisent ware 7
Did you have the impression due to the delay in video transmission that
your partner was less present 7

!

O 6 nein/no

- 05

oY

O 3 manchmal/sometimes
- 02

~-0O1

O 0 ja/yes

|

!
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e BG. Hatten Sie wegen der Zeitverzogerung in der Audioiibertragung das
Gefiihl, daff Ihr Partner weniger prasent ware ?
Did you have the impression duc to the delay in audio transmission that
your partner was less present ?
— (O 6 nein/no
- 05
- 04
- O 8 manchmal/sometinies
- 02
- 01
- (O 0ja/yes
o B7. Sind Sie der Meinung, dafl das Videobild Ihres Partner wirklich
notwendig ist 7
Do you think that the video image of your partuer is really necessary ?

- (O 6 ja/yes

-0O5

- 04

~ O 3 manchmal/sometines
~ 02

- 01

— (O 0 nein/no

e B8, Sind Sic der Mcinung, da3 Sie Ihre Aufgaben ebenfalls ohne das
Videobild Ihres Partner vollenden konnten ?
Do you think you could complete your task even without the video image
of your partner ?

- O 6 ja/yes

- 05

- 04

— O 38 vielleicht /maybe
- Q2

- 01
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~ (O 0 nein/no

e B’ Welchen Hintergrund hinter Threm Partner haben Sic bevorzugt ?
Which background behind your partuer did you prefer 7

~ (O Kamerahintergrund / camera background

~ (O kiinstlicher Hintergrund (z. B. Operationsrawm) / artificial back-
ground (c.g. operating room)

~ O wniformer Hintergrund (z. B. blaner. schwarzer Vorhang) / uni-
form background (c.g. blue, black curtain)

o Welche der folgenden Faktoren, wiirden die Prisenz Ihres Partners fiir
Sie crhéhen ?
Which of the following factors can increase the co-presence of your part-
ner 7

BY. Ausleuchtung / lighting uniformity

]

O 6 sehr/very
-0O5
-4

O 3 vielleicht /maybe

-~ 02

- 01

O 0 ucherhaupt nicht/not at all

!

|

B10. Ubertragungsgeschwindigkeit / transfer rate

- () 6 sehr/very

- O5

- 04

O 3 vielleicht /maybe

- 02

- 01

O 0 uceherhaupt nicht/not at all

B11. Position und Grofie des Partners / partners position and size
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— (O 6 sehr/very

-5

- 04

— (O 3 vielleicht /maybe

~02

- 01

— (O 0 iiberhaupt nicht /not at all
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Appendix F

Co-work questionnaire

e Cl. Hatten Sie das Gefiihl wit ciner Person oder mit eciner Maschine su
kommunizicren ?
Did you have the impression to communicate with a person or a machine
?
— (O 6 Person
- 05
oY
(O 3 kiinstliche Person / artificial person
- 02
- 01
-~ (O 0 Maschine

]

e C2. Wiirden Sie nochmal mit demsclben Partner zusammenarbeiten ?
Would you collaborate with the same partuer again ?

- (O 6 ja/yes

05

~ 04

— (O 3 vielleicht /maybe
- 02

~0O1

— (O 0 necin/no

o C3. Wufiten Sie imuner, was Ihr Partner gerade tut ?
Did you always know what your partner was doing ?

171
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— (O 6 ja. immer/yes, always
~05

~-0O4

— (O 3 manchmal/sometimes
02

-0l

— (O 0 nein, nie/no, never

e C4. Wufiten Sie immer, wo Ihr Partner gerade steht 7
Did you always know where your partner was standing ?

- 6 ja. immer/yes, always
. ]

- 05
-O4
— (O 3 manchmal/sometimes
- 02
-01

— (O 0 nein, nie/no, never

e C5. Wic oft haben Sie Thren Partner angeschaut 7
How often did you look at your partner 7
~ (O 6 héufig/often
-05
oY
~ (O 3 manchmal/sometimes
- 02
~-01
— (O 0 nie/never
e C6. Wic oft haben Sie zu Threm Partner gesprochen 7
How often did you speak to your partner 7
— (O 6 héufig/often
~QO5
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- 04
O 3 manchmal/sometimes
- 02
-0O1

— (O 0 nie/never

|

e C7. Hatten Sie das Gefiihl wahrend der Ausfithrung Threr Aufgabe gleich-
berechtigt zu sein 7
Did you have the impression you had an equal part while working to-
gether 7

- O 6 ja/ves

- 05

- 04

O 3 wmehr oder weniger/more or less
~-02

-0O1

O 0 nein/no

o C8. Sahen Sic Ihren Partner als gleichberechtigt an ?
Did you sce vour partner as equal ?

O 6 ja/ves

-~ 05

~-04

O 3 melir oder weniger/more or less
- 02

~-01

O 0 nein/no

e C9. Haben die Hand und Korpergesten Ihres Partners dic Zusamien-
arbeit unterstiitzt 7
Did hand and body gesturcs of your partner support your collaboration
l?

|

|

i

{

|

- (O 6 ja/yes
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- 05
~04
— O 3 mehr oder weniger / more or less
- 02
- 01

— (O 0 nein/no
o C10. Sind Sie der Meinung, daBl das Videobild Ihres Partner wirklich
notwendig ist 7
Do you think that the video image of your partner is really necessary ?
— (O 6 ja/ves
- 05
- 04
— (O 3 manchmal/sometines
- 02
-0O1
— (O 0 nein/no

o Cl11. Sind Sie der Meinung, dafi Sic Ihre Aufgaben chenfalls ohne das
Videobild Ihres Partner vollenden kénnten ?
Do you think you could complete your task even without the video image
of your partner ?

- (O 6 ja/yes

- 05

- 04

— (O 3 viclleicht /maybeo
- 02

- 01

— (O 0 nein/no

o C12. War die gesamte Zusammenarbeit befriedigend ?
Was the overall collaboration satisfying ?

— (O 6 ja/yes



05
O 4
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— (O 3 mchr oder weniger / more or less

O2
O1
O 0 nein/no

175
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Appendix G

Observer questionnaire

e D1. Wiclange mufite der Benuzter iiberlegen, wmn eine Tétigkeit auszufiithren
?

How long did the user have to think before performing an action ?

- O 6 kwrz/shortly
- 05
- 04
-3
- 02
-0O1
~ (O 0 lange/long
e D2. Muften sich die Benutzer lange besprechen cine Tdtigkeit auszufithren
?
Did the users have to debate a lot before performing an action ?

- O 6 ja/yes

- 05

oY

— (O 3 mehr oder weniger / more or less
-~ 02

~-0O1

~ (O 0 nein/no

177
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o D3. Hatte der Benutzer Probleme Werkzeuge mit seiner/ihrer rechten
oder linken hand auszuwihlen ?
Did the user have problems to sclect tools with his/her right or left hand

?
- () 6 ja/yves
- 05
~ 04
— (O 3 mehr oder weniger / more or less
ey
- 01
O 0 nein/no

e D4. Hatte der Benutzer Probleme mit seiner/ihrer Orienticrung 7
Did the user have problems with orientation ?

O 6 ja/ves

-0Ob

oY

O 3 mehr oder weniger / more or less
-2

- 01

O 0 nein/no

|

I

e D5. War c¢s offensichtlich, dal der Benutzer wihrend der Session an
Konzentration verlor ?
Did the usecr obviously loose concentration during a session ?

~= O 6 ja/yes

-0OF5

- 04

(O 3 nicht signifikant / not significant
-02

- 01

- (O 0 ncin/no

|
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¢ D6. Wie schnell konnte der Benutzer Fehler korrigieren und die Arbeit
fortsetzen 7
How quickly could the user corrcet mistakes and continue the work ?

O 6 schr schuell/very quickly
o)
- 04
-03
- 02
- 01
O 0 sehr langsam /very slowly

|

e D7. Hatte der Benutzer Spafl wihrend der Session 7
Did the user have fun during the session ?

- (O Ja/ Yes
— (O Nein /No

o Informal obscrvations of the user:
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