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Introduction

Semiconductor technology forms the basis of theanoélectronics industry. The current drive toward
miniaturisation is fuelled by the demand for fasteitching speeds, lower power requirements and
higher integration. As devices become smaller, thegome more sensitive to the effects of minor
imperfections in the crystal lattice. These impditats, calleddefects are formed either during the
growth of the semiconductor crystal or during sujosat processing steps such as metallization, ion-
implantation, annealing and etching, and can affexperformance of devices.

In most cases, defects in semiconductors are dattahto device performance, reducing the mobility
of carriers and acting as trapping and recombinatentres that reduce free carrier lifetime. Howgve
there are a number of applications in which deferts used to enhance device performance, e.g.
electron irradiation induced defects in Si powerddis increase the switching speed of the diodes by
acting as recombination centres at phe junction that reduce minority carrier lifetime (Bg, 1996).

In order to predict the influence that a defect ldduave on device performance (be it detrimental or
beneficial) it is essential that the propertieshaf defect are known. Intimate knowledge of the=di
characteristics would allow the use of defect eegimg to improve the device characteristics by
eliminating detrimental defects and in some casem entroducing defects that enhance device
performance. Peaker (1993) discusses some exanfplegect engineering.

One of the most important techniques used to déteritne electrical characteristics of a defect is
known as Deep Level Transient Spectroscopy (DLTSYyirgua DLTS measurement, the emission of
carriers from a deep-level trap is investigated &mction of temperature. From this data, it isgible

to draw an Arrhenius plot, from which one obtaihe &apparent capture cross-sectiop and the
position of the energy level in the band g&h;. These two quantities are collectively known as the
defect’ssignature which can help to identify the defect. A DLTS ma&@snent can also reveal other
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properties of the defect such as its depth dididbhiand introduction rates, as well as metastataind
annealing properties.

The standard DLTS technique makes use of a lockrpliier (LIA) to analyse the signal from the
sample. However, with modern technology it has bexpossible to digitise the signal and analyse it
numerically. Digital data analysis has a numbeadfantages over the older analogue method: Firstly,
because no repetitive signal is required, it issfiids to analyse much slower transients that would
otherwise take unreasonably long in an LIA syst&econdly, in principle only a single transient is
required to do a complete analysis over the whalguency range — this allows for much faster data
acquisition and the recording of “single shot” eigeas are observed with metastable defects. Thirdly,
the digital data analysis technique allows muchemadvanced data analysis to be performed. This
technique would allow the resolution of the DLTSteys, which is inherently limited with an LIA-
based DLTS system, to be improved using inverse taptasansforms and other deconvolution
techniques (see, for instance Dobaczewski, 19%t@tov, 1997).

In this thesis, the design and construction of gitali isothermal DLTS system is discussed. The
system has been evaluated firstly by measuringnabeu of “standard” defects that have been well
described in the literature and secondly by usintp ianalyse a number of defect phenomena that
would not be observable by a standard LIA-basederysThe results of these measurements are
discussed and some publications, in which thedeiigoes have been used, are included.

In Chapters 2 and 3, the general theory of defaotsdeep-level transient spectroscopy is discussed.
The discussion is not intended to be a completeyshud rather to highlight a number of topics, whic
will be referred to at a later stage and to definmenclature and notation that will be used inrést

of the thesis. In Chapter 4 the design and chaiaat®mn of the digital DLTS system is discussed,
while Chapter 5 describes the general experimgmtadedures that were followed. The experimental
results are presented in Chapters 6 to 9. The ix@etal chapters consist of an introduction desogib
the basic experiment and theoretical backgrounébwed by more detailed experimental procedure
and results. Where applicable, a copy of publishaegers containing the discussed results and
conclusions, have been included at the end oftihpter.

Chapter 10 contains general conclusions and suggsdor further research.
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Some concepts in
semiconductor physics

The properties of semiconductors are adequatelyridescin a number of textbooks. For this reason
only a short description of the aspects of seminotat physics that are relevant to this study vei
The main aim is to familiarise the reader with tertinology and the notation used in this thesis.&o
more complete introduction to the properties ofisemductors, the reader is referred to textboogs e.
Ridly (1988) , Sze (1981), Smith (1978), and Hemig989).

2.1 Metal-semiconductor junctions

A number of early researchers have noted that timeert flowing through a metal-semiconductor
junction depends on the polarity of the appliedtage. This effect was researched further and later
used in point contact rectifiers. Currently, metainiconductor junctions are important because they
are used in devices as well as tools in the armabyfsphysical parameters of semiconductors. Far thi
reason, metal-semiconductor junctions have beelestiextensively.

A number of models have been suggested to exp@inthese junctions operate. In this chapter, the
model proposed by Schottky (1942) will be discussedore detail. This model describes an ideal

case, where the metal and the semiconductor amstimate contact, without the presence of any

interfacial layer or interface states. The Bardeedehdescribes a more general case where thesffect
of an interfacial layer and interface states akerid@nto account (Bardeen, 1947 and Rhoderick, 1988
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2.1.1 The Schottky model

When a metal contact is evaporated onto the sudbhaesemiconductor, a potential barrier is forraed
the metal-semiconductor interface. Here, only tieedor am-type semiconductor will be considered.
The formation of a Schottky barrier prtype material occurs similarly.

2.1.2 The ideal case

Figure 2.1 graphically illustrates the formationaoSchottky barrier. Part (a) illustrates the matad

the semiconductor in their isolated, electricalutral states. Herg, is the electron affinity of the
semiconductor. (The electron affinity of a substaisabe energy released when an electron is added t
the material — i.e. in this case the differencevieen the vacuum level and the conduction band gdge.
¢, and ¢, are the work functions of the metal and the sendaator respectively. (The work function
of a material is the energy required to removelaot®n from the material to the vacuum level - i.e
the difference between the vacuum level and thenFlavel.) Here we only consider the case where
the work function of the metal is greater than tfathe semiconductor, which, in practice, is thastn
important case. This relationship between the twikviinctions causes the Fermi level of the metal to
be lower than that of the semiconductor, and ldad¢he formation of a contact with rectifying
properties.

Now, if the metal and the semiconductor were cotateby means of a thin wire, electrons would flow
from the semiconductor to the metal due to theedifice in work function. Because of this flow of
electrons, a positive charge builds up on the sarfaf the semiconductor, while a negative charge
builds up on the surface of the metal, causinglaatric field in the gap between the metal and the
semiconductor. This electric field opposes the flmwelectrons. The equilibrium condition is reached
when the Fermi levels of the two materials coincitl@s implies that the potential difference betwee
the metal and the bulk of the semiconductor is kefuihe difference in their Fermi levels.

The negative charge that builds up on the surfacéefmetal is caused by extra electrons that are
accommodated within the Thomas-Fermi screeningridistaf about 0.5 A, i.e. within the first atomic
layer. In the semiconductor, the positive chargeaissed by the removal of electrons. However, the
only electrons close to the Fermi level that camdmeoved are those in the conduction band, whieh ar
provided by the ionised donor atoms. Thus, the pesttharge in the semiconductor is provided solely
by the uncompensated donor atoms, left after eesthave flowed from the conduction band.

The concentration of these donor atoms is much Itkger the concentration of electrons in the metal.
This means that electrons are depleted from theumdiosh band up to an appreciable depth,For
carrier densities of $cm™ the thickness of this so-called depletion layegenerally in the order of a
micron. Because the charge in the depletion regiaistributed over a finite distance, the potdntia
changes slowly over the depletion region, and catise bands to bend upwards as shown in Figure
2.1(b).
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Figure 2.1 The forming of a Schottky barrier. a) The metafl dhe semiconductor in their isolated
states, b) electrically connected, c) separated #&ynarrow gap, d) in perfect contact.
(After Rhoderick, 1988.)

The difference between the electrostatic potensithe surfaces of the metal and the semicondisctor
given byV, =J,, where o is the distance between the metal and the semictoid andE; is the
electric field in the gap. As the gap,, is decreased, the electric field stays finiteg{ffé 2.1(c)], and
causesV; to tend towards zero as the gap disappears. Vdeah dontact is made, the barrier due to the
vacuum disappears completely [Figure 2.1(d)], &redanly barrier seen by electrons, is that cauged b
the bending of the bands in the semiconductor.liight of this barrier measured relative to tharker
level is given by

B=0 X 2.1)

The height of the barrier relative to the positidnttee conduction band in the neutral region of the
semiconductor is called the diffusion potentias@atalled the built-in voltage), and is indicateoM\y .
From Figure 2.1(d) it is clear that, under zercslmanditions

Ve =64, (2.2)

where £ is the energy difference between the Fermi level the conduction band in the neutral
semiconductor. From charge neutrality, it can bewshthat (Sze, 1981)

kT Ne
£=KThn <, (2.3)

D



University of Pretoria etd — Meyer, W E (2007)

where N, is the density of states in the conduction banthefsemiconductor andll, is the doping
density.

In practice, it is difficult to fabricate Schottkijodes by conventional vacuum deposition withotltia
insulating layer of oxide about 10 to 20 A thickrfong on the surface of the semiconductor. Thiglay
is often referred to as the interfacial layer. Agiical Schottky diode is therefore better represtby
Figure 2.1(c). The interfacial layer is usually wéhin, so that electrons can easily tunnel throiigh
causing this case to be almost indistinguishabtenfithe ideal case illustrated in Figure 2.1(d).
Furthermore, the potential drag is so small that Equation (2.1) remains a readersgiproximation.

In this discussion, we have made a number of asomspthat are not always valid. For example, we
have neglected the effect of interface states. &amore complete discussion on other aspects
influencing the barrier height, the reader is nefdito Cowley (1965) and Rhoderick (1988).

2.1.3 Behaviour of the barrier under forward and reverse bias

When a bias is applied across the barrier, thetioakhip between the Fermi levels in the
semiconductor and the metal is changed. Under i@ conditions, the electrons from both sides of
the junction “see” the same barrier height relatovéheir Fermi energy. As a result, there is noflosy

of electrons over the barrier in the one or theptlirection.

However, if a forward bias is applied (i.e. a pesitpotential is applied to the metal), the positif
the Fermi level in the semiconductor is raisedtiedato that of the metal. This decreases the amon
band bending, causing electrons in the semicondtcttsee” a lower barrier than those in the metal.
This causes a net flow of electrons from the sendoctor to the metal. As the forward bias is
increased, the barrier presented to the electrensedses, causing an increase in the current fipwin
over the junction.

Under reverse bias, the Fermi level of the semiootat is lowered relative to that of the metal,
causing more band bending and an increase in thigtbseen by electrons in the semiconductor. This
also increases the width of the depletion regidre Barrier experienced by electrons from the metal,
however, stays constant. Thus, the current frommbtal to the semiconductor stays constant, as the
current from the semiconductor to the metal dee®ashis causes the current under reverse bias to
tend toward a limit as the reverse bias is incra3dis continues until the electric field in the
depletion region is large enough to cause dielebimtakdown of the semiconductor, leading to aelarg
current flowing across the barrier. This could eairseversible damage to the device. For a detailed
discussion on current transport mechanisms, sedeRic& (1988) or Sze (1981).

From the discussion in the previous section, ifofes that the relationship betwe&fy and the bias
applied to the diodey,, can be written as

Vo=@ -V, (2.4)
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2.1.4 Calculation of the electric field in a Schottky barrier

The shape of the band edge profiles can be cadzlilat solving Poisson’s equation, subject to certai
boundary conditions. The first boundary conditisbtained from the barrier height, while the selcon
is that there is no electric field in the bulk bétsemiconductor. By choosing= abthe interface, the
boundary conditions can be writtend$0) =V, and E(») = 0. These relationships serve as boundary
conditions for the solution of Poisson’s equatiothe semiconductor, which can be written in the-on
dimensional case as

dv 1
:_p(x) ' (25)
dx® &

where p(x ) is the total charge density in the semiconduct@ depthx and &, is the permittivity of

the semiconductor. In general, contributions frdme walence band, the conduction band, ionised
donors and acceptors and deep levels in the bgndigauld be taken into account. This however leads
to a very complicated equation that can only beesbhumerically. The equation can be simplified by

making use of the depletion approximation.

According to the abrupt or depletion approximatidnis assumed that it is possible to divide the
semiconductor into two regions: the depletion regirectly below the metal, which is devoid ofdre
carriers, and the bulk of the semiconductor, wiiéclectrically neutral, and in which no electrield
exists. In the depletion region, where there arelrotrons in the conduction band, the charge tensi
p(x) is gNp . If the width of the depletion regionyg the charge density in the semiconductor can be
written as

gNp if xsw

. 2.6
0 ifx>w (2.:6)

A(X) ={

By integrating Equation (2.5) twice, and applyitg toundary conditions, the width of the depletion

region can be obtained as
2eV,
w= /_s d (2.7)
aNp

while the electric field and potential in the dejae region are given by

E(x) = _AGNo (W=X) (2.8)
gS
and
V(x)=—q2ND (W=%)2. 2.9)

S

Figure 2.2 shows a graph ofx) , E(X) andV(x) for a typical Schottky barrier.
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Figure 2.2 Graphs of the charge denspy, electric field E, and electrostatic potentia/ in the
depletion region of a Schottky diode. The soli@ lindicates the results according to the depletion
approximation, while the dashed line indicateseffect of a non-zero Debye length.

The charge per unit area in the depletion regiamis

Qy=qWhp =2 No (2.10)

from which it follows that the (differential) capgtance per unit area of the diode is

c=% . &M & (2.11)
o0Vy 2Ny w

In practice, this capacitance is measured by supesing a small oscillating voltagaV, .. on the
applied bias and measuring the current due to tftage. The capacitance is then calculated from the
relation C =AQ /AV . Since the properties of a Schottky diode are lfiglon-linear, it is important

that AV, is small compared to the applied bias, so asmiifiuence the measurement.

It should be noted that the depletion region apipmakon is exactly that — an approximation. In ityal

the transition between the depletion region and bk is not abrupt, but consists of a gradual
transition region, as shown by the dashed lineiguré 2.2. In this transition region the potential
decreases approximately exponentially with a desmaystantLy, called the Debye length Jackson

(1975):
/kTe
L, = s, 2.12
D qzn ( )

where n is the carrier concentration in the semiconductbe effects of a non-zero Debye length are
particularly important when the depletion regiorgeds used to measure depth profiles, where the
depth resolution of the technique is limited by Bebye length.
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2.2 Defects and deep levels in semiconductors

The band structure of semiconductors is generallgutated for an ideal crystal (i.e. one that cimsta
an infinite number of repetitions of the unit ceithout any deviations) at 0 K. In reality, all reatls
contain some chemical impurities or lattice defeBisch an interruption in the lattice periodicitiyeo
crystal is called a defect. These defects can d&sified as point defects in which the perturbatbn
the lattice remains localised (e.g. vacancies, rsttals, substitutions) or extended defects
(dislocations, surfaces, grain boundaries, voidsities). Since small aggregates of several point
defects (e.g. divacancies, vacancy—donor complei@} also cause only a local perturbation of the
lattice, they are generally considered as poirectsfas well.

Since the periodicity of the crystal lattice is immportant factor determining the band structurehef
solid, one can expect that a defect will in somey wiluence the eigenvalues of the Schrodinger
equation. Many of these defects cabmeind states to appear in the forbidden energy gépbke
perfect crystal. These bound states have wave ifunscthat decrease exponentially away from the
defect. Except for numerical techniques, thereoigi@neral theory for calculating the energy lewdls
these bound states, but a number of approximatipply in different limiting cases.

The states in the forbidden band gap can broadlgidssified into “shallow” and “deep” states. The
shallow states are close to the edges of the foebidand and can be described using the effective
mass theory for which the bound-state equationaesito a hydrogenic Schrodinger equation. On the
other hand, deep level defects, which lie closehéomiddle of the band gap, are better descrilyed b
the tight binding approximation. According to thégproximation, the eigenstates of the bound
electrons are expressed as a linear combinatitimedfree-atom eigenstates. This method is frequentl
referred to as the linear combinations of atomiwtals (LCAO) method. The main advantage of the
LCAO method is that it is relatively simple but mothe less gives a qualitatively correct descniptid
many experimental observations. For a detailedrgigsm of these and other methods, see Lannoo
(1981), Jaros (1982) or Ridley (1988).

2.2.1 Emission and capture of carriers from defects

Defect states in the band gap can influence thpepties of a semiconductor in a number of ways.
Except for behaving as donors or acceptors, defiates may also influence the mobility of charge
carriers by scattering, and cause various featard® optical absorption and emission spectruithef
semiconductor. The most important electrical effdfatieep levels in the band gap of a semiconductor
is the emission and capture of charge carrierss@ peocesses cause various transient effects asd ca
defects to act as recombination and trapping centiafluencing the carrier lifetimes in
semiconductors.

The kinetics of emission and capture of carrieosnfrdefect levels has been discussed extensively in
the literature, see Shockley (1952), Hall (1952) &ourgoin (1983). In this section, the case of a
single level with two charge states in a non-deggresemiconductor will be discussed, similarly to

the approach followed by Bourgoin (1983).
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Consider a defect with two charge stafeandB, where in theS state the defect contains one more
electron than in th® state. The notatiors,, e,, k, and k, will be used for the probabilities for
emission(e) and capturgk) of electrons (n) and holes (p).

If one assumes that there is no barrier that tbetrein has to overcome during the capture protiess,
probability per unit timek,, , that a defect in stat captures an electron from the conduction band can
be written as

kn =Cnn:0n\/th,nn’ (213)

wherec, is the electron capture coefficient of the defext,is the electron capture cross section of the
defect,v,, , is the thermal velocity of the electrons in thedaction band anah is the concentration
of the electrons in the conduction band.

A similar equation can be written for holes:

Ky =G, P=0p Vi P (2.14)

where p is the concentration of holes in the valence band.

If the carrier concentration is much less thanddmesity of states in the conduction and valencelfan
the number of empty states in the conduction adenea band is approximately independent of the
carrier concentration. Therefore, it may be assuthatithe emission rate; and g, are independent
of the carrier concentration. Now, § and b are the concentration of defects in st&t@and B
respectively, the rates for emission and captuteotds and electrons are given by:

k,s= G ns electron capture

eb electron emissio 515
k,b=c, pb hole capture (2.15)
&S hole emission

At thermal equilibrium, the capture rates for eaptecies should be equal to its emission rate, i.e.
c,n’s’= g B andc,p’b’ = ¢ §, where the superscripf | indicates values at thermal equilibrium. It
is now possible to solve fag, ande,, giving

3 g
&= 5=0,y, 05 (2.16)
and
b° B°
& =GP 5 =0\, P g (2.17)

At thermal equilibrium, the ratio between the carnteations of the two charge states of the defect is
0

S ET—EF]
S o exd e 218
7 Xp( KT (2.18)

10
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where y is a degeneracy factor equal ZS)/Z(B). Furthermore, at thermal equilibrium the carrier
densities are Bourgoin (1983)

n® = N, exp( EFk__I_ECj (2.19)

and

0 _ E, -E
p =N, exp[ T j (2.20)

Substituting Equation (2.18) into Equations (2.46y (2.17), and using Equations (2.19) and (2i20),
follows that

A Ncexp(——ECk_TET] (2.21)
and
TpVin,pNv E-&
g = e ) (2.22)

Assuming a Boltzmann distribution, the thermal weélo of electrons in the conduction band can be
written in terms of their effective mass, (see, for instance Mandl, 1988)

skt )"’
Virn = [—J (2.23)
my,

and the density of states in the conduction bhids

. N\3/2
1 | mKkT
N, =— . 2.24
c ﬁ( mzj (2.24)

By substituting Equation (2.23) and (2.24) into Etipn (2.21), the emission rate can be written as

2 oMRT B E)
2R g ex T ) (2.25)

Here, in agreement with the more common notatiee,($or instance Miller, 1977), the degeneracy
factor y used by Bourgoin (1983) has been replaced iy, where g is the degeneracy of the defect
level.

If it is assumed that the capture cross-sectich@ftiefect is independent of temperature, it folldiaat

an Arrhenius plot ofin(e, /T?) as a function oft/T should yield a linear relationship from whicteth
defect’'s energyE; and capture cross-sectian, may be calculated. These two values are frequently

11
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referred to as the defect’s signature. The defigetature is one of the important parameters used to
identify a defect during electrical measurements.

Note, however, that the capture cross-section tzkm from an Arrhenius plot is subject to a number
of assumptions, for example, that the capture esestion of the defect is not temperature dependent
Therefore, the capture cross-section calculateah tiee Arrhenius plot is frequently referred to ks t
apparentcapture cross-section and indicateddyy, in order to distinguish it from the capture cross-
section determined by more direct means. For threesaason the energy level of the defect calculated
from the Arrhenius plot, might differ from valuedbtained under different conditions or by other
techniques. The differences between values obtaisewy different techniques, might give important
information about the nature of the defect involved

2.2.2  Defect occupation as a function of time

Many experiments measure the emission and captutefects after the equilibrium concentration has
been disturbed in some way. Consider a semicondumiataining a single deep level with a
concentrationN, . The concentration of occupied defectsNs Due to the emission and capture of
carriers, the concentration of occupied defect efihnge according to

dN
E=(Cn+ep)(NT-l\l)-(q;+ &) M (2.26)
The general solution to this differential equati®n

N(t) = N(0) +[N(0) = N()]exp[-(G + g+ ¢+ @) L, (2.27)

where N() is the equilibrium concentration of the occupiededt for whichdN /dt = 0 and is given
by

Cc, +

"5 (2.28)

N = e or e

It is often helpful to divide defects into two cd&s, namely minority and majority carrier traps.
Majority carrier traps are defects for which therthal emission rate for majority carriegg, is much
greater than the thermal emission rate for minociyriers e,,,. For a minority carrier trap, the
opposite is true, i.eg,, > €. The term=lectrontrap ancholetrap are frequently used to distinguish
defects for whicheg > ¢ and g > g, respectively. Clearly, an electron trap in artype
semiconductor is a majority carrier trap, whileedectron trap in @-type semiconductor would be a
minority carrier trap.

In thermal capture and emission experiments, uswally one of the emission rates dominates the
kinetics, so that Equation (2.27) may be simplifeeshsiderably. For example, for an electron trap in
the depletion region, the emission rage dominates all the other emission and capture ,rateshat
defect concentration as a function of time is gilegn

N(t) = N; exp(-¢ ). (2.29)

12
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2.2.3 Field dependence of the emission rate

In Section 2.1.4, it was mentioned that an eledtall exists in the depletion region of a Schottky
diode. This field may be quite large, almost uphi® dielectric breakdown field of the semiconductor
(~10" V/m). If a defect is placed in the depletion regioraddchottky diode, it will also be subject to
the field, which will distort the shape of its potial well. This distortion of the potential wellan
enhance the emission probability of a carrier tegpn the well. The extent of this enhancement
depends, amongst others, on the shape and dimsngfotihe potential well. A few enhancement
mechanisms will be discussed briefly in the followsections.

2.2.3.1 The Poole-Frenkel effect

The simplest mechanism according to which emissioan electron from a potential well may be
enhanced is the Poole-Frenkel effect. When an redtdield is applied to an electron trapped in a
potential well, the electron is subjected to thm sif both fields. This causes the shape of thenpiale
well to be distorted, thus raising the barrier ba bne side of the defect and lowering it on theot
(see Figure 2.3).

unenhanced emission

ad

undistorted well

/\ Poole-Frenkel enhanced emission

phonon assisted tunnelling

defect level pure tunnelling

distorted wel

@ (b)

Figure 2.3 The distortion of a coulombic well by an electfield. (a) The undistorted (zero-field)
coulombic well and (b) the coulombic well in a dams, external electric field. A number of emission
mechanisms are indicated schematically.

The original theory, as developed by Frenkel (1988als with the one-dimensional case only.
According to the one-dimensional model, the iomisatenergy of a coulombic well placed in an
electric fieldF, is lowered by

A, = |9F (2.30)
TE

When substituted in Equation (2.21), this impliesttthe emission rate of the defect is now given by

e(F) = e(O)ex;{%\/%], (2.31)

13
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where ¢(0) is the emission rate at zero electric fiekdis Boltzmann’s constanfl is the absolute
temperature.

However, the one-dimensional model over-estimates émission enhancement. Hartke (1968)
developed the theory for a three-dimensional veeitording to which the emission rate from a three-
dimensional coulombic well can be described by:

_ T VT, L (BVF BVEY] 1
ool (5 )] e
where
B= (q—sjz. (2.33)
TEE

The emission enhancement due to the Poole-Freffileet és frequently used by experimentalists to
estimate the range of the defect potential. A lomgege potential (e.g. a coulombic well) wouldwho
a far stronger Poole-Frenkel enhancement thanréesitange potential.

The characteristic dependence of the emission(giten electric field ) in the case of the one-
dimensional Poole-Frenkel effect for a coulombidlweamely that loge is proportional toF"?, has
been used as experimental evidence to distingdskeen donor and acceptor defects. The linearity of
this dependence is characteristic of a chargergaaicentre of opposite sign. hrtype material this
would imply a donor type defect, whereas, in p-typaterial this would imply an acceptor type defect
(Bourgoin, 1983).

2.2.3.2 Phonon-assisted tunnelling

The field-enhanced emission due to the Poole-FieaeKect is generally relatively small. Some
defects, however, show a much stronger field ergghemission. This strong field enhanced emission
may be explained by tunnelling mechanisms. Thern&ohanisms discussed here are “pure” tunnelling
and phonon-assisted tunnelling, with the pure tlimgemechanism being predominant in the high
field regions (>18V m™).

The phonon assisted tunnelling mechanism is obdervelefects with a significant electron—lattice
coupling. Due to this coupling, a trapped elecitan occupy a set of stationary quasi levels seghrat
by 7w, with hw being the phonon energy. Elastic tunnelling camtbccur from any of these quasi
deep levels to the conduction band. The couplingstamt or Huang-Rhys fact& (Makram-Ebeid,
1980) is represented by

s=2= (2.34)

14
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where AE is the vibrational energy loss. The field emissiate due to phonon assisted tunnelling
emission as derived by Pons (1979) is given by

e =Y MN,MA,).a-1,). (2.35)

The (1- f, ) factor in the equation is the Fermi-Dirac probifipidf finding an empty conduction band
state,[(A,) is the tunnelling emission probability for an etea at a quasi leved with an energyA,
above the ground state aft], is the probability of finding the electron at guiasel p.

The tunnelling probabilityT (A,) was calculated by Korol (1977) for an electron peegb in a delta
function potential well as

ra)= ;/AeK : (2.36)
gK

where A is the energy position of the deep level below ¢baduction band an# is the WKB
attenuation of the wave function across the paebtarrier separating the trapping site from thee fr
conduction band states. The pre-exponential fagtas equal toq/3% . Assuming a uniform fieldr
and a triangular barrielK is given by

K :ﬂ 2m*

3 E N2, (2.37)

wherem' is the electron effective mass.

The probability, of finding an electron at a given quasi le&l-A , wherep=0, +1, +2,..,
may be calculated from

n, :(1—e’“‘”"T)§ emw’kTJf,(z g w%)), (2.38)

where J is a Bessel function of the first kind andhe integer number of phonons. This model is
based on the assumption that the phonons havela,sivell-defined angular frequencw).

In practice, the theoretical model can be fittedekperimental emission rate vs. electric field data
recorded at different temperatures in order toint#gperimental values for the paramet®end y .
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DLTS: Deep level transient
spectroscopy

Deep levels in semiconductors influence both tleetdtal and the optical properties of the material
There are a number of optical techniques for tharatterisation of deep level defects in
semiconductors. However, one of the main shortcgmiaf these techniques is that they cannot
measure or predict the electrical properties. Sinmgmst semiconductor applications rely on the
electrical properties of the semiconductor, itmmportant to know the electrical properties of apdee
level defect. Furthermore, many of the processes dccur in deep levels that influence device
performance are nonradiative, and cannot be ohbddoyeoptical techniques. Deep level transient
spectroscopy (DLTS) is one of the most versatidhneues used to determine the electrical progertie
of defects.

3.1 The DLTS technique

As described by Lang (1974), the DLTS techniques @séast, sensitive capacitance meter to measure
the capacitance of a reverse-biased Schottky, MQ®ngunction. According to Equation (2.11), the
capacitance of a reverse-biased diode can beddathe width of the depletion region, which imrtu
depends on the charge in the depletion region, tdudopants as well as deep levels. The DLTS
technique measures the change in the capacitante gfinction due to the emission of carriers by
defects in the depletion region, as described hyakon (2.29). By processing the capacitance signal
with a weighting function, the emission rate of tlefect in the depletion region is obtained.
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Consider the case of a Schottky contact om-&ype semiconductor, as shown in Figure 3.1(A). The
semiconductor contains a low concentration of a&dethat causes a deep electron trap with energy
E; . In the figure the bulk of the semiconductor canitey free carriers is indicated by the shaded,area
while the depletion region is left unshaded. Fillad open circles indicate filled and empty traps
respectively. For simplicity, we assume that, &iigi all the traps in the depletion region are g§mp
while all the traps in the bulk of the semiconduecire filled.

At the start of the DLTS cycle, a smaller revergesifor even a forward bias) pulse is applied acros
the diode. [Figure 3.1(B)]. This bias pulse reduttes width of the depletion region, increasing the
capacitance of the Schottky diode drastically. fdgiction in the width of the depletion regiongfithe
traps up to a distance of approximately the depietiidth below the surface of the semiconductor.

After the filling pulse, the reverse bias is retuirio its quiescent level [Figure 3.1(C)]. Thisrewase in
reverse bias increases the width of the depleigion again. However, since some of the deep level
traps in the depletion region are now filled, tharge density in the depletion region is less thamas

in (A), therefore the depletion region is slightyder and the capacitance slightly lower than wbees t
case in (A).

Since the filled traps in the depletion region @beve the Fermi level, they now emit carriers byanse
of thermal processes, as described in SectiornTRi&.causes the charge density in the depletiociomeg
to increase, reducing its width and increasingctifacitance of the junction.

If it is assumed thatN; < N,, the depletion region width will not change sigrahtly during the
emission of carriers. Under these circumstanceés rdasonable to assume that the emission okcsirri
from the depletion region may be described by apoe&ntial decay, as in Equation (2.29). The
capacitance of the Schottky diode is then alsoriestby an exponential decay function

C(t)=C, +ACe™, (3.1)

where A is the decay rate and, is the steady state capacitance of the diode.

If it is assumed that all the defects from the déph region edge to the interface are filled bg th
filling pulse and subsequently emptied, the defecicentration may be calculated from the amplitude
of the exponential decay function by applying Eeqraf2.11)

N, = 2ND%. (3.2)

It is possible to obtain an activation energy amadture cross-section associated with the emigdion
the carriers from the defect by measuring the déoss constant as a function of temperature, as
described in Section 2.2.1.

In the above explanation, it has been assumedhbatefect level is empty in the depletion regiod a
full in the bulk. Since the defect level typicaligs much deeper in the band than the dopant léwel,
defect level intersects the Fermi level a distaAcshallower than the depletion region edge, as shown
in Figure 3.2.
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Figure 3.1 A schematic illustration describing the origin dietDLTS transient. (A): Quiescent state,
(B): Filling pulse; (C) Reverse bias; (D) Exponetilecay as carriers are emitted. The graphs in the
middle show the applied biag, and the change in the capacitance of the didd as a function of
time. (After Miller, 1977.)
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Figure 3.2 An energy band diagram showing the relationshipvieen the depletion region edge and
the position where the defect level intersectd-treni level.
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If a constant dopant concentratid¥), is assumed, then the distangeis independent of the width of

the depletion region, and is given by
1= /2€S(EC-ET) (3.3)
aN,

The result is that the DLTS measurement does rodtepthe region at the depletion region edge, but a
region a distancel shallower, as shown iRigure 3.3 This effect has to be taken into account when
the DLTS technique is used to determine the degfilg of defects or the electric field experiendsd

the defects is calculated. Furthermore, duringréiesient, charges are removed a distahciom the
depletion region edge, therefore Equation (3.Rpisstrictly valid, and a more careful analysisde®

be performed in order to obtain quantitatively eotrvalues. DLTS depth profiling and the precawgion
that need to be taken are discussed in detail hyaZd982).

metal semiconductor

[« AW >

w(V)

Figure 3.3 Filling (top) and subsequent emission (bottom)etefctrons from a deep level in the
depletion region, assuming a constant Fermi lelrethe top diagram, the filling of the defect duyin
the filling pulse is shown. Note that due to baedding and the depth of the defect level, the tlefec
level is filled to a depthl shallower than the depletion region edge. Afterfiling pulse, the width of
the depletion region increases by an amofwt. Carriers are now emitted from a band of defedth w

a width Aw a distanceA shallower than the depletion region edge.
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3.2 Analysis of the DLTS transient

In the idealised case, the DLTS capacitance trahsi@ained from a sample with a single defectlleve
is an exponential decay function of the form

C(t)= Ae™+C,, (3.4)

whereA is the amplitude is the decay rate an@,, is the capacitance of the junction at equilibrium.
Many physical processes are described by such ponertial decay process, and in principle
determining the values &, A and C, is reasonably straightforward.

However, it frequently occurs that there is morantlone defect level in the semiconductor and that
these defects have closely spaced decay constaigen a continuous band of decay constantsidn th
case, the capacitance transient can be descritted aam of a number of exponential decay functions
Many techniques have been developed for the detativo of such a multi-exponential function.
However, there are significant problems associatétthi all of the techniques, and the analysis
generally becomes unreliable in the presence senoi

3.2.1 Analogue techniques

The original method used to analyse the DLTS teamsias a double boxcar proposed by Lang (1974).
According to this method, the DLTS signal is obégirby subtracting the capacitance measured at time
t, from the capacitance at tinte (both times measured relative to the filling pulsualitatively the
process may be described as follows: Assume tlasdéimple is at a low temperature and therefore
there is a slow transient. Because the capacitatoms not change much, the DLTS signal
S=Qt)-qt) is very low [Figure 3.4(a)(i)]. As the temperatuseincreased, the decay rate of the
transient increases causing a greater change icaftecitance between timgs andt, . Therefore the
DLTS signal increases as the temperature is inedegSgure 3.4(a)(ii — v)]. This increase in the T3
signal continues until the transient decays so et most of the decay occurs beforeA further
increase in temperature will now decrease the D&ifBal [Figure 3.4(a)(vi — x)]. When the DLTS
signal is plotted as a function of the temperata®,in Figure 3.4(b), a peak is observed. The
expression for the time constant at which the marinin the DLTS signal is observed is easily
derived, and depends on the value$, aiindt, :

_Int, /)

3.5
sy (3.5)

max

Because the capacitance transient is very smadl,iihportant to minimise the effect of noise oe th
measurements. For this reason, the capacitanceurae@nts are usually averaged over a number of
transients and, instead of taking a single polmd,average capacitance values for an interval drgun
andt, are taken.
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Figure 3.4 (a) The change in the shape of a DLTS transiert imitreasing temperature and (b) the
DLTS signal obtained from the transients plottedaafsinction of sample temperature. (After Lang,
1974)

In most modern analogue DLTS systems, a lock-inlifiemis used to analyse the DLTS transient. In
this arrangement, the transient is convoluted witine wave of a fixed frequency according to

S0) :%j o osin[@j dt. (3.6)

The result of this convolution is referred to as LTS signal and is plotted as a function of the
sample temperature. The result obtained is sinidlahat obtained from the double boxcar method,
except that since the lock-in amplifier uses madir¢he signal the lock-in amplifier method is less
sensitive to noise than the double boxcar methodan be shown that, for an exponential transient
with a sine wave weighting function, the DLTS sigreaches a maximum whdn=1/(0.423 ). It is
also possible to use other weighting functionshwirying degrees of success.
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As an alternative to the above method, it is pdsgikeep the temperature constant and ratheigehan
the frequency of the LIA. This technique is refdrte as isothermal DLTS or frequency scanned DLTS
(Henry, 1985). Isothermal DLTS is usually implenshusing digital signal processing, where a fast
analogue to digital converter (ADC) connected tmaputer is used to capture and analyse the data.

Both the boxcar and lock-in amplifier techniques && successfully implemented using a fast ADC

and a computer. Using a computer to analyse timsignat has the further advantage that analysis at a
number of lock-in amplifier frequencies can be deimaultaneously, thereby saving a considerable

amount of time. Furthermore, a much wider rangemoission rates (especially low emission rates) can
be accessed by such systems, allowing defects studeed over a wider temperature range. However,

the main advantage of digital signal processintpas modern techniques to analyse multi-exponential

decay functions such as the Gaver-Stehfest methwretpv, 1997) and various methods for calculating

numerical inverse Laplace transforms (e.g. Dobaskew994) may be used.

3.2.2 Digital processing of DLTS transients

The major shortcoming of the DLTS technique is,teaen for emission from a single defect level at a
single decay rate, the DLTS peaks as obtained Rgadvand LIA analysis are broad, compared to the
typical spacing between defects. This is in stamtmast to optical techniques, which, especiallipat
temperatures, yield very sharp lines. Althoughldtead DLTS peaks are not a serious handicap if only
a single level is present, it is difficult to acately determine the emission rate of defects witfsgion
rates spaced less than an order of magnitude wpart both are present in the same spectrum. In fact
analysis by more advanced techniques has showbifT& peaks that were previously regarded as a
single peak actually consist of a number of digcpetaks that could not be observed due to theelimit
resolution of LIADLTS (Dobaczewski, 1992).

Istratov (1998) compares a number of different Wiing functions. Some of them reduce peak widths
by almost a factor of three compared to widthsiakthby LIA DLTS, but at the cost of decreasing the
signal to noise ratio by more than an order of ntage. Using weighting functions based on the
Gaver-Stehfest algorithm, Istratov (1997) has shtivat it is possible to decrease the peak width by
almost a factor 5 (compared to a lock-in amplifierhile still keeping the signal to noise requirertse

of the input signal realistic.

Another approach to improve the resolution of thd ®technique is to assume that the sample emits a
spectrum of emission rates with a spectral deffigitgtion F(7), so that the capacitance transient can
be written as

c(t) =j0°° F(r)e" or. (3.7)

For the case of a single emission r&&€r) is a delta functiond(r —7,,) , while broader peaks can also
be described. The aim is to obtain thér) corresponding to the measur&{t) . In Equation (3.7)
C(t) is essentially the Laplace transform B{7), therefore an inverse Laplace transform would be
required to obtainF (7). The calculation of inverse Laplace transforma isell-known problem and
many techniques exist to do this calculation amaily as well as numerically. However, in the case
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DLTS, a number of complications arise, that makeeity hard to find- (7). Firstly, C(t) is known
only over a limited interval on the positive realsa therefore the techniques that require thetfanc
C(t) to be known on the complex plane cannot be udad.still possible to calculaté (r) under
these constraints, however, most of these techsique extremely sensitive to noise Gt). The
result is that great care has to be taken in dpirgdssuch an algorithm, and the results obtainedish

be analysed critically. A successful DLTS systerselsbon such an inverse Laplace transform algorithm
has been described by Dobaczewski (1994).

3.3 Differential DLTS

The depth range sampled by the DLTS technique dispen the applied reverse bias and the filling
pulse, which respectively determine the maximum @m@imum of the depth range that is observed.
By recording DLTS transients under different bigsionditions and then subtracting these transiénts,
is possible to observe defects that lie in a lichilepth range only. Such techniques are genersdlg u
to measure defect concentration depth profiles|.sé&vre (1977) or Zohta (1982).

However, this technigue is not limited to the meament of concentration depth profiles. As desdibe
by Equation (2.8), the electric field in the dejartregion also changes with depth; therefore, atefe
at different depths beneath the surface experiglifferent electric fields. Thus, by restricting the
measurement to only a limited depth range, it issgile to observe the behaviour of the defect under
the electric field present at that depth. By apmydifferent bias voltages, it is possible to véng
electric field in the depletion region from apprmately zero to almost the breakdown field of the
semiconductor. If samples with different dopingdisvare used, it is possible to study the behawabur

a defect under electric fields that vary by severalers of magnitude, and a variety of phenomena
described in Section 2.2.3 may be observed.
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Planning of the
digital DLTS set-up

The change in capacitance of the sample during BESDdapacitance transient is typically in the order
of 1% of the total capacitance. Since it is gemgdifficult to measure a signal superimposed ochsa
large background, a lot of noise may be expectedernransient. The problem is not helped by sofne o
the analysis techniques (e.g. inverse Laplacefoems) that are very sensitive to noise and reqaire
high signal to noise ratio of 1000:1 or better. Saquently, great care has to be taken to avoid the
effects of both random noise and systematic eworthe system and particular attention needs to be
paid to using good quality instruments, correcugiing techniques and adequate screening.

If, despite taking all reasonable precautions,sigeal to noise ratio is still too low, random reimay
be reduced by taking the average of a large numb#ansients. This approach is usually followed
where very high signal to noise ratios are requliieeg. for Laplace DLTS. However, it is not feasibl
for very long transients. In this case, it usuall§fices to apply a low pass filter to the measwai.

The averaging of a large number of transients moll reduce noise that is periodic with the applied
DLTS pulse. This periodic noise may occur eitherduse the transient is recorded at a frequency that
is close to that of some source of interferencadlls 50 Hz mains noise and harmonics) or that some
component of the DLTS system generates periodisendihe main source of such periodic noise was
found to be the pulse generator used to bias tnplsa

A further source of error in a DLTS system is terapgre measurement and control. Since the emission

rate of a defect as well as the capacitance otlibée varies with temperature, it is essential that
sample be kept at constant temperature during tH&Dneasurement.
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In this chapter, the requirements of some of thepmments in a DLTS system will be discussed. The
system used in this study will be described andrdiselts of some tests performed on the system are
presented as well.

4.1 Acquisition of the capacitance signal

The main component distinguishing a digital DLTSteyn from an analogue LIA-based system is the
presence of an analogue to digital converter (AB@j digitises the analogue signal and sendsat to
computer for further analysis. In such a systemumber of trade-offs have to be made. Probably the
most important is the speed and the resolutioh@fADC.

4.1.1 Random noise

The amplitudes of typical DLTS transients rangarfrabout 10" down to less than Ibtimes the
average capacitance of the sample, which ranges I®to 300 pF. This implies that, in order to be
able to observe a transient with amplitud€/C of 10 the system has to measure transients with
amplitude as low as 1 fF superimposed on a backgrofi10 pF. Good results in an LIA type analysis
require the noise in the system to be an orderagfinitude less than the smallest expected transient,
0.1 fF. This requirement becomes much more strinféraplace analysis is to be performed where a
signal to noise ratio of 1000:1 or better is reedim order to separate peaks differing by a faivtor

in emission rate. In order to achieve such a lovellef noise, it is important to select a good gual
capacitance meter and to ensure that noise frorputse generator supplying the DLTS bias does not
produce extra noise at the output of the capaatameter.

In most LIA-based DLTS systems, the noise is furtheduced by firstly compensating for the
background capacitance by means of an “offset @@pacThis allows the capacitance meter to be
used on a more sensitive range, providing a highgral to noise ratio. Secondly, the output of the
lock-in amplifier is filtered with a time constantuch longer than the period of the LIA, thereby
averaging the signal over a number of transients.

Similar techniques may also be used in a digital ®kystem, except that the analogue filtering ef th
LIA output is replaced by digitally averaging thatput of the capacitance meter over a number of
transients. According to the Central Limit Theoresmch averaging should reduce the random noise by
a factor of+/n , wheren is the number of averages taken. This averagiciintque is very effective for
fast transients, but becomes time consuming fogdoriransients. Here some of the high frequency
noise may be removed by applying a smoothing dlgorto the transients.

4.1.2 Response time, sampling rate and resolution

In contrast to a temperature-scanned DLTS systangahermal DLTS system keeps the temperature
constant while the transient is analysed for dexayes of different time constants. Since the rasfge
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peaks that such a system can detect at a spesifigerature depends on the range of time constants
that can be analysed, it is important to set upstistem to measure the widest possible range a@fydec
time constants. In general, there is no lower ltmithe speed of an ADC, so only the upper limit wi

be discussed.

In most capacitance-based DLTS systems, the capaeitmeter is the factor limiting the response
time. An estimate of the response time can be ntgdeonsidering a typical capacitance meter
operating at a frequency of 1 MHz. These capacitaneters generally need at least ten oscillator
cycles to measure the capacitance; therefore,ei$ dot make sense to sample at a rate of more than
100 kHz.

Generally, there is a trade-off between the spéeth dDC and its resolution. It is common to find 8
bit ADCs that operate at frequencies in exces06fNIHz, however, as soon as a higher resolution is
required, the techniques used to speed up thesAD&Zs (e.g. flash converters) become prohibitively
expensive and can no longer be used.

As mentioned previously, many of the mathematieehhiques that are used to analyse a DLTS signal
are extremely sensitive to noise and inaccuraci¢sd DLTS signal, and require a signal to noisie ra

of 1000:1. Furthermore, there are frequently nefsikes superimposed on the signal that can be up to
ten times the magnitude of the DLTS signal. Thersfi is rarely possible to use the full rangehsf
ADC for the signal, as some leeway has to be taftde noise spikes. Ideally, the ADC is required t
have a resolution of at least 0.01% of full scake @ digits or 14 bits).

4.1.3 Periodic noise

While the averaging technique described in Sectidnl is quite effective in reducing random noise,
the technique will not reduce noise that is pedaslith the applied DLTS pulse. The main source of
such noise was found to be the pulse generator wsegply the DLTS bias to the sample. For
example, the HP8115 Pulse Generator producesch glitabout 0.5 mV roughly halfway through the
transient (see Figure 4.2 and associated discussiBaction 4.2.3). Since the period in an LIA-lthse
DLTS system remains constant, such a glitch caoslsa shift in the baseline of these systems, for
which is easily corrected. However, when frequescganed measurements are made or the DLTS
signal is analysed numerically, such a glitch halfvthrough the signal can lead to confusing and
misleading artefacts.

4.1.4 Stability

In an isothermal DLTS system, the length of thagrent may vary over several orders of magnitude
from a couple of milliseconds to tens of kilo setenThis poses the problem that the instrumentation
should be able to respond to fast changes in tther af tens of microseconds while remaining stable
and able to record changes taking place over dawvémates or even hours.
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If the same criterion as for random noise is uskd,system has to be stable to a level of approx
1000:1, or10Q :1 relative to the original capacitance for a typit@nsient. This implies that the
temperature, bias voltage and the drift of the cégace meter and the ADC should all be tightly
controlled.

Equation (2.11) can be used to determine the demerdof the capacitance of a sample on the applied
bias. After some manipulation, it follows that
dc __1dv, __1dv,

b S (4.1)
C 2V, 2V

r

From this it follows that in order to measure thgacitance accurately thC/C ~107°, the reverse
bias has to remain constant to one part ia®x or 5uV in the case of a 1 V reverse bias. A similar
procedure can be used to determine the sensitifithe capacitance to temperature changes, which
affect the free carrier density:

dac_dn,

. 4.2
C 2N, (4.2)

If, as a very rough approximation, one assumesahdi K temperature change causes a 10% (linear)
change in the carrier concentration, it followsttha

d—C=O.O5ﬂ—. (4.3)
C T
This implies that, for a transient at 100 K, theperature has to be kept constant to 20 mK in daler
limit AC/C to less tharl0>. However, at low temperatures close to freezetbetcapacitance of a

sample can change very fast, and even higher tetyperstability is required.

Another factor affected by temperature variatianthie emission rate. From Equation (2.21), it fefio
that

d& _ _E-E dT (4.4)
e, kT T

Clearly the quantityE; — E;)/ kT depends on the specific defect involved, howewegrder for the

trap to be observed by DLTS, the depth of the tap- E; has to be significantly greater th&ii . On

the other hand, ifE. — E; is much greater thakT , emission from the trap will be too slow to be

observed. For a typical defect, i.e. the ELR, ¢ E. =0.825 eV) observed at 300 K, the quantity

(Ec - E;)/ KT is approximately 30. I{E; — E;)/ kT is increased by 3, the emission rate drops by an

order of magnitude. A safe maximum value for thiamtity is approximately 50 so that we have

96 _ _5odT (4.5)
g, T

l.e. for 10% accuracy in the emission rate, thepenature needs to be constant to 200 mK. Obviously,
for techniques such as Laplace DLTS where veryomapeaks are to be resolved, better temperature
stability is required.
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4.2 Selection and characterisation of the instrumentation

4.2.1 Digitiser

A good compromise between the requirements mermti@imve was found in the Agilent 3458A
Multimeter. This multimeter uses a multi slope greging A/D converter that is designed in such § wa
as to allow for different conversion speeds. Faneple, at the maximum conversion rate of 100 kHz,
the A/D converter provides 16 bits resolution, &utower conversion rates, the resolution increapes
to 24 bits. A further advantage is that the intégggA/D converter takes the average of the injgna
over the acquisition time, therefore it automaticamoothes the input signal. This has the advantag
that if a signal is sampled at a lower rate (e(QgHZ) the converter does not measure the instamizne
input voltage, but rather takes the average ové&0@ ms period, thus smoothing the signal and
reducing the noise level. The 3458A is thereforpabte of sampling at the required rate with an
acceptable resolution, while much higher resolutoavailable at lower sampling rates.

Furthermore, the short-term stability of the muéiter far exceeds the requirements mentioned in
Section 4.1.

4.2.2 Capacitance meter

A Boonton 7200 capacitance meter was used throdghaustudy. This same model was used in the
LIA-based DLTS system. The 7200 has a fast respandea recovery time of less thaniafter an
overload condition. The capacitance meter alsonallthe user to set a number of other parameters
such as the oscillator signal level and has amriatdias source.

Traditionally, a number of modifications were madeolder model Boonton capacitance meters used
for DLTS measurements such as the 72B and 72BDseThmdifications, described by Wang (1985),
Christoforou (1991), and Chappell (1984) speed hgresponse time of the capacitance meter and
reduces the time the capacitance meter requinectwver from an overload. A number of studies were
made to compare the response of a modified Boor#&D with those of a standard 7200. In all cases,
the response time and noise levels of the 7200 wierdar or better than that of the modified 72BD,
used previously.

In some of the very long period studies where figfidct measurements were made, spurious pulses
generated by the pulse generator during programmoiged unwanted filling of the traps in the
sample. It was therefore necessary to protectahmke from the spurious pulses produced by theepuls
generator by switching the sample to the internas lsupplied by the capacitance meter. An R-C
network was also added to ensure that the samplaimed biased while the relay was switching
between the two bias sources. The circuit diagritheomodification is shown in Figure 4.1. Notettha
the R-C network would influence the transition tiofehe pulses applied to the sample, however since
this experiment involved particularly slow tranggrand the time constafRC is ~150 i s, the effect

of the RC circuit could be neglected.
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Figure 4.1 Circuit diagram of the modifications made to thmsbcircuit of the Boonton 7200
Capacitance Meter.
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4.2.3 Pulse generator

In a DLTS system, the main purpose of the pulsesigear is to supply a filling pulse to the sample,
followed by a constant quiescent reverse bias dusihich the capacitance of the sample is observed.
In many systems, the pulse generator also supbiésmain timing signal and drives accessories such
as fast pulse switches and lasers for optical DIABumber of pulse generators were available in the
department. All were characterised in terms ofrtloeitput noise and periodic glitches. Due to its
programmability and superior performance the Agi&3i.20A was selected for most of the work done
in this thesis, however where faster pulses wegeired, an Agilent 8110A was used.

As mentioned earlier, only a small change in vatagenough to change the capacitance of a Schottky
diode by the same magnitude as a typical DLTS ieanhsdeally, the voltage across the sample should
stay constant to approx. 30/, or at least not vary by more than this valuaiperiodic way. This is
especially true for an isothermal DLTS system, wharsystematic glitch in the output of a pulse
generator, even though its amplitude is much sm#iien the random noise, can produce noticeable
effects.

Since this requirement on the output of the pulsgegator is much more stringent than that required
most applications, it is usually not specified lve tspecifications of the pulse generator, and & wa
necessary to measure the output of the pulse gerer®uring these measurements, the average of
100 pulses was taken in order to reduce randoneransl make the periodic features visible. The
results of these measurements are shown in FigRreCtearly, the old HP8115A pulse generator with
a 0.5 mV step in the middle of its period would het suitable. However, even some of the more
expensive pulse generators, such as the Agilera/8also showed periodic features. The best results
were obtained from arbitrary waveform generatasshsas the Agilent 33120A and the 33220A, which
were relatively free from periodic noise probablchause, in contrast to the analogue oscillator, the
digital electronics controlling the DAC cannot cteip low frequency periodic noise to the output.

It was finally decided to use the Agilent 33120Agsugenerator, which had no noticeable periodic
noise after the pulse, and was not too expensive.UMIST Laplace card also produced a signal that
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was free from periodic noise, though significantipre random noise. This, however, should not be a
problem as the biasing circuit of the capacitanetemeasily filters out the high frequency noise.

1_""""'I""""'I'"""'IIIIIIIIII

(a) HP8115A

(b) 8110A

(c) 33250A

O A B

Deviation (mV)

(d) 33220A

0.05 |

0.00 |t

-0.05 |

Time (ms)

Figure 4.2 The output obtained from six different pulse gatms. In each case, a 1 V pulse was
superimposed on a —1 V background. In order to esigk the periodic noise, the average of 100
pulses was taken. The voltage was measured by noéams HP3458A multimeter on the 1 V scale.
Note that the graphs have different vertical scales
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4.2.4 Rise and fall times

The capacitance meter contains filters that prettemtl MHz test signal from travelling along the
biasing cables and thus leading to erroneous memsmts. However, these filters also act on the
external bias applied via the capacitance met#ndaldiode under test. The positive side effecha t
any high frequency noise in the output of the puemerator is filtered out. However, the high
frequency components are also removed from thadilbulse, causing overshoot of the filling pulse
seen by the diode under test. While this oversimoglatively harmless at the trailing edge, at the
leading edge of the pulse the overshoot couldrihs shallower than intended. The overshoot can be
avoided by smoothing the leading edge of the pH&pire 4.3). At the trailing edge, such smoothig
not necessary, and smoothing may in some casesbevdetrimental. Therefore, the pulse generator
should be able to produce pulses with a slow lepditge and a fast trailing edge. Another reason for
the fast trailing edge is that in the current systthe trailing edge was used for synchronisatsae (
section 4.3.2).
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Figure 4.3 The output of the Boonton 7200 capacitance meteesponse to an external bias pulse.
The solid line shows the output due to a pulsentpeé leading edge rise time of 0.5 ms, which
eliminated the overshoot indicated by the dotted,lbbserved when a fast rise time (25 ns) was. used
The output was measured using a Nicolet 4570 oscitipe and the pulse generated using an
HP33120A function generator.

4.2.5 Sample mounting and temperature control

For DLTS measurements, the sample was mounted Air &roducts APD HC-2 cryostat, on a sample
holder incorporating a sapphire disc that isoldtelsample electrically, but ensured excellentrtiadr

contact with the tip of the cold finger. Myburg @& describe the construction and performanceisf th
sample holder (illustrated in Figure 4.4). Contacthe back ohmic contact was established by muttin
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the sample on a piece of indium foil. Both the Stiyocontact and the indium foil were connected to
the measurement circuit by beryllium copper proBesminimise damage to the Schottky contact, the
tips of the probes were rounded by sanding witly Viee sanding paper. In addition, care was taken
not to scratch the contact when lowering the prdize ensure that the ohmic contact made good
electrical and thermal contact with the indium faih additional probe was used, when necessary, to
apply pressure to the sample next to the Schotikyact.

A Lake Shore 340 temperature controller with DT-&iQdiode sensors (calibrated 10 — 500 K) was
used for temperature control. Using this systemyaié possible to keep the temperature of the sample
constant to£10 mK. In all cases, isothermal measurements were peeidionly after the temperature
stabilised.

Wi
Yw

AN\ ks N\

AgSn Solder

Cu Sample holder

Figure 4.4 A schematic drawing of the sample holder used duBdTS measurements. (Myburg,
1992)

4.3 Other hardware

Except for the ready-made instruments, a numbethdr circuits were required to allow the system to
work. For instance, a circuit was required to syonise the recording of the transient to the DLTS
filing pulse and accommodation had to be madefést pulses, which, due to the filters in the
capacitance meter, could not be applied via thaatgnce meter.

4.3.1 Fast pulse interface

A number of measurements required the applicatfashort pulses €10 us). These pulses would be
severely distorted or even completely filtered lmpthe filters in the capacitance meter. The sofuto

this problem is to use reed relays to connect thisepgenerator directly to the sample, while at the
same time disconnecting the capacitance meter.eSings critical that the sample is never left
unconnected, the timing of the reed relays was@¢hat the capacitance meter was only disconnected
once the pulse generator was connected and thesenwamore contact bounce from the relay.
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Similarly, after the pulse was applied, the pulseagator was only disconnected after the capa@&tanc
meter was reconnected.

Great care was taken to select reed relays witht siagtching times (< 0.1 ms) and minimal contact

bounce. A block diagram of the fast pulse interfacghown in Figure 4.5. This circuit allowed p@se
as short as 50 ns to pass without significant disto

Sample

-

Note: Keep these connections as short as possible in order
to avoid distortion of pulse due to transmission-line effects.

Output _ . High
HP33120A 50 Q % ' ! Boonton 7200 external
Pulse Generator Ground termg 7 N, low| Capacitance Meter |bias input
! 1
! 1
trigger ] |
out
timing circuit

Figure 4.5 A block diagram of the fast pulse interface.

4.3.2 Synchronisation

It is necessary that the multimeter be in some triggered at the start of the transient to enatbte i
start measuring. This trigger has to be accuratensure that the same reference point is used for
different measurements. Furthermore, when fillindsps of varying lengths are used, the multimeter
should always be triggered at a time relative ®tthiling edge of the filling pulse. Thereforewias
decided to trigger the multimeter with the trailiadge of the filling pulse. Since the height anidedf

of the filling pulse can vary, it is not possible tise a level-sensitive trigger. However, since the
HP33210A allows for different transition times fthre leading and trailing edges of the pulse, the
trailing transition of the pulse can be made verst fwithout affecting the slow rise time required f
the leading edge. Consequently, it was decideddgdr on the derivative of the filling pulse. Figu
4.6 shows the circuit that was used. It consisis wabltage follower that acts as a buffer, conretbea
differentiator. The output of the differentiatorfed into a voltage comparator (with some hysteftisi
avoid oscillations) followed by a monostable timérat eliminated spurious triggering due to
oscillations after the initial trigger pulse. Thetjput of this circuit was used to trigger the mukter as
well as an oscilloscope that was used to troublesthe set up.

A block diagram of the complete digital DLTS systenshown in Figure 4.7.
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‘ ﬂ 1 to trigger input of
LS multimeter

from output of 1 ‘ d/dx
pulse generator ‘
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comparator

(with hysterisis) monostable

Figure 4.6 A block diagram of the trigger circuit that wasedsfor synchronisation.

IEEE488 Bus
| St e 1
: ! ! l !
1 | : |
I 1 1
: DC Power Supply — : ! :
' K Boonton 7200 | __| Temperature | __ 1
} Capacitance Meter — Controller N
. __ | HP33120A | Fast Pulse '
Pulse Generator Sample
DLTS. Interface P |
Transient \
trigger | HP3458A | o _____ )
Edge Detector Multimeter Computer

Figure 4.7 A block diagram of the DLTS system showing the m@inponents.

4.4 Software

It was decided to transfer data from the multimétghe computer in real time via the GPIB inteefac
thereby avoiding the need to use the limited bufiethe 3458A for temporary storage. Furthermore,
since the data was transferred during the measmtem® extra time was required for this procedure.
The highest transfer rate needed for measuremexg200 kB/s.

In order to achieve this high transfer rate, thitwsre was written in Borland C and run under DOS,
where the transfer of data would not be interrugigdbther processes. A National Instruments PCI
GPIB interface card was used. With current techmgloa solution under Windows, using an

environment such as LabView is probably possilté, might be preferable to the solution used in this
study.

The acquisition software controlled and programnaddinstruments that were involved in the
measurement. Specifically, the software downloattesl required DLTS pulse to the arbitrary
waveform generator, and settings such as sampditeg resolution and aperture time were set on the
multimeter. The acquired signal was averaged duhirgneasurement, and saved to disk. The program
allowed up to 64k points per transient to be meabswp to the maximum sampling rate of the
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multimeter, and up to 64k transients to be averagdehsurements were automated by writing C
functions that called subroutines in the main progr These C functions served as confirmation of
measurement conditions, while further commenti@sé C functions were used for explanatory notes
and further documentation.

The raw data obtained from the measurement progvasismoothed using a linear weighted least
squares smoothing algorithm (Jacoby, 2000), in whie data points for the smoothed curve was
determined by performing a weighted least squatesfa window of points surrounding the point in
question. The weights of the points were seleaatktrease rapidly as points further from the paoint
question. The advantage of this smoothing technigjtigat it allows for interpolation so that poiiirs

the smoothed data set could be spaced differeatihdse in the unsmoothed data set. In order to
reduce the amount of data involved, the time iratisrwere spaced logarithmically.

In order to show DLTS spectra over a wide rangauber of transients of differing lengths were
recorded. More averages were taken for shortesigats, thereby reducing the noise, while less
averages were taken for longer transients, wheotrimg could easily reduce noise. The recorded
transients were combined to form one long trangieming the smoothing procedure. This procedure
reduced measuring time, while still producing atable DLTS spectra. Care was taken that the filling
pulse was of sufficient length to fill all defecis, order to ensure that both the short and thg lon
transients started under identical conditions hso there was no effect carried over from the nevi
filling pulse.

Some experiments were made to interlace the rewpufi the transients. According to this procedure,
the longer transient was always preceded by a nuofbepetitions of the shorter transient, thereby
making measurement conditions more similar. Howesiace this interlacing procedure required more
intricate programming, and the more simple procedirrecording the transients of differing lengths
separately provided good results, the interlaciag not used.

DLTS spectra were obtained from the smoothed ctgpa® data by simulating the action of a lock-in
amplifier being swept over a frequency range. Th& ®signal was calculated by

S(7) :%j o Dsin(?j dt. (3.6)

Further manipulation of the signal, such as subtra@nd peak detection was performed using the
program SigmaPlot.
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Experimental

5.1 Introduction

The experimental section is organised in four ofagpof which this one is the first. Each describes
some background theory relevant to the topic. & decided to rather discuss the aspects of theytheo
which are not directly related to DLTS, as parttted experimental section where it is closest to its
application.

5.2 Sample preparation

5.2.1 Gallium Arsenide

The same procedures for sample preparation wetewid in all experiments. The sample was
chemically cleaned before evaporation of the ohiicyell as the Schottky contacts. The procedures
used in both cases were similar, except that akgabiefore the evaporation of Schottky diodes,
included etching. Myburg (1992) describe the chamieaning procedure in detail: It involved
degreasing in boiling trichloroethene, followed tiyysing once in isopropanol and then twice in de-
ionised water p >10"® Qcm). Etching was performed, for 30 s, in a solutiér8@arts NH (15 mol
dm™) and 1 part KO, (30%) in 150 parts de-ionised water at 25°C. Eighias followed by another
rinse in de-ionised water, followed by oxide rerrdmes mol dm?® HCI (2 min) and a final rinse in de-
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ionised water. The samples were dried under arstreb high purity nitrogen, and immediately
transferred to the evaporator.

Ohmic contacts were formed by the deposition of30i A), AuGe (2000 A) and Au (2 500 A) on the
n* back surfaces of the sample, before the fabricatibthe Schottky contacts. The contacts were
annealed at 450 °C for 2 min in a quartz tube uad@w of Ar.

Before evaporation of the Schottky contacts, thepdes were dipped in 6 mol dimHCI for 2 — 3
seconds. Depending on the metal being depositttkraiesistive or electron-beam evaporation was
used to deposit the contacts through a mechanisik.m

5.2.2 Silicon

Before the deposition of Schottky contacts, the @amwere degreased in boiling trichloroethylene
followed by rinsing in boiling isopropanol and ie-tbnised water. The samples were etched in a 10%
HF solution. On the p-type material, Ti Schottkyntaxts were used.

For ohmic contacts, In/Ga eutectic mixture was wsethe unpolished back surfaces.

5.2.3 Gallium Nitride

A similar cleaning procedure was used before déipasof both ohmic and Schottky contacts. The
GaN samples were cleaned by boiling them in aggia (see Hacke, 1993). After rinsing the samples
in de-ionised water, the samples were degreasdxbiling trichloroethylene followed by rinsing in
boiling isopropanol and in de-ionised water. Hetexathe samples were dipped in a 50% HCI solution
for 10 s, before being transferred to the vacuustesy.

Ohmic contacts, consisting of 150 A/2 200 A/400003 layers of Ti/Al/Ni/Au (Ruvimov, 1993)
were deposited by means of electron beam evaporatid annealed at 500°C for 5 min in Ar. Schottky
contacts were deposited by means of either spdéjgosition or resistive evaporation through a metal
contact mask.

5.3 IV and CV characterisation

A number of artefacts observed during DLTS measargsncan be traced to high resistivity and high
leakage current (Chen, 1984). In order to evaltlagerisk of these effects influencing the DLTS
measurements, the quality of the contacts was atetllby means of IV and CV measurements before
DLTS measurements were performed. Since it wasdfdbat the quality of the contacts deteriorated
after prolonged measurements in the cryostat, theand CV measurements were occasionally
repeated.
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The IV measurements were made by an HP 4148A p/nfwettage source, capable of measuring
currents as low as TJA. The sample was screened from light and eledtrioise by enclosing it in a
light-tight metal box during measurements. The nimgiortant characteristics obtained from the IV
graph were: the series resistanRg, the barrier heigh%(,v) , the ideality facton, and the leakage
current at 1 V reverse bidg— .1)

The CV characteristics were measured by an HP 4189p&dance Analyzer, controlled by a computer
via an |IEEE interface. The CV measurements werépeed with the sample mounted inside the
cryostat at the temperature where the isothermal®xheasurements were to be performed. Measuring
conditions (i.e. oscillator level and frequency)yeehosen to correspond as closely as possiblege t

of the DLTS measurements.

The CV characteristics were used to measure thagedree carrier concentration of the samg,,

as well as to check the uniformity of the dopingfike. The dissipation factoD (equal to the tangent

of the phase angle) was measured at the reversevhi&xe DLTS measurements were to be performed.
This factor was used to determine the degree bghwihie behaviour of the sample deviates from that
of an ideal capacitor.
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