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Abstract

Our objective in this thesis is to investigate the interlacing of zeros of real

polynomials of the same degree and of adjacent degree in three different

contexts.

Our first results concern the interlacing of zeros of pn and qm, m = n or

n − 1, where {pn}∞n=1 and {qm}∞m=1 are sequences of Jacobi polynomials

corresponding to different values of the parameters α and β. We prove an

extension of a conjecture of Askey [cf [9], p.28] by showing that the zeros of

P (α,β)
n and P (α′,β′)

n interlace when α < α′ ≤ α + 2 and β < β′ ≤ β + 2,

allowing a continuous shift of both α and β.

Next, we investigate the interlacing of zeros of linear combinations

pn + aqm, a ∈ R, a 6= 0, with the zeros of the component polynomials pn

and qm, where {pn}∞n=1 and {qn}∞n=1 are different sequences of Jacobi

polynomials. Numerical examples are given to illustrate situations where

the zeros do not interlace. We also prove that the zeros of the linear

combination pn + aqm interlace with the zeros of certain other Jacobi

polynomials that are not components of the linear combination.

Finally, we investigate the interlacing of zeros of polynomials of consecutive

degree in the sequences {rn}∞n=1 and {sn}∞n=1 where

rn = pn + anqn and sn = pn + bnqn−1, an, bn 6= 0, an, bn ∈ R

and {pn}∞n=1 and {qn}∞n=1 are different sequences of either Laguerre or

Jacobi polynomials.
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Chapter 1

Introduction

1.1 Orthogonal polynomials and their prop-

erties

Orthogonal polynomials were used by R. Murphy (cf. [40]) in 1835 although

he referred to them as ”reciprocal functions”.

P.L. Chebyshev (cf. [16]) recognized the importance of orthogonal polyno-

mials during the course of his work on Fourier series, continued fractions and

approximation theory.

The classical orthogonal polynomials are often thought to be the Jacobi,

Laguerre and Hermite polynomials, which are orthogonal on the real line,

with respect to the beta, gamma and normal distributions respectively. It is

well known that the Jacobi polynomial P (α,β)
n has a 2F1 representation, while

Laguerre and Hermite polynomials have 1F1 and 2F0 representations respec-

tively; so there are natural connections between these orthogonal polyno-

mials and hypergeometric functions. Gegenbauer, Chebyshev and Legendre

polynomials are special cases of the Jacobi polynomial P (α,β)
n . Sequences of

Jacobi, Laguerre and Hermite polynomials have several useful and important
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properties in common.

These include the following:

- They all satisfy a second order linear differential equation of the Sturm-

Liouville type

g2(x)
d2y

dx2
+ g1(x)

dy

dx
+ any = 0

where g2(x) is a polynomial of degree ≤ 2 and g1(x) is a linear polyno-

mial, both independent of n, and an depends only on n.

- Their derivatives form sequences of orthogonal polynomials (cf. [31]

and [50]).

- They all satisfy a Rodrigues’ formula

pn =
1

enw(x)

dn

dxn
{w(x)[g(x)]n} n = 0, 1, 2, . . .

where w(x) is a positive function on certain interval, g(x) is a polyno-

mial in x independent of n, and en is independent of x.

Note that the Rodrigues’ formula provides transparent and immediate

information about the interval of orthogonality, the weight function

and the range of parameters for which orthogonality holds.

- They are all orthogonal with respect to a weight function that satisfies

a Pearson differential equation, namely,

w(x)′

w(x)
=

N(x)

g2(x)
, (g2(x)w(x))′ = g1(x)w(x), N(x) = g1(x) − g2(x)′.

The notion of which properties define ”classical orthogonal polynomials”

has been extensively discussed during the last few decades. One of the most

recent views is that classical orthogonal polynomials are those with hyperge-

ometric representations (cf. [8] and [11]). In this case, they satisfy difference
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differential equations on a linear lattice, a quadratic lattice, a q-linear lat-

tice, or a q-quadratic lattice, and they can all be obtained as limits of the

q-Racah polynomials or the Askey-Wilson polynomials. It has been shown by

Atakishiyev et al. in [11] that this broader definition of classical orthogonal

polynomials can also be reformulated in terms of difference equations, Ro-

drigues formula and moments. Furthermore, details of the solutions to these

characterization problems are worked out, such as the explicit orthogonality,

boundary conditions, moments, and integral representations. A classifica-

tion of continuous and discrete classical orthogonal polynomials, based on

the lattice type, is also presented.

Agarwal and Manocha introduced, in [3], a sequence of polynomials de-

fined by a Rodrigues type formula. They obtained linear and trilinear gen-

erating functions and operational formulas. Their results generalize those of

Srivastava and Singhal (cf. [54]) and also the results for the classical orthog-

onal polynomials, including the Bessel polynomials via the extended Jacobi

polynomials as discussed by Patil and Thakare in [41].

A significant contemporary contribution to orthogonal polynomials was

made by Askey and Wilson in [10], in which they introduce a q-analogue of

the Wigner 6− j symbols. This q-analogue defines a sequence of orthogonal

polynomials {pn(x)}∞n=0, where pn(x) is a constant multiple of

4ϕ3

(

q−n, abcdqn−1, aeiθ, ae−iθ

ab, ac, ad
; q, q

)

, x = cos θ.

These polynomials are called the Askey-Wilson polynomials. Askey and Wil-

son evaluated the integral

I :=
(q; q)∞

2π

∫ π

0

∣

∣

∣

∣

∣

(e2iθ; q)∞
4
∏

j=1

(aje
iθ; q)∞

∣

∣

∣

∣

∣

2

dθ
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using an elliptic function argument. The integral turns out to be

I =
(a1a2a3a4; q)∞
∏

1≤j<i≤4

(aiaj; q)∞
.

This is then used to establish the orthogonality of {pn(cos θ)}
when {a, b, c, d} = {a1, a2, a3, a4}. The choices a + c = b + d = 0 make the

weight function an even function of cos θ, and p2n(x) becomes a polyno-

mial of degree n in x2 so that p2n(
√

x) are orthogonal and turn out to be

another set of Askey-Wilson polynomials. This leads to a quadratic trans-

formation connecting balanced 4ϕ3 polynomials with four free parameters.

Several known special cases of the Askey-Wilson polynomials are mentioned

and they include continuous q-ultraspherical and q-Jacobi polynomials and

the Al-Salam-Chihara polynomials. Rodrigues type formulas are derived us-

ing the finite difference operator (δqf)(eiθ) = f(eiθ
√

q) − f(eiθ/
√

q).

Askey and Wilson also solve the connection coefficient problem for their

polynomials and make some remarks on the zeros of the polynomials.

In [4], Al-Salam gives a survey of various characterization theorems for

orthogonal polynomials on the real line. In addition to the standard charac-

terization theorems, Al-Salam also describes the discrete cases by replacing

the derivation operator with a finite difference operator and a q-difference

operator. Several other orthogonal polynomial sets are thus characterized,

including the Charlier, Meixner and Hahn polynomials and some of their

q-analogues. In particular, it is shown that the Askey-Wilson polynomi-

als have a q-difference operator such that there is a second-order difference

equation. Their differences are again orthogonal polynomials and have an

analogue of Rodrigues’ formula. Other characterization results given in this

paper are results based on the generating function of polynomials (for Sheffer

polynomials, Brenke polynomials, Fejér’s generalized Legendre polynomials)
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and a classification of polynomial sets such that the convolution is again an

orthogonal polynomial set.

Abdelkarim and Maroni, in [1], used the operator

Dhf(x) =
f(x + h) − f(x)

h
as opposed to the q-difference operator used by

Hahn in [33]. The most general set of orthogonal polynomials they got was

found by Chebyshev. To find all of the orthogonal polynomials, h must

be allowed to be complex, for both real h and purely imaginary h lead to

polynomials orthogonal with respect to a positive measure.

[1] contains examples where there is orthogonality, but not with respect to

a positive measure. One interesting case is the Charlier polynomials, where

an analogue of the Meixner-Pollaczek polynomials is treated.

Linear combinations of orthogonal polynomials are also discussed exten-

sively in the literature. Franz Peherstorfer, in [43], approaches the question

of orthogonality and quasi-orthogonality (which we will define later) by in-

vestigating when a certain linear combination
k
∑

j=0

µjpn−j, k ≤ n, k, n ∈ N,

generates a positive quadrature formula. He establishes sufficient conditions

on the real {µj}k
j=0 such that

Qn(x) = pn(x) + µ1pn−1(x) + µ2pn−2(x) + · · · + µkpn−k(x)

has n simple zeros in (−1, 1), when {pn}∞n=0 is a sequence of monic or-

thogonal polynomials on [−1, 1] with respect to the positive measure µ and

supp(µ) = (−1, 1).

Marcellán et al., in [5], derive necessary and sufficient conditions for the

orthogonality of {Qn}∞n=0 when µk 6= 0. Their work extends the results of

Peherstorfer in [43].

Brezinski et al., in [15], using the Christoffel-Darboux identity, established

results on the location of zeros of Rn(x) = pn(x) + anpn−1(x) with an 6= 0.
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They also gave sufficient conditions on the interlacing of zeros (which we also

define later) of Rn(x), pn(n) and pn−1(x). In addition, they dealt with the

location of zeros of pn(x) + anpn−1(x) + bnpn−2(x) when an and bn are both

different from zero.

Stieltjes, in [52], established that for any sequence of orthogonal polyno-

mials {pn}, if m < n, then there are m distinct intervals of the form (xk, xk+1)

each containing one zero of pm, where xk, xk+1 are consecutive zeros of pn.

Beardon and Driver, in [12], extend Stieltjes’ result to some linear combina-

tions akpk + · · · + ampm, with akam 6= 0, 1 ≤ k ≤ m ≤ n. They also discuss

the interlacing property of zeros of apn + bpn+1 and those of cpn + dpn+1,

when ad − bc 6= 0, using the Wronskian operator.

Recently, Joulak, in [36], gives characterizations of the

quasi-orthogonality of order r by using linear algebra techniques. He extends

the results in [15] and gives new results on the location of zeros of quasi-

orthogonal polynomials.

Let us recall the definition of orthogonality of a sequence of polynomials.

Definition 1.1.1 Let µ be a positive Borel measure supported on an infi-

nite subset of the real line. Assume that for all n = 0, 1, 2. . . . ,

∫

xndµ(x)

exists. A system of polynomials {pn(x) : n ∈ I}, with deg(pk) = k and

I = {0, 1, 2, . . . } or I = {0, 1, 2, . . . , N}, N ∈ N, is orthogonal with respect

to µ, if
∫

pn(x)pm(x)dµ(x) = hnδ
m
n , n,m ∈ I (1.1)

where the constants hn are strictly positive and δm
n is the Kronecker delta.

If the measure µ is absolutely continuous, it has a Radon-Nikodym derivative

and we can write dµ(x) = w(x)dx. Then (1.1) becomes
∫

pn(x)pm(x)w(x)dx = hnδ
m
n , n,m ∈ I. (1.2)
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The density function w(x) is also called the weight function and one speaks

of orthogonality of a sequence of polynomials with respect to the weight

function w(x).

If the measure µ is a discrete measure with the weights (often called masses)

ρi at the points xi, then (1.1) becomes

N
∑

i=0

pn(xi)pm(xi)ρi = hnδ
m
n n,m ∈ I;

where N may be finite or infinite.

Given a positive Borel measure µ, an orthogonal sequence can always

be generated using the Gram-Schmidt orthogonalization process (cf. [34],

[57], [56]). It is important to note that, for a given Borel measure µ, the

orthogonal sequence {pn}∞n=0 is uniquely determined up to normalization.

It is useful to replace the orthogonality condition (1.2) by an equivalent

formulation, namely (cf. [45, Theorem 54, p.148])
∫

xkpn(x)w(x)dx = 0 for k = 0, 1, 2, . . . , n − 1 where n ∈ N. (1.3)

A remarkable property of any infinite sequence {pn}∞n=0 of orthogonal poly-

nomials is that it satisfies a three term recurrence relation given by

pn+1(x) = (Anx + Bn)pn(x) − Cnpn−1(x) (1.4)

where AnAn−1Cn > 0 and we take p0(x) ≡ 1, p−1(x) ≡ 0.

If we impose the normalization condition that pn is monic, the three term

recurrence relation simplifies into the form

pn+1(x) = (x − cn)pn(x) − λnpn−1(x) (1.5)
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where cn and λn are sequences of real numbers with λn > 0 for each n ∈ N.

As a partial converse, in [29], Favard proved that if a sequence of polynomials

{pn}∞n=0 satisfies a three term recurrence relation of type (1.4) with Cn > 0,

then there exists a positive Borel measure µ such that {pn}∞n=0 is orthogonal

with respect to µ.

Another important property of an orthogonal sequence that we shall find

useful is the Christoffel-Darboux formula given by

n
∑

j=0

pj(x)pj(y)

hj

=
kn

kn+1hn

.
pn+1(y)pn(x) − pn+1(x)pn(y)

x − y

where kn is the leading coefficient of pn and hj =

∫

w(x)p2
j(x)dx.

If the polynomials pn(x) are monic, the Christoffel-Darboux formula simpli-

fies to

n
∑

j=0

pj(x)pj(y)

hj

=
pn+1(y)pn(x) − pn+1(x)pn(y)

hn(y − x)
.

If {pn}∞n=0 is orthogonal with respect to the weight function w(x), then

there exists a polynomial g(x) independent of n and a constant en which

depends only on n such that

pn =
1

enw(x)

dn

dxn
{w(x)[g(x)]n}.

This type of formula is known as Rodrigues’ formula.

A key focus for this thesis is the following fact.

Theorem 1.1.2 ([51]) If {pn}∞n=0 is a sequence of orthogonal polynomials,

with respect to the positive Borel measure µ, then the zeros of pn are real and

simple and lie in the interior of the convex hull of the support of the measure
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µ . Moreover, if x1 < x2 < · · · < xn and y1 < y2 < · · · < yn+1 are the zeros

of pn and pn+1 respectively, then

y1 < x1 < y2 < x2 < · · · < yn < xn < yn+1, (1.6)

a property referred to as the interlacing of zeros.

Proof. For the convenience of the reader since this is central to this thesis,

we give a brief outline of a proof of the interlacing property.

We assume that {pn(x)}∞n=0 is a sequence of monic orthogonal polynomials

and let

Kn(x, y) =
pn+1(x)pn(y) − pn+1(y)pn(x)

hn(x − y)

be the Christoffel-Darboux formula. Then

hnKn(x, x) = hn lim
y→x

Kn(x, y)

= lim
y→x

pn+1(x)pn(y) − pn+1(y)pn(x)

x − y

= p′n+1(x)pn(x) − p′n(x)pn+1(x).

So

hnKn(x, x) =
n
∑

j=0

p2
j(x) = p′n+1(x)pn(x) − p′n(x)pn+1(x).

Let xi, xi+1, i = 1, 2, . . . , n be any two consecutive zeros of pn+1(x). Then

n
∑

j=0

p2
j(xi) = p′n+1(xi)pn(xi) > 0

and
n
∑

j=0

p2
j(xi+1) = p′n+1(xi+1)pn(xi+1) > 0.

Since pn+1(x) is continuous, it follows from Rolle’s theorem

that p′n+1(xi)p
′
n+1(xi+1) < 0, and hence pn(xi)pn(xi+1) < 0. So there is at

least one zero of odd multiplicity of pn(x) between any two consecutive zeros

of pn+1(x).
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Remarks

(1) From the proof above, it is clear that if polynomials P (x) and Q(x)

have interlacing zeros, then P (yi)P (yi+1) < 0 for any two consecutive

zeros yi and yi+1 of Q(x), an idea central to many of our later proofs.

(2) We noted that in any sequence {pn}∞n=0 of orthogonal polynomials, the

polynomials pn and pn+1 have interlacing zeros if n ≥ 1. As a partial

converse, Wendroff (cf. [58]) proved that, given any n real distinct

points

x1 < x2 < · · · < xn and n + 1 real distinct points y1 < y2 < · · · < yn+1

such that

y1 < x1 < y2 < x2 < · · · < yn < xn < yn+1 holds,

then the polynomials

pn(x) =
n
∏

i=1

(x − xi) and pn+1(x) =
n+1
∏

i=1

(x − yi)

can be embedded in a sequence of monic orthogonal polynomials.

However, in [22], Driver has shown that if the zeros of polynomials of

successive degree in an infinite sequence satisfy the interlacing property,

this by no means ensures the orthogonality of the sequence {pn}∞n=0 with

respect to some positive Borel measure. Indeed, in [22], it is proved that

if {pn}∞n=0 is a sequence of real monic polynomials with deg(pn) = n,

such that the zeros of pn are real and simple and pn and pn+1 have no

common zero for any n. In addition, we assume that

(
pn+1

pn−1

)(xi,n) = (
pn+1

pn−1

)(xj,n) for each n (1.7)

and each i, j = 1, 2, 3, . . . , n where {xk,n}n
k=1 denote the zeros of pn.

Then the following statements are equivalent (cf. [22], Theorem):
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(a) the sequence {pn}∞n=0 is orthogonal with respect to some Borel

measure;

(b) λn is positive for each n, where −λn is the common value of the

ratios in (1.7);

(c) the zeros of pn and pn+1 interlace for each n ≥ 1.

1.2 Interlacing property

We have seen in Section 1.1, that if {pn}∞n=0 is a sequence of orthogonal

polynomials, then for n > 0, if x1,n < x2,n < x3,n < · · · < xn,n are the zeros

of pn(x)

and x1,n+1 < x2,n+1 < · · · < xn+1,n+1 are zeros of pn+1, the polynomials pn

and pn+1 have interlacing zeros; namely,

x1,n+1 < x1,n < x2,n+1 < x2,n < · · · < xn,n+1 < xn,n < xn+1,n+1.

It is interesting to note that the interlacing of zeros is meaningful outside the

context of orthogonality and, in the classical situation, deals with polynomi-

als of successive degree in a sequence.

Obreschkoff proved (cf. [14]) that pn and qm have interlacing zeros if and

only if any polynomial of the form αpn + βqm, with α ∈ R, β ∈ R, α 6= 0 or

β 6= 0, has all roots real and simple.

The Hermite-Biehler Theorem and Hermite-Kakeya Theorem (cf. [44],

pp.197-198) also give necessary and sufficient conditions for two non-constant

polynomials with real coefficients to have interlacing zeros.

Let pn(x) and qm(x) be two real polynomials. Consider the two-variable
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symmetric polynomial

f(x, y) =
pn(x)qm(y) − pn(y)qm(x)

x − y

=
n
∑

k,l=1

aklx
k−1yl−1.

The n-order symmetric matrix B[akl] is called the Bezoutian matrix of the

polynomials pn(x) and qm(x).

Alvarez and Sansigre established in [6, Theorem 2] that the monic polyno-

mials pn(x) and qn+1(x) have interlacing zeros if and only if the corresponding

Bezoutian matrix is positive definite.

In this thesis, we will investigate the interlacing property of zeros not only

for polynomials of successive degrees from different orthogonal sequences, but

also polynomials of the same degree from different orthogonal sequences. We

shall say that two real and non-constant polynomials pn(x) and qm(x), with

m = n or m = n + 1, have interlacing zeros if the zeros of pn(x) and qm(x)

are all real and simple and between any two consecutive zeros of qm(x), there

is exactly one zero of pn(x).

1.3 Importance of interlacing of zeros

The interlacing of zeros of polynomials is important in a wide variety of

applications.

The interlacing of zeros plays a critical role ensuring the positivity of

quadrature formulae (and hence their convergence) (cf. [49]), the approxima-

tion of zeros by fixed point iterations techniques (cf. [47]), the completeness

of the set of eigenfunctions to a Sturm-Liouville eigenvalue problem (cf. [13])

and the uniform convergence of derivatives arising in the extended Lagrange

interpolation (cf. [18]).
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In [39], Mastroianni and Occorsio propose a new method to approximate

the Hilbert transform using interlacing of zeros of associated orthogonal poly-

nomials.

1.4 Monotonicity result

One of the techniques used in our discussion of the interlacing of zeros is the

Markoff Theorem. Since we shall make extensive use of this monotonicity

result, we state the theorem and corollaries.

Theorem 1.4.1 ([35], Theorem 7.1.1, p.204) Let {pn(x, τ)}n be a sequence

of polynomials orthogonal on the interval I = (a, b) with respect to dα(x; τ),

with dα(x; τ) = ρ(x; τ)dα(x), and we assume that ρ(x; τ) is positive and has

a continuous first derivative with respect to τ for x ∈ I, τ ∈ T = (τ1, τ2).

Furthermore, we assume that

∫ b

a

xjρτ (x; τ)dα(x), j = 0, 1, 2, . . . , 2n − 1,

converge uniformly for τ in every closed subinterval of T . Then the zeros of

pn(x : τ) are increasing (decreasing) functions of τ, τ ∈ T ,

if ∂{ln ρ(x; τ)}/∂τ is an increasing (decreasing) function of x, x ∈ I.

Corollary 1.4.2 ([53], Theorem 6.12.2, p.116) Let w(x) and W (x) be

two weight functions on [a, b], both positive and continuous

for a < x < b. Let W (x)/w(x) be increasing. Then if xk and yk denote

the zeros the corresponding orthogonal polynomials of degree n in decreasing

order, one has

xk < yk, k = 1, 2, . . . , n.

Corollary 1.4.3 ([35], Theorem 7.1.2, p. 205) The zeros of a Jacobi poly-

nomial P
(α,β)
n increase with β and decrease with α.
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1.5 Interlacing of zeros of Laguerre polyno-

mials and Gegenbauer polynomials

In this section, our aim is to review recent results on the interlacing property

of zeros of polynomials of the same or adjacent degree within single parameter

families of classical orthogonal polynomials (cf. [24], [15], [48]).

Among the classical orthogonal polynomials that depend on one parame-

ter, we have the Laguerre and Gegenbauer polynomials.

Laguerre polynomials Lα
n(x) are defined by

Lα
n(x) =

(1 + α)n

n!
1F1(−n; 1 + α; x).

and are orthogonal on [0,∞) with respect to the weight function w(x) =

e−xxα for α > −1. The three-term-recurrence relation for Laguerre polyno-

mials is given by

(n + 1)Lα
n+1(x) = (2n + 1 + α − x)Lα

n(x) − (n + α)Lα
n(x)

and useful mixed recurrence relations are (cf. [2], 22.729 and 22.7.30)

xLα+1
n (x) = (x − n)Lα

n(x) + (α + n)Lα
n−1(x)

Lα
n(x) = Lα+1

n (x) − Lα+1
n−1(x).

Let α > −1 and let

0 < x1 < x2 < · · · < xn be the zeros of Lα
n(x)

0 < z1 < z2 < · · · < zn be the zeros of Lα+2
n (x) and

0 < t1 < t2 < · · · < tn be the zeros of Lα+t
n (x)

where 0 < t < 2.

The ratio of the weight functions corresponding to the orthogonal

sequences {Lα
n}∞n=1 and {Lα+t

n }∞n=1 where α > −1 and 0 < t ≤ 2 is

e−xxα

e−xxα+t
= x−t
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and using the Markoff monotonicity result (Theorem 1.4.1), Driver and Jor-

daan (cf. [24, Theorem 2,3]) proved that

0 < x1 < t1 < z1 < x2 < · · · < xn−1 < tn−1 < zn−1 < xn.

For Laguerre polynomials of adjacent degree, they proved that the zeros

of Lα
n and those of Lα+1

n−1 interlace. This result was extended in ([25]) to

show that the interlacing of zeros holds not only for an integer shift of the

parameter, but also when the parameter α is shifted continuously to 2. Indeed

letting α > −1 and letting

0 < x1 < x2 < . . . xn be the zeros of Lα
n(x),

0 < y1 < y2 < . . . yn−1 be the zeros of Lα
n−1(x),

0 < t1 < t2 < . . . tn−1 be the zeros of Lα+t
n−1(x) and

0 < z1 < z2 < · · · < zn be the zeros of Lα+2
n−1(x)

where 0 < t < 2, they established in [25, Theorem 3.1] that

0 < x1 < y1 < t1 < z1 < x2 < · · · < xn−1 < yn−1 < tn−1 < zn−1 < xn < zn.

Moving to the question of the interlacing property for zeros of Gegenbauer

polynomials, let us recall that the Gegenbauer polynomial Cα
n can be defined

by (cf. [45], p.279)

Cλ
n(x) =

22n(λ)n

n!
(
x + 1

2
)n

2F1

(

−n, 1
2
− λ − n

1 − 2λ − 2n
;

2

1 − x

)

;

and for λ > −1
2
, the sequence {Cλ

n(x)}∞n=0 is orthogonal over the interval

[−1, 1] with respect to the weight function w(x) = (1 − x2)λ− 1

2 . The three

term recurrence relation is given by (cf. [7], p.303)

nCλ
n(x) = 2(n + λ − 1)Cλ

n−1(x) − (n + 2λ − 2)Cλ
n−2(x)
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In addition to the three term recurrence relation, there are mixed recurrence

relations (cf. [2], formulae 22.7.21 and 22.7.22)

2λ(1 − x2)Cλ+1
n−1(x) = (2λ + n − 1)Cλ

n−1(x) − nxCλ
n(x)

2λ(1 − x2)Cλ+1
n−1(x) = (2λ + n)xCλ

n(x) − (n + 1)Cλ
n+1(x)

(n + λ)Cλ−1
n+1(x) = (λ − 1)Cλ

n+1(x) − Cλ
n−1(x)

Another useful mixed relation (see [24, Lemma 3.2]) is

(2λ + 2)(1 − x2)Cλ+2
n (x)

=
n + 2λ

2λ(1 − x2)
[(2λ + n + 2) − (n + 1)x2]Cλ

n(x)

− (n + 1)x

2λ(1 − x2)
[(2n + 4λ + 3) − (2n + 2λ + 2)x2]Cλ

n+1(x)

From these mixed recurrence relations and the Markoff result Theorem 1.4.1,

Driver and Jordaan established in [24] that for λ > −1

2
, the zeros of Cλ+2

n

and Cλ
n+1 interlace and if

0 < y1 < y2 < · · · < y[n
2
] < 1 are the positive zeros of Cλ+2

n (x),

0 < x1 < x2 < · · · < x[n
2
] < 1 are the positive zeros of Cλ

n(x) and

0 < t1 < t2 < · · · < t[n
2
] < 1 are the positive zeros of Cλ+t

n (x)

with 0 < t < 2, then

0 < y1 < t1 < x1 < y2 < t2 < x2 < · · · < y[n
2
] < t[n

2
] < x[n

2
] < 1.

Segura, in ([48]), studied the interlacing property of zeros of contiguous

hypergeometric functions, using first order difference-differential equations.

From the continuity of coefficients of the related difference-differential equa-

tions, he deduces the interlacing properties of zeros. The Laguerre function

L
(α)
ν (x) is defined by

L(α)
ν (x) =

(

ν + α

ν

)

1F1(−ν; 1 + α; x)
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while the Gegenbauer function Cλ
ν (x) is defined by

C(λ)
ν (x) =

(

ν + λ

ν

)

2F1(−ν, ν + 2λ + 1; 1 + λ;
1 − x

2
).

Since Laguerre functions and Gegenbauer functions are linked to hyperge-

ometric functions, he proves that (cf. [48], Theorem 6) the zeros of the

Laguerre functions L
(α)
ν (x) and L

(α′)
ν′ (x) interlace in (0,∞) when the differ-

ences

δν = ν − ν ′ ∈ Z and δα = α − α′ ∈ Z

(not all of them equal to zero) satisfy:

1. |δν| ≤ 1;

2. |δν + δα| ≤ 1

We note that the results proved in [24], as well as those which will be

proved in the next chapter, are valid for continuous shifts of the parameters

in the classical range of orthogonality for Jacobi, Laguerre and Gegenbauer

polynomials. In [48], similar results are given only for integer shifts of pa-

rameters but for the parameter ranges beyond the classical range where the

orthogonality holds.

1.6 Brief overview

The overarching theme of this thesis is an investigation of the interlacing

(or not) of zeros of polynomials of the same or consecutive degree from dif-

ferent sequences. The polynomials in the sequences we consider are either

classical orthogonal polynomials, namely Laguerre and Jacobi, or the linear

combinations of these classical orthogonal polynomials.

In Chapter 2, we study interlacing properties for the zeros of Jacobi poly-

nomials P
(α,β)
n (x) and P

(α′,β′)
m (x), where m = n or m = n − 1 and (α′, β′) =
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(α ± t, β ± k), 0 < t ≤ 2 and 0 < k ≤ 2. We use Markoff’s monotonicity

result and mixed recurrence relations satisfied by Jacobi polynomials. These

results prove a significant extension of the Askey conjecture (cf. [9]).

In Chapter 3, we consider the linear combinations of Jacobi polynomials of

the form pn +νqm, where pn = P
(α,β)
n and qm = P

(α′,β′)
m with (α′, β′) 6= (α, β).

We focus on the interlacing of zeros of these linear combinations with those

of the component polynomials pn and qm where m = n and m = n − 1. We

also study the interlacing of zeros of P
(α,β)
n + νP

(α′,β′)
m with those of other

selected Jacobi polynomials that are different from P
(α,β)
n and P

(α′,β′)
m .

In Chapter 4, we consider Rn = Lα
n + bnLα+1

n and study the interlacing

of zeros of Rn and those of Rn+1. Similarly we define En = P
(α,β)
n (x) +

rnP
(α,β+1)
n (x) and study the interlacing of zeros of En and those of En+1. For

this chapter, our main tool is Joulak’s result (cf. [36]).
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Chapter 2

Interlacing of zeros of Jacobi

polynomials from sequences

corresponding to different

parameters

2.1 Introduction

Let {P (α,β)
n (x)}∞n=0 be the sequence of Jacobi polynomials orthogonal on the

interval [−1, 1] with respect to the weight function

w(x) = (1 − x)α(1 + x)β for α > −1 and β > −1. Each fixed value of

the parameters α > −1 and β > −1 generates a distinct infinite orthogonal

sequence {P (α,β)
n (x)}∞n=0 and within each of these distinct infinite sequences,

we know from the classical result that the zeros of the polynomials P
(α,β)
n (x)

and P
(α,β)
n+1 (x) interlace. An interesting question is whether interlacing occurs

for the zeros of polynomials of adjacent degree corresponding to different

parameters α and β. More specifically, for what values of α′ and β′, with

α′ 6= α, β′ 6= β such that α′, α > −1 and β′, β > −1, do the zeros of
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P
(α,β)
n (x) and P

(α′,β′)
n−1 (x) interlace? A related question is whether we can

establish interlacing of the zeros of Jacobi polynomials of the same degree

corresponding to different choices of the parameters α and β.

In addressing this question, we recall a result proved by R. Askey on the

interlacing zeros of Jacobi polynomials. In [9], Askey proved that P
(α,β)
n (x)

and P
(α+1,β)
n+1 (x) have interlacing zeros. Indeed if one denotes by x

(α,β)
k,n the

zeros of P
(α,β)
n (x), then

x
(α,β)
1,n+1 < x

(α+1,β)
1,n < x

(α,β)
1,n < x

(α,β)
2,n+1 < x

(α+1,β)
2,n < x

(α,β)
2,n <

· · · < x
(α,β)
n,n+1 < x(α+1,β)

n,n < x(α,β)
n,n < x

(α,β)
n+1,n+1.

He conjectured that the zeros of Jacobi polynomials P (α,β)
n and P (α+2,β)

n in-

terlace; namely

x
(α,β)
1,n+1 < x

(α+2,β)
1,n < x

(α,β)
1,n < x

(α,β)
2,n+1 < x

(α+2,β)
2,n < x

(α,β)
2,n <

· · · < x
(α,β)
n,n+1 < x(α+2,β)

n,n < x(α,β)
n,n < x

(α,β)
n+1,n+1.

He also posed the question whether the zeros of P (α,β)
n and P (α′,β)

n interlace

when α < α′ ≤ α + 2.

In this chapter we investigate interlacing properties for the zeros of Ja-

cobi polynomials P (α,β)
n and P (α′,β′)

m , where m = n or m = n − 1 and

(α′, β′) = (α ± t, β ± k), 0 < t ≤ 2 and 0 < k ≤ 2.

This chapter is organized as follows. In Section 2, we study the interlacing

of zeros of Jacobi polynomials of consecutive degree from different sequences

while in Section 3, we study the interlacing of zeros of Jacobi polynomials of

the same degree from different sequences.
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2.2 Interlacing of zeros of Jacobi polynomi-

als of consecutive degree from different

sequences

2.2.1 Some recurrence relations of Jacobi polynomials

The Jacobi polynomials {P (α,β)
n (x)}∞n=1, satisfy the well known three term

recurrence relation given by

2n(α + β + n)(α + β + 2n − 2)P (α,β)
n (x)

= (α + β + 2n − 1)[α2 − β2 + x(α + β + 2n)(α + β + 2n − 2)]P
(α,β)
n−1 (x)

−2(α + n − 1)(β + n − 1)(α + β + 2n)P
(α,β)
n−2 (x), α > −1, β > −1

Using contiguous relations of 2F1 (cf. [45] for a discussion on contiguous

hypergeometric functions) together with connections between 2F1 polynomi-

als and Jacobi polynomials, one can generate mixed recurrence relations for

Jacobi polynomials. We shall state a number of identities of this type that

will be useful tools in our proofs.

Lemma 2.2.1 (a) For α > −1 and β > −1,

2n[2 + α + 3β + 2n + (α + β + 2n)x]P (α,β)
n (x)

= (1 + α + β + n)(α + β + 2n)(1 + x)2P
(α,β+2)
n−1 (x)

−4(β + n)(β + 1)P
(α,β)
n−1 (x).

(b) For α > −1 and β > −1,

2n[2 + 3α + β + 2n − (α + β + 2n)x]P (α,β)
n (x)

−4(1 + α)(α + n)P
(α,β)
n−1 (x)

+(1 + α + β + n)(α + β + 2n)(1 − x)2P
(α+2,β)
n−1 (x) = 0
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(c) For α > −1 and β > −1, one has

(1 + α + β + n)2(1 + x)P (α,β+2)
n (x)

= {(1 + α + β + 2n)2(1 + x) − 2n(α + n)}P (α,β)
n (x)

−{4 + α + 3β + 2n + (2 + α + β + 2n)x}(α + n)P
(α,β)
n−1 (x).

(d) For α > 1 and β > −1, one obtains

−2(α + n − 1)P (α−2,β)
n (x)

= (α + β + n)(1 − x)P (α,β)
n (x)

+ [3α − 2 + β + 2n − (α + β + 2n)x]P (α−1,β)
n (x)

(e) For α > 1 and β > 1,

(β + n + 1)[β + 2α + n − (β + n + 2)x]P (α,β)
n (x)

+ (1 + α + β + n)[α + β − (2 − α + β)x]P (α,β+1)
n (x)

− (1 + x)(α + n)(α + n − 1)P (α−2,β−2)
n (x) = 0 (2.1)

Remark The proofs of (a) to (e) in Lemma 2.2.1 are given in the Appendix

.

2.2.2 Interlacing of zeros of Jacobi polynomials of con-

secutive degree from different sequences

We turn our attention to Jacobi polynomials of the same degree with different

parameters, where one or both parameters α and β increase or decrease by

t, 0 < t ≤ 2.

In this section and the following, as in ([24]), we will make extensive use

of the monotonicity result Theorem 1.4.1 of Markoff on the variation of the

zeros of a polynomial with the parameter, as applied to Jacobi polynomials.
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The results we will prove may be represented by shaded regions in the

αβ-plane. For a fixed α > −1 and β > −1, interlacing of the zeros of P
(α,β)
n

and P
(α′,β′)
n−1 occurs when α′ and β′ are any of the values in the shaded region.

αα + 2

β + 2

α

β

β

-1

-1

Our first two results show that the zeros of Jacobi polynomials of con-

secutive degree interlace when one of the parameters α or β is increased by

t where 0 < t ≤ 2, while the other parameter remains fixed.

Theorem 2.2.2 Let α > −1 and β > −1 and t ∈ (0, 2). Let

−1 < x1 < x2 < · · · < xn < 1 be the zeros of P (α,β)
n ,

−1 < y1 < y2 < · · · < yn−1 < 1 be the zeros of P
(α,β)
n−1 ,

−1 < t1 < t2 < · · · < tn−1 < 1 be the zeros of P
(α,β+t)
n−1 and

−1 < z1 < z2 < · · · < zn−1 < 1 be those of P
(α,β+2)
n−1 .

Then

−1 < x1 < y1 < t1 < z1 < x2 < · · · < xn−1 < yn−1 < tn−1 < zn−1 < xn < 1.

Proof. We know from the classical theory that xi < yi < xi+1, for i =

1, 2, . . . n − 1. Also, it follows from Corollary 1.4.3 that yi < ti < zi for
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i = 1, 2, . . . , n − 1. Thus

xi < yi < ti < zi for i = 1, 2, . . . , n − 1. (2.2)

From Lemma 2.2.1(a), we have

(1 + α + β + n)(α + β + 2n)(1 + x)2P
(α,β+2)
n−1 (x)

= 2n[2 + α + 3β + 2n + (α + β + 2n)x]P (α,β)
n (x)

+4(β + 1)(β + n)P
(α,β)
n−1 (x).

Evaluating this equation at successive zeros xi and xi+1 of P
(α,β)
n (x) we obtain

[(1 + xi)(1 + xi+1)]
2P

(α,β+2)
n−1 (xi)P

(α,β+2)
n−1 (xi+1)

=

[

4(β + 1)(β + n)

(1 + α + β + n)(α + β + 2n)

]2

P
(α,β)
n−1 (xi)P

(α,β)
n−1 (xi+1).

Since P
(α,β)
n−1 has a different sign at successive zeros of P

(α,β)
n , we deduce that

P
(α,β+2)
n−1 (xi)P

(α,β+2)
n−1 (xi+1) < 0. Therefore at least one zero of P

(α,β+2)
n−1 lies in

each interval (xi, xi+1), i = 1, 2, . . . , n−1 and, together with (2.2), this yields

the required result.

Notice that the following theorem is a dual of Theorem 2.2.2 according

to a very well known result about Jacobi polynomials.

Theorem 2.2.3 Let α, β > −1 and t ∈ (0, 2). Let

−1 < x1 < x2 < · · · < xn−1 < xn < 1, be the zeros of P (α,β)
n ,

−1 < y1 < y2 < · · · < yn−1 < 1, be the zeros of P
(α,β)
n−1 ,

−1 < t1 < t2 < · · · < tn−1 < 1, be the zeros of P
(α+t,β)
n−1

and − 1 < z1 < z2 < · · · < zn−1 < 1, be the zeros of P
(α+2,β)
n−1 .

Then

−1 < x1 < z1 < t1 < y1 < x2 < · · · < zn−1 < tn−1 < yn−1 < xn < 1
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Proof. The zeros of polynomials of adjacent degree in a sequence of orthog-

onal polynomials interlace. Thus

xi < yi < xi+1 for i = 1, 2, . . . n − 1 (2.3)

and, by Corollary 1.4.3,

zi < ti < yi for i = 1, 2, . . . n − 1. (2.4)

From Lemma 2.2.1(b) we know that

(1 + α + β + n)(α + β + 2n)
(1 − x)2

4
P

(α+2,β)
n−1 (x)

=
[−2 − 3α − β − 2n + (2n + α + β)x]

2
P (α,β)

n (x) + (1 + α)(n + α)P
(α,β)
n−1 (x).

Evaluating this equation at the consecutive zeros xi and xi+1 of P
(α,β)
n (x), we

have

P
(α+2,β)
n−1 (xi)P

(α+2,β)
n−1 (xi+1)

=

[

4(1 + α)(n + α)

[(1 + α + β + n)(α + β + 2n)(1 − xi)(1 − xi+1)

]2

P
(α,β)
n−1 (xi)P

(α,β)
n−1 (xi+1)

which is negative since the zeros of P
(α,β)
n and P

(α,β)
n−1 interlace. Hence

xi < zi for i = 1, 2, . . . , n − 1

and together with (2.3) and (2.4) we are done.

The next result shows that interlacing of the zeros also occurs for Jacobi poly-

nomials of adjacent degree when both the parameters α and β are increased

by t and k respectively for any t, k ∈ (0, 2].

Theorem 2.2.4 Let α, β > −1 and let 0 ≤ t ≤ 2 and 0 ≤ k ≤ 2. Let

−1 < x1 < x2 < · · · < xn < 1 be the zeros of P (α,β)
n and

−1 < t1 < t2 < · · · < tn−1 < 1 be the zeros of P
(α+t,β+k)
n−1 .
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Then

−1 < x1 < t1 < x2 < · · · < xn−1 < tn−1 < xn < 1.

Proof. Let t, k ∈ [0, 2], fixed. We denote the zeros of P
(α+t,β)
n−1 by −1 < y1 <

y2 < · · · < yn−1 < 1 and those of P
(α,β+k)
n−1 by −1 < z1 < z2 < · · · < zn−1 < 1.

Then

xi < yi for i = 1, 2, . . . , n − 1

by Theorem 2.2.3. In addition, yi < ti and ti < zi for i = 1, 2, . . . , n − 1

Corollary 1.4.3. Lastly, it follows from Theorem 2.2.2 that

zi < xi+1 for i = 1, . . . , n

which proves the result.

Remark Some restrictions on the ranges of t and k are required in the

theorems since the interlacing property is not retained, in general, when one

or both of the parameters α, β are increased by more than 2. This can be

seen by considering, for example, the zeros of P
(α,β)
n and P

(α+2.1, β)
n−1 when

n = 4, α = −0.866 and β = 1.85. The zeros of P
(−0.866, 1.85)
4 (x) are

{−0.54137, 0.0888398, 0.673625, 0.988166} (2.5)

while those of P
(1.234, 1.85)
3 (x) are

{−0.546253, 0.0805805, 0.669107}

and interlacing clearly fails.

Furthermore, the interlacing property is also not retained in general for

the zeros of P
(α,β)
n and those of P

(α−t,β)
n−1 or P

(α,β−k)
n−1 or P

(α−t,β−k)
n−1 where t, k >

0. For example when n, α and β are chosen as in the example above, the

zeros of P
(α,β)
n (x) are given by (2.5) and those of P

(α−0.1, β)
n−1 (x) are

{−0.292451, 0.524348, 0.995296}.
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Also, the zeros of P
(40.2, 0.05)
4 (x) are

{−0.984779, − 0.921655, − 0.80448, − 0.617579}

while the zeros of P
(40.2, 0.02)
3 (x) are

{−0.986307, − 0.908504, − 0.746103}

and we see that P
(40.2,0.05)
4 and P

(40.2,0.02)
3 do not have interlacing zeros.

2.3 Interlacing of zeros of Jacobi polynomials

of the same degree with different parame-

ters

We now consider whether the zeros of Jacobi polynomials of the same de-

gree with different parameters are interlacing if we allow one or both of the

parameters α and β to increase or decrease by t, 0 < t ≤ 2.

Theorem 2.3.1 Let n ∈ N, α > −1, β > −1 and let

−1 < x1 < x2 < · · · < xn < 1 be the zeros of P (α,β)
n ,

−1 < t1 < t2 < · · · < tn < 1 be the zeros of P (α,β+t)
n and

−1 < y1 < y2 < . . . < yn < 1 be the zeros of P (α,β+2)
n

where 0 < t < 2. Then

−1 < x1 < t1 < y1 < x2 < t2 < y2 < · · · < xn < tn < yn < 1.

Proof. It follows from Corollary 1.4.3 that

xi < ti < yi, for i = 1, 2, . . . , n. (2.6)
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Lemma 2.2.1(c) gives

(1 + α + β + n)2(1 + x)P (α,β+2)
n (x)

= {(1 + α + β + 2n)2(1 + x) − 2n(α + n)}P (α,β)
n (x)

−{4 + α + 3β + 2n + (2 + α + β + 2n)x}(α + n)P
(α,β+1)
n−1 (x). (2.7)

Note that the expression 4+α+3β +2n+(2+α+β +2n)x does not change

sign for x belonging to (−1, 1) since

−4 + α + 3β + 2n

2 + α + β + 2n
= −1 − 2

1 + β

2 + α + β + 2n
< −1

for α > −1 and β > −1. Evaluating (2.7) at consecutive zeros xi and xi+1

of P
(α,β)
n (x), we obtain

(1 + α + β + n)2
2(1 + xi)(1 + xi+1)P

(α,β+2)
n (xi)P

(α,β+2)
n (xi+1)

= {4 + α + 3β + 2n + (2 + α + β + 2n)xi}{4 + α + 3β + 2n +

(2 + α + β + 2n)xi+1}(α + n)2P
(α,β+1)
n−1 (xi)P

(α,β+1)
n−1 (xi+1) < 0

since the zeros of P
(α,β)
n and P

(α,β+1)
n−1 interlace by Theorem 2.2.2 and hence

yi < xi+1 for i = 1, 2, . . . , n− 1. Together with (2.6), this yields the required

result.

Theorem 2.3.2 Let β > −1, α > 1 and t ∈ (0, 2). Let

−1 < x1 < x2 < · · · < xn < 1 be the zeros of P (α,β)
n ,

−1 < t1 < t2 < · · · < tn < 1 be the zeros of P (α−t,β)
n and

−1 < y1 < y2 < · · · < yn < 1 be those of P (α−2,β)
n .

Then

−1 < x1 < t1 < y1 < x2 < t2 < y2 < · · · < xn < tn < yn < 1.
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Proof. Note that we need α > 1 to ensure that {P (α−2,β)
n }∞n=0 is an orthog-

onal sequence. From Corollary 1.4.3, xi < ti < yi for i = 1, 2, . . . , n. It

remains to prove that yi < xi+1 for i = 1, 2, . . . , n − 1.

By virtue of the recurrence relation in Lemma 2.2.1(d), we have

−2(α + n − 1)P (α−2,β)
n (x) = (α + β + n)(1 − x)P (α,β)

n (x)

+[3α − 2 + β + 2n − (α + β + 2n)x]P (α−1,β)
n (x)

Evaluating this equation at the consecutive zeros x1 and xi+1 of P
(α,β)
n (x),

[2(α + n − 1)]2P (α−2,β)
n (xi)P

(α−2,β)
n (xi+1)

= [3α − 2 + β + 2n − (α + β + 2n)xi]

×[3α − 2 + β + 2n − (α + β + 2n)xi+1]P
(α−1,β)
n (xi)P

(α−1,β)
n (xi+1).

Note that the expression 3α−2+β +2n−(α+β +2n)x does not change sign

for x belonging to (−1, 1). In fact x = 1 +
2α − 2

α + β + 2n
> 1 because α > 1.

Since the zeros of P
(α,β)
n and P

(α−1,β)
n interlace, we deduce that yi < xi+1 for

each i = 1, 2, . . . , n − 1.

Theorem 2.3.3 Let α > 1, β > −1 and t ∈ (0, 2), k ∈ (0, 2).

Let − 1 < x1 < x2 < · · · < xn < 1, be the zeros of P (α,β)
n ,

−1 < t1 < t2 < · · · < tn < 1, be the zeros of P (α−k,β+t)
n ,

and − 1 < y1 < y2 < · · · < yn < 1, be those of P (α−2,β+2)
n .

Then

−1 < x1 < t1 < y1 < x2 < t2 < y2 < · · · < xn < tn < yn < 1.

Proof. According to Corollary 1.4.3,

xi < ti < yi for i = 1, 2, . . . n.
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We need to prove that

yi < xi+1 for i = 1, 2, . . . n − 1.

Let us consider the expression

(β + n + 1)[β + 2α + n − (β + n + 2)x]P (α,β)
n (x)

+ (1 + α + β + n)[α + β − (2 − α + β)x]P (α,β+1)
n (x)

− (1 + x)(α + n)(α + n − 1)P (α−2,β−2)
n (x) = 0 (2.8)

given in Lemma 2.2.1(e). We observe that the term α + β − (2 − α + β)x

does not change sign for x belonging to (−1, 1). Indeed, α + β − (2 − α + β)x = 0

if and only if

x =
α + β

2 − α + β
= 1 +

2α − 2

2 − α + β
.

It is straightforward to show that for α > 1 and β > −1, α + β − (2 − α + β)x = 0

only when |x| ≥ 1. Also, β + 2α + n − (β + n + 2)x does not change sign

on (−1, 1). Evaluating expression (2.8) in xi and xi+1, consecutive zeros of

P
(α,β)
n we have that

P (α−2,β+2)
n (xi)P

(α−2,β+2)
n (xi+1) < 0

since the zeros of P
(α,β)
n and P

(α,β+1)
n−1 interlace by Theorem 2.2.2. Thus

yi < xi+1 for i = 1, 2, . . . , n − 1. 2

We note that analogous interlacing results will follow for the zeros of P
(α,β)
n

and those of P
(α+t,β)
n , P

(α,β−t)
n and P

(α+k,β−t)
n respectively where t, k ∈ (0, 2],

by replacing α with α + t and β with β − t in Theorems 2.4, 2.5 and 2.6.

Remark The zeros of P
(α,β)
n and P

(α′,β′)
n do not interlace in general when

both the parameters are increased simultaneously. For example, taking n =

4, α = 1.266 and β = 1.85, the zeros of P
(α,β)
n are

{−0.67979, − 0.201233, 0.326414, 0.764756}
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and those of P
(α+0.2,β+0.2)
n are

{−0.667543, − 0.197421, 0.317377, 0.750436}.

Remark In [20], conditions for monotonicity of the zeros of Jacobi poly-

nomials P
(α,β)
n and P

(α′,β′)
n are characterised. It is interesting to compare

the differences between the conditions on the parameters that guarantee

monotonicity and interlacing. Clearly, when the zeros are interlacing, they

are also monotone and therefore both properties hold for the zeros of P
(α,β)
n

and P
(α−k,β+t)
n , or P

(α+k,β−t)
n , when k, t ∈ (0, 2]. However, the monotonicity

property holds more generally for any k, t > 0 (cf. [20], Theorem 1.2). We

note that, when n = 4, α = −0.8, β = 2, k = 3.2 and t = 1.8, the zeros of

P
(α,β)
n

{−0.5273, 0.09428, 0.66789, 0.9825}

while those of P
(α+k,β−t)
n are

{−0.9333, − 0.61144, − 0.100326 , 0.46048}.

and we see that the monotonicity result holds but the zeros are not interlac-

ing.

2.4 Conclusion

As remarked in the introduction to this chapter, Richard Askey conjectured

in 1989 (cf. [9], p.29) that the zeros of P
(α+2,β)
n (x) and those of P

(α,β)
n+1 (x) are

interlacing. The results of this chapter prove this conjecture. We moreover

prove more than the integer increment cases, we show that the interlacing

property of zeros is retained also for continuous variation of both the para-

meters α and β within a specified range.
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We can represent the situation when the interlacing property for the zeros

of P
(α,β)
n and P

(α′,β′)
n , for a fixed α and β with (α, β) 6= (α′, β′); α, α′, β and

β′ > −1 holds, by the shaded area in the αβ plane.

αα + 2

β − 2

β + 2

α

β

β

α − 2-1

-1
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Chapter 3

Interlacing of zeros of linear

combinations of Jacobi

polynomials from different

sequences

3.1 Introduction

In this chapter, we focus on the interlacing of the zeros of linear combinations

of Jacobi polynomials of the form pn + µqm, where pn = P
(α,β)
n and qm =

P
(α

′

,β
′

)
m , (α, β) 6= (α

′

, β
′

), with the zeros of the component polynomials pn and

qm when m = n and m = n−1. We will also examine when interlacing takes

place between the zeros of the linear combination and the zeros of certain

Jacobi polynomials that are different from the component polynomials pn

and qm.

Our proofs make extensive use of the interlacing property of the zeros of

P
(α,β)
n and P

(α
′

,β
′

)
m for m = n and m = n − 1 and (α

′

, β
′

) = (α ± t, β ∓ k),

0 < t ≤ 2 and 0 < k ≤ 2 studied in Chapter 2.
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The structure of the chapter is as follows. In Section 2, we consider the

linear combination P (α,β)
n (x) + νP (α−k,β+t)

n (x) for t, k ∈ (0, 2] and we discuss

the interlacing property between the zeros of this linear combination and the

zeros of the component polynomials. In Section 3, we study the interlacing of

the zeros of P
(α,β)
n +νP

(α′,β′)
n and the zeros of P

(α̃,β̃)
n+1 . The results of Section 3

are of independent interest and will also have specific application in Chapter 4

where we consider interlacing properties of the zeros of the linear combination

pn + νqn with those of pn+1 + νqn+1.

3.2 Interlacing of the zeros of linear combina-

tions of different Jacobi polynomials with

the component polynomials

Interlacing properties of linear combinations of orthogonal polynomials can

often be derived from the following simple result that has been proved in

several contexts, for example, in dealing with polynomials associated with

sequences of power moment functions ([37], p.117) and when considering

quasi-orthogonality ([15], Theorem 3)

Lemma 3.2.1 Let {pn} and {qn} be two sequences of polynomials that are

orthogonal with respect to positive Borel measures µ1 and µ2, µ1 6= µ2.

(a) Assume that the zeros of pn interlace with the zeros of qn.

(i) The zeros of En = pn + νqn, ν 6= 0 are all real and simple and

interlace with the zeros of pn and qn.

(ii) If ν1 6= ν2 are any two real numbers, then the zeros of pn(x) +

ν1qn(x) and those of pn(x) + ν2qn(x) interlace.

(b) Assume that the zeros of pn and qn−1 interlace.
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(i) The zeros of Fn = pn + κqn−1, κ 6= 0 are all real, simple and

interlace with the zeros of pn and qn−1.

(ii) Let κ1 and κ2 be two real numbers such that κ1 6= κ2. Then the

zeros of pn(x)+κ1qn−1(x) and those of pn(x)+κ2qn−1(x) interlace.

Note that Lemma 3.2.1 also holds if the constants ν and κ in the linear

combinations depend on n.

Corollary 3.2.2 Let α > 1, β > −1 and ν 6= 0. Let

E(α,β,k,t)
n (x) = P (α,β)

n (x) + νP (α−k,β+t)
n (x) for t, k ∈ (0, 2].

The zeros of E
(α,β,k,t)
n (x) are real, simple and interlace with the zeros of

P
(α,β)
n (x) as well as those of P

(α−k,β+t)
n (x).

Proof. It was shown in Theorem 2.3.3, that the zeros of P
(α,β)
n interlace with

the zeros of P
(α−k,β+t)
n for t, k ∈ (0, 2]. The result then follows from Lemma

3.2.1(a).

Remark The condition α > 1 is necessary to ensure the orthogonality of

P
(α−2,β)
n when β > −1. We note that analogous interlacing results will follow

for the zeros of the linear combination

P (α,β)
n (x) + νP (α+k,β−t)

n (x), ν 6= 0

and those of P
(α,β)
n (x) and P

(α+k,β−t)
n (x) respectively, where t, k ∈ (0, 2], by

replacing α with α + k and β with β − t in Corollary 3.2.2.

It is interesting to note that in the case of linear combinations of Jacobi

polynomials of degree n, the zeros of E
(α,β,k,t)
n (x) do not necessarily interlace

with the zeros of either P
(α,β)
n−1 (x) or P

(α−k,β+t)
n−1 (x). Indeed, even in the sim-

plest case when t = k = 1 and n = 6, α = 2.3, β = 3.2, ν = 3, the zeros of

E
(2.3,3.2,1,1)
6 (x) are given by

x1 = −0.666, x2 = −0.347, x3 = 0.0014, x4 = 0.341, x5 = 0.6359, x6 = 0.8571
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while those of P
(2.3,3.2)
5 are

x = −0.684915, x = −0.328066, x = 0.0711339, x = 0.457021 and x = 0.775148

and those of P
(2.3−1,3.2+1)
5 are

x = −0.571753, x = −0.177335, x = 0.22934, x = 0.592974, x = 0.862258.

Figures 1 and 2 show the zeros of these polynomials.

-0.5 -0.25 0.25 0.5 0.75

-1
-0.5

0.5
1

Figure 3.1: The zeros of E
(2.3,3.2,1,1)
6 are given by the larger grey dots, while

those of P
(2.3,3.2)
5 are smaller and black

-0.5 -0.25 0.25 0.5 0.75

-1
-0.5

0.5
1

Figure 3.2: The larger grey dots represent the zeros of E
(2.3,3.2,1,1)
6 while the

black dots are the zeros of P
(2.3−1,3.2+1)
5

Lemma 3.2.1(a) requires that the zeros of pn and qn are interlacing. We

showed (in the remark after Theorem 2.3.3) that the zeros of Jacobi polyno-

mials of the same degree do not interlace when both the parameters α and
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β are increased simultaneously. Using this, it is not difficult to construct

examples with pn = P
(α,β)
n and qn = P

(α+k,β+t)
n where the zeros of pn + νqn

and pn or qn do not interlace. For example, Figure 3 shows the zeros of the

linear combination P
(α,β)
n +νP

(α+k,β+t)
n and the component polynomial P

(α,β)
n

for n = 4, α = 1.266, β = 1.85, ν = 4.76, k = t = 0.5.

-0.6 -0.4 -0.2 0.2 0.4 0.6 0.8

-1
-0.5

0.5
1

Figure 3.3: The zeros of P
(1.266,1.85)
4 + 4.76P

(1.266+0.5,1.85+0.5)
4 are represented

by the larger dots in grey and those of P
(1.266,1.85)
4 are the smaller black dots.

The assumption made in Lemma 3.2.1(b) that the zeros of pn and qn−1

interlace, is satisfied when pn = P
(α,β)
n and qn−1 = P

(α+t,β+k)
n−1 with 0 ≤ t ≤ 2

and 0 ≤ k ≤ 2 (cf. Theorem 2.2.4).

Corollary 3.2.3 Let α > −1, β > −1, t, k ∈ [0, 2] and F
(α,β,t,k)
n (x) =

P
(α,β)
n (x) + µP

(α+t,β+k)
n−1 (x). Then the zeros of P

(α,β)
n (x) and the zeros of

P
(α+t,β+k)
n−1 (x) interlace with the zeros of F

(α,β,t,k)
n (x).

Proof. It was shown in Theorem 2.2.4, that the zeros of P
(α,β)
n interlace with

the zeros of P
(α+t,β+k)
n−1 and the result follows as an immediate consequence of

Lemma 3.2.1(b).

In general, the zeros of F
(α,β,t,k)
n (x) do not interlace with the zeros of

P
(α,β)
n−1 (x). Indeed, if n = 7, α = 2.3, β = 3.2 and ν = 1.2, t = 1.7, k = 1 then

the zeros of F
(α,β,t,k)
n (x) are
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x1 = −1.56243, x2 = −0.690889, x3 = −0.403688, x4 = −0.0921743,

x5 = 0.21912, x6 = 0.507874, x7 = 0.756135

while those of P
(α,β)
n−1 (x) are

y1 = −0.748195, y2 = −0.454948, y3 = −0.112964,

y4 = 0.239816, y5 = 0.563443, y6 = 0.821418.

Remark More recently [cf. [25], Theorem 2.1, Theorem 3.1], K. Driver and

K. Jordaan studied the zeros of linear combinations of Laguerre polynomials

from different sequences. They established that if α > −1, a 6= 0 and

0 < t < 2, the zeros of Lα
n(x) + aLα+t

n (x) interlace with the zeros of Lα
n(x)

and Lα+t
n (x). And if

0 < x1 < x2 < · · · < xn be the zeros of Lα
n,

0 < y1 < y2 < · · · < yn−1 are the zeros of Lα
n−1,

0 < t1 < t2 < · · · < tn−1 are the zeros of Lα+t
n−1, and

0 < z1 < z2 < · · · < zn−1 are the zeros of Lα+2
n−1,

then we have 0 < x1 < y1 < t1 < z1 < x2 < y2 < t2 < z2 < · · · < xn−1 <

yn−1 < tn−1 < zn−1 < xn

We note that the one parameter family of classical orthogonal polynomi-

als, the Gegenbauer polynomials, are a special case of the Jacobi polynomials

with α = β.
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3.3 Interlacing of the zeros of linear combi-

nations of different Jacobi polynomials

polynomials with other Jacobi polynomi-

als

Our method of proof makes extensive use of the relationship between 2F1

and Jacobi polynomials (cf. [45, p.254]), as well as the contiguous function

relations of the hypergeometric polynomials. We state the Lemma we will

use to establish our main results and note that its proof can be found in the

Appendix.

Lemma 3.3.1 (a) For α > 0 and β > −1,

(1 + α + β + 2n)P (α−1,β+1)
n (x)

= (1 + α + β + n)P (α.β+1)
n (x) − (β + n + 1)P

(α,β+1)
n−1 (x).

(b) For α > −1 and β > 0,

2(1 + α + β + 2n)(n + 1)P
(α,β−1)
n+1 (x)

= (1 + α + β + n)[1 + α − β + 2n + (1 + α + β + 2n)x]P (α,β+1)
n (x)

−2β(α + n)P
(α,β+1)
n−1 (x).

(c) For α > 0 and β > −1,

2(1 + α + β + n)P
(α,β)
n+1 (x)

= [2 + α + β + 2n + (2 + α + β + 2n)x](α + n)P (α−1,β+1)
n (x)

+(β + n + 1)[−α − β + (2 + α + β + 2n)x]P (α,β)
n (x).
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(d) For α > 0 and β > −1,

2(n + 1)P
(α−1,β+1)
n+1 (x)

= (α + β + (2 + α + β + 2n)x)P (α,β+1)
n (x) − 2(β + n + 1)P (α,β)

n (x).

Theorem 3.3.2 Let β > 0, 0 < r <
α + n

1 + β + n
and let

E
(α,β,1,1)
n = P

(α,β)
n + rP

(α−1,β+1)
n .

a) If α > −1 then E
(α,β,1,1)
n and P

(α,β−1)
n+1 have interlacing zeros.

b) If α > 0 then E
(α,β,1,1)
n and P

(α,β)
n+1 have interlacing zeros.

Proof. a) The connection between Jacobi and hypergeometric polynomials,

together with the contiguous relation (cf. [45, p.71, eqn.1]), yields

(1 + α + β + 2n)P (α,β)
n (x) = (1 + α + β + n)P (α,β+1)

n (x) + (α + n)P
(α,β+1)
n−1 (x),

while, according to Lemma 3.3.1 (a),

(1 + α + β + 2n)P (α−1,β+1)
n (x)

= (1 + α + β + n)P (α,β+1)
n (x) − (β + n + 1)P

(α,β+1)
n−1 (x).

Since E
(α,β,1,1)
n = P

(α,β)
n + rP

(α−1,β+1)
n ,

(1 + α + β + 2n)E(α,β,1,1)
n (x) (3.1)

= (1 + α + β + n)(1 + r)P (α,β+1)
n (x) + [α + n − r(β + n + 1)]P

(α,β+1)
n−1 (x).

On the other hand, from Lemma 3.3.1 (b),

2(1 + α + β + 2n)(n + 1)P
(α,β−1)
n+1 (x)

= (1 + α + β + n)[1 + α − β + 2n + (1 + α + β + 2n)x]P (α,β+1)
n (x)

−2β(α + n)P
(α,β+1)
n−1 (x). (3.2)

46

 
 
 



Thus

E(α,β,1,1)
n (x)

= −2(1 + α + β + 2n)(n + 1)[α + n − r(β + n + 1)]

2β(α + n)(1 + α + β + 2n)
P

(α,β−1)
n+1 (x)

+
(1 + α + β + n)

2β(α + n)(1 + α + β + 2n)
A(α,β,r)

n P (α,β+1)
n (x) (3.3)

where

A(α,β,r)
n = 2β(α+n)(1+r)+[α+n−r(β+n+1)][1+α+β+2n+(1+α+β+2n)x]

changes sign only if x = −1 − 2βr

α + n − r(β + n + 1)
. It is clear that if α >

−1, β > 0 and 0 < r <
α + n

1 + β + n
, the coefficient of P

(α,β+1)
n in (3.3) does not

change sign on (−1, 1). Evaluating (3.3) at consecutive zeros xi and xi+1,

i = 1, . . . , n, of P
(α,β−1)
n+1 (x), one obtains E(α,β,1,1)

n (xi)E
(α,β,1,1)
n (xi+1) < 0 since

P
(α,β−1)
n+1 and P

(α,β+1)
n have interlacing zeros (cf. Theorem 2.2.2).

b) From Lemma 3.3.1 (c), one has

2(1 + α + β + n)(n + 1)P
(α,β)
n+1 (x)

= [2 + α + β + 2n + (2 + α + β + 2n)x](α + n)P (α−1,β+1)
n (x)

+(β + n + 1)[−α − β + (2 + α + β + 2n)x]P (α,β)
n (x).

Replacing P (α−1,β+1)
n by

1

r
[E(α,β,1,1)

n − P (α,β)
n ], we have

2r(1 + α + β + n)(n + 1)P
(α,β)
n+1 (x)

= (2 + α + β + 2n)(1 + x)(α + n)E(α,β,1,1)
n (x)

+{r(β + n + 1)[−α − β + (2 + α + β + 2n)x]

−(2 + α + β + 2n)(1 + x)(α + n)}P (α,β)
n (x). (3.4)

For α > 0, β > 0 and 0 < r <
α + n

1 + β + n
, the coefficient of P

(α,β)
n in this

equation does not change sign on (−1, 1) and since P
(α,β)
n+1 and P

(α,β)
n have
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interlacing zeros, we deduce the result by evaluating (3.4) at consecutive

zeros of P
(α,β)
n+1 (x).

Theorem 3.3.3 Let Eα,β,0,1
n = P

(α,β)
n + rP

(α,β+1)
n . If α > 0, β > −1 and

r >
n + 1

β + n + 1
, the zeros of E

(α,β,0,1)
n and those of P

(α−1,β+1)
n+1 interlace.

Proof. We know (cf. Lemma 3.3.1 (d)) that

2(n + 1)P
(α−1,β+1)
n+1 (x)

= (α + β + (2 + α + β + 2n)x)P (α,β+1)
n (x) − 2(β + n + 1)P (α,β)

n (x).

Since P (α,β)
n (x) = E(α,β,0,1)

n (x) − rP (α,β+1)
n (x),

2(n + 1)P
(α−1,β+1)
n+1 (x)

= [α + β + 2r(β + n + 1) + (2 + α + β + 2n)x]P (α,β+1)
n (x)

−2(β + n + 1)E(α,β,0,1)
n (x). (3.5)

The coefficient of P
(α,β+1)
n is zero only if x = −1 − 2r(β + n + 1) − 2(n + 1)

α + β + 2 + 2n
and therefore the coefficient does not change sign on (−1, 1) when

r >
n + 1

β + n + 1
.

Evaluating (3.5) at consecutive zeros xi and xi+1, i = 1, 2, . . . , n, of P
(α−1,β+1)
n+1

we obtain E
(α,β,0,1)
n (xi)E

(α,β,0,1)
n (xi+1) < 0 since the zeros of P

(α−1,β+1)
n+1 and

P
(α,β+1)
n interlace (cf. Theorem 2.2.3). We deduce that there is at least one

zero of E
(α,β,0,1)
n between any two consecutive zeros of P

(α−1,β+1)
n+1 and the

result follows.
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3.4 Conclusion

A linear combination of two Jacobi polynomials from different sequences has

real and simple zeros, as long as the components have interlacing zeros. In

this case, the zeros interlace with those of component polynomials.

In the next chapter, we shall investigate the interlacing property for the

zeros of consecutive polynomials in some sequences of linear combinations of

Laguerre and Jacobi polynomials.

49

 
 
 



Chapter 4

Interlacing of zeros of linear

combinations of classical

orthogonal polynomials from

different sequences

4.1 Introduction

Let us consider two sequences of polynomials {pn}∞n=0 and {qn}∞n=0 that are

orthogonal respectively with respect to positive Borel measures µ1 and µ2,

µ1 6= µ2 on the same interval of orthogonality I. Let

rn = pn + anqn and sn = pn + bnqn

with an and bn real and independent of x. The following questions arise in

natural way: When do the zeros of rn and rn+1 interlace and when do the

zeros of sn and sn+1 interlace?

The questions are challenging to answer in general and it is natural to first

consider the simplest, or the best understood, or the most useful, orthogonal
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sequences {pn}∞n=0 and {qn}∞n=0. Two choices that serve as a reasonable

starting point are

pn = Lα
n, qn = Lα+1

n

where Lα
n are the Laguerre polynomials, orthogonal with respect to the weight

function e−xxα on the interval (0,∞) for α > −1; and

pn = P (α,β)
n , qn = P (α,β+1)

n

where P (α,β)
n are the Jacobi polynomials, orthogonal with respect to the

weight function (1 − x)α(1 + x)β on the interval (−1, 1) for α > −1, β > −1.

We define

Rn = Lα
n + bnL

α+1
n

Sn = Lα
n + dnL

α+1
n−1

En = P (α,β)
n + rnP

(α,β+1)
n .

We shall prove that the zeros of polynomials of consecutive degree in the

sequences {Rn}∞n=0, {Sn}∞n=0 and {En}∞n=0 are interlacing.

The chapter is organized as follows. In Section 4.2, we give the definition

of quasi-orthogonality and preliminary results which are well known in the

literature. Also we prove a lemma that will help us to establish our result in

Section 4.3.

In Section 4.3, we prove the interlacing properties zeros of linear combina-

tions of Laguerre polynomials. and in Section 4.4, we discuss the interlacing

of zeros of linear combinations of Jacobi polynomials.

51

 
 
 



4.2 Quasi-orthogonality and preliminary re-

sults

The concept of quasi-orthogonality of order 1 was introduced by M. Riesz

(see [46]). Since then the notion of quasi-orthogonality has been discussed

by many authors. In [17], T. S. Chihara discussed quasi-orthogonality using

the three term recurrence relations; and he established that every sequence

of quasi-orthogonal polynomials satisfies a three term recurrence relation

whose coefficients are polynomials of appropriate degrees. The work of Draux

(cf. [21]) and Dickinson (cf. [19]) complete and improve Chihara’s result.

Brezinski, Driver and Redivo-Zaglia in [15] deal with the location of zeros of

quasi-orthogonal polynomials of order 1 and of order 2 using classical tools

such as the Christoffel-Darboux identity.

Recently, in [36], Joulak studied the quasi-orthogonality of polynomials

and their associated polynomials using tools from linear algebra. He gen-

eralized the results in [15] and obtained new results on interlacing zeros of

quasi-orthogonal polynomials of order 1, 2, and 3.

We recall the definition of quasi-orthogonality.

Definition 4.2.1 A sequence {rn}∞n=0 of real polynomials with deg(rn) = n ≥ k

is quasi-orthogonal of order k, where k is a fixed non-negative integer, with

respect to a positive weight function w(x) on the interval I if

∫

I

xmrn(x)w(x) =







0 for m = 0, 1, . . . , n − 1 − k

6= 0 for m = n − k.

When k = 0, the sequence is orthogonal. For the general case of the

quasi-orthogonality, see [17] and [49].

In this chapter, we will use the following results by Brezinski-Driver-

Redivo-Zaglia , as well as by Joulak, to obtain our main results.
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Lemma 4.2.2 [15, Theorem 3] Let {pn}∞n=1 be a sequence of monic orthog-

onal polynomials and consider

Rn = pn + anpn−1 where an ∈ R.

Let

y1 < y2 < · · · < yn be the zeros of Rn,

x1 < x2 < · · · < xn be the zeros of pn,

t1 < t2 < · · · < tn−1 be the zeros of pn−1.

Then

(a) an < 0 ⇔ x1 < y1 < t1 < x2 < y2 < t2 < · · · < xn−1 < yn−1 < tn−1 < xn < yn,

(b) an > 0 ⇔ y1 < x1 < t1 < y2 < x2 < t2 < · · · < yn−1 < xn−1 < tn−1 < yn < xn.

Lemma 4.2.3 [36, Theorem 6] Let {pn}∞n=1 be a sequence of monic orthog-

onal polynomials and let y1 < y2 < · · · < yn be the zeros of Rn = pn + anpn−1

while z1 < z2 < · · · < zn+1 are the zeros of Rn+1 = pn+1 + an+1pn. If

fn+1 =
pn+1

pn

then

z1 < y1 < z2 < y2 < · · · < zn < yn < zn+1

if and only if
{

fn+1(yn) + an+1 < 0 if an < 0

fn+1(y1) + an+1 > 0 if an > 0

}

In addition to the three term recurrence relation for Laguerre polynomials,

one can also derive the following mixed recurrence relations (cf. [2], 22.7.29,

22.7.30 and [45], p. 203)

xLα+1
n (x) = (x − n)Lα

n(x) + (α + n)Lα
n−1(x), (4.1)

Lα+1
n−1(x) = Lα+1

n (x) − Lα
n(x), (4.2)

xLα+1
n (x) = (α + n + 1)Lα

n(x) − (n + 1)Lα
n+1(x). (4.3)
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Replacing in (4.1) n by n + 1 and α by α − 1 while in (4.2) n by n + 1, one

deduces

xLα+1
n+1(x) = (x + α)Lα

n+1(x) − (α + n + 1)Lα−1
n+1(x). (4.4)

We will use the following notation for the zeros of the Laguerre polynomials.

Let {xγ
i,k}k

i=1 denote the set of zeros of Lγ
k(x) arranged in ascending order,

γ > −1, k ∈ N.

In [32], it is established that

γ + 1

k
< xγ

1,k while xγ
k,k < 4k + 2γ + 1. (4.5)

The following lemma will be useful for the proof of our result on interlacing

zeros of linear combinations of Laguerre polynomials.

Lemma 4.2.4 Let n ∈ N, α > −1, bn ∈ R, bn 6= −1, 0 and

Rn = Lα
n + bnLα+1

n .

(a)

If bn < −3n + 2α + 4

n + α + 1
or bn > − n2 + 2n − α

(n + 1)(α + n + 1)
,

the zeros of Rn and those of Lα+1
n+1 interlace.

(b)

If bn < −4n + 2α + 5

α + n + 1
or bn > − α + 1

(n + 1)(α + n + 1)
,

the zeros of Rn and those of Lα
n+1 interlace.

Proof. (a) We have

Rn = Lα
n + bnL

α+1
n

= [Lα
n+1 − Lα−1

n+1] + bn[Lα+1
n+1 − Lα

n+1], using (4.2)

= (1 − bn)Lα
n+1 + bnLα+1

n+1 − Lα−1
n+1.
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Thus, from (4.4),

Rn(x) = (1 − bn)Lα
n+1(x) + bnLα+1

n+1(x)

−[
x + α

α + n + 1
Lα

n+1(x) − x

α + n + 1
Lα+1

n+1]

= [1 − bn − x + α

α + n + 1
]Lα

n+1(x) + (bn +
x

α + n + 1
)Lα+1

n+1(x).

From (4.5), we know that the zeros of Laguerre polynomial Lα
n+1 are bounded

below by
α + 1

n + 1
and bounded above by 4n + 2α + 5. This, together with the

conditions on bn, ensures that the coefficient of Lα
n+1(x) does not change sign

on the interval (xα+1
1,n+1, x

α+1
n+1,n+1) which has endpoints at the smallest and

largest zero of Lα+1
n+1.

Evaluating Rn(x) at consecutive zeros of Lα+1
n+1 we see that

Rn(xα+1
i,n+1)Rn(xα+1

i+1,n+1)

=
[(bn − 1)(α + n + 1) + xα+1

i+1,n+1 + α][(bn − 1)(α + n + 1) + xα+1
i,n+1 + α]

(α + n + 1)2

×Lα
n+1(xi,n+1)(L

α
n+1(x

α+1
i+1,n+1). (4.6)

We know from [24, Theorem 2.3] that the zeros of Lα
n+1 interlace with the

zeros of Lα+1
n+1 which implies that Lα

n+1 has a different sign at successive zeros of

Lα+1
n+1. So the expression (4.6) is negative. Thus Rn and Lα+1

n+1 have interlacing

zeros.

(b) Substituting (4.3) into the left hand side of Lα+1
n =

1

bn

[Rn − Lα
n] we obtain

x

bn

[Rn − Lα
n] = (α + n + 1)Lα

n − (n + 1)Lα
n+1

xRn = [x + bn(α + n + 1)]Lα
n − bn(n + 1)Lα

n+1. (4.7)

Using the same upper and lower bounds for the zeros of Lα
n+1 as above, to-

gether with the conditions on bn, we deduce that the expression x + bn(α + n + 1)

does not change sign on the interval (xα
1,n+1, x

α
n+1,n+1).

55

 
 
 



Remark

1. In the assumptions, we assume that bn 6= −1 to ensure that Rn(x) is of

exact degree n since it can be seen

from (4.2) that Rn(x) = (1 + bn)Lα
n(x) + bnLα+1

n−1(x).

2. Applying (4.2), we also see that Rn(x) = (bn + 1)Lα+1
n (x) − Lα+1

n−1(x), a

linear combination of orthogonal polynomials from the same sequence.

Hence the zeros of Rn interlace with those of Lα+1
n (x) and Lα+1

n−1(x)

respectively when bn 6= −1, 0 (cf [25]); and the restrictions on bn for

{Rn(x)}∞n=0 to be an orthogonal sequence can be

deduced from [22, Theorem 3(v)].

4.3 Linear combinations of Laguerre polyno-

mials

We state and prove our main interlacing result for the zeros of linear combi-

nations of Laguerre polynomials.

Theorem 4.3.1 Let Rn(x) = Lα
n(x) + bnLα+1

n (x),

n ∈ N, α > −1, bn ∈ R, bn 6= −1, 0. If

(a) bn >
n2 + 2n − α

(n + 1)(α + n + 1)
or

(b) bn < −4n + 2α + 5

α + n + 1
or − α + 1

n + 1
< bn < −1,

then Rn(x) and Rn+1(x) have interlacing zeros.

Proof. We know that the leading coefficient of Lα
n is (−1)n

n!
; so we can re-
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normalize Rn(x). Let

Kn(x) =
(−1)nn!

bn + 1
Rn

=
(−1)nn!

bn + 1
[(bn + 1)Lα+1

n (x) − Lα+1
n−1(x)] from (4.2)

= L̃α+1
n (x) + anL̃

α+1
n−1(x)

where L̃α+1
n (x) = (−1)nn!Lα+1

n (x) is the Laguerre polynomial of degree n re-

normalized to be monic and an =
n

bn + 1
. Let y1 < y2 < y3 < · · · < yn denote

the zeros of Rn(x).

(a) Obviously we have an > 0 if and only if bn > −1. On the other hand,

bn >
n2 + 2n − α

(n + 1)(α + n + 1)

= 1 − α(n + 2) + 1

(n + 1)(n + α + 1)
,

together with the condition on α, this is trivially greater than −1. Then

it follows from Lemma 4.2.4(a), that

xα+1
i,n+1 < yi < xα+1

i+1,n+1 i = 1, 2, . . . , n (4.8)

For n even, since L̃α+1
n+1 is monic, lim

x→−∞
L̃α+1

n+1(x) = −∞; so according to

(4.8) we have L̃α+1
n+1(y1) > 0.

Similarly, since bn > −1, we have

y1 < xα+1
1,n from Lemma 4.2.4(b).

Thus for n even, L̃α+1
n (y1) > 0 because lim

x→−∞
L̃α+1

n (x) = +∞.

For n odd, we obtain L̃α+1
n+1(y1) < 0 and L̃α+1

n (y1) < 0. Therefore

L̃α+1
n+1(y1)

L̃α+1
n (y1)

+
n + 1

bn + 1
> 0 for any n ∈ N and bn > −1.

It now follows from Lemma 4.2.3 that Rn and Rn+1 have interlacing

zeros.
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(b) Let bn < −4n + 2α + 5

α + n + 1
or −α + 1

n + 1
< bn < −1. Then an =

n

bn + 1
< 0.

From Lemma 4.2.2, Lemma 4.2.4(b) and [24, Theorem 2.3], we have

xα+1
i,n+1 < xα

i,n < yi < xα
i+1,n+1 < xα+1

i+1,n+1, i = 1, 2, . . . , n.

Furthermore lim
x→∞

L̃α+1
n+1(x) = lim

x→∞
L̃α+1

n (x) = ∞

and it follows that L̃α+1
n+1(yn) < 0 and L̃α+1

n (yn) > 0.

Therefore
L̃α+1

n+1(yn)

L̃α+1
n (yn)

+
n + 1

bn + 1
< 0 and the result follows

from Lemma 4.2.3.

Remark In [22], a necessary and sufficient condition is given for the orthog-

onality of a sequence of monic polynomials that have the property that two

polynomials of consecutive degree in the sequence have interlacing zeros. In

the context of context of Theorem 4.3.1, it is interesting to consider the im-

plications of this necessary and sufficient condition for linear combinations of

Laguerre polynomials. It is easy to find values of n, b and α > −1 with n ∈ N

such that the monic polynomials Kn =
(−1)nn!

b + 1
Rn where Rn = Lα

n + bLα+1
n

do not satisfy the condition for orthogonality given in [22]. For example,

when n = 3, α = 0.8 and b = 3.2, the conditions of Theorem 4.3.1(a) are sat-

isfied and the zeros of K3 = {1.31747, 3.89356, 8.47469} interlace with the

zeros of K4 = {1.07131, 3.09399, 6.38603, 11.6963}. However, evaluating

K4/K2 at the consecutive zeros of K3 we obtain K4

K2
(1.31747) = −13.8835,

K4

K2
(3.89356) = −13.4189 and K4

K2
(8.47469) = −12.9148 respectively. Since

these ratios are not equal, the sequence {Kn}∞n=0 is not orthogonal with re-

spect to any positive Borel measure.

Corollary 4.3.2 Let Sn = Lα
n + dnLα+1

n−1, dn 6= −1 and α > −1. If
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(a)
n2 + 2n − α

2n2 + 4n + nα + 1
< dn < 1 or

(b) (i) 1 < dn <
4n + 2α + 5

3n + α + 4
or (ii) dn >

α + 1

α − n
and α > n

then Sn and Sn+1 have interlacing zeros.

Proof. We have

Sn = Lα
n + dnL

α+1
n−1

= (1 − dn)Lα+1
n from (4.2)

and consider

Tn =
Sn

1 − dn

= Lα
n +

( dn

1 − dn

)

Lα+1
n .

(a) The result follows immediately from Theorem 4.3.1(a) noting that

bn =
dn

1 − dn

>
n2 + 2n − α

(n + 1)(n + α + 1)

is equivalent to

dn >
n2 + 2n − α

2n2 + 4n + nα + 1
= 1 − n2 + 2n + nα + α + 1

2n2 + 4n + nα + 1

when dn < 1.

(b) (i) Note that bn < −4n + 2α + 5

n + α + 1
is equivalent to dn < 1 +

n + α + 1

3n + α + 1
if dn < 1.

(ii) The inequality −α + 1

n + 1
< bn < −1 is equivalent to dn(n − α) < −(α + 1)

when dn > 1 and hence dn > 1 +
n + 1

α − n
when dn > 1 and α > n.

Remark Note that the conditions on the coefficient dn in Corollary 4.3.2 are

fairly restrictive. For example, the condition in the first part of the corollary

that
n2 + 2n − α

2n2 + 4n + nα + 1
< dn < 1 reduces to

1

2
< dn < 1 as n → ∞ while the

second condition becomes 1 < dn <
4

3
asymptotically.
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4.4 Linear combinations of Jacobi polynomi-

als

We now consider the interlacing of zeros of linear combinations of Jacobi

polynomials.

Theorem 4.4.1 Let

En = P (α,β)
n + rnP (α,β+1)

n .

If α > 0, β > −1 and rn >
n + 1

β + n + 1
, then En and En+1 have interlacing

zeros.

Proof. From [45, p.71, eqn.1] with a = −n, we have

2F1(−n, b; c; z) =
n

n + b
2F1(−n + 1, b; c; z) +

b

n + b
2F1(−n, b + 1; c; z),

and using the connection between hypergeometric and Jacobi polynomials

given by

2F1(−n, 1 + α + β + n; 1 + α;
1 − x

2
) =

n!

(1 + α)n

P (α,β)
n (x)

we obtain the relation

P (α,β)
n (x) =

1 + α + β + n

1 + α + β + 2n
P (α,β+1)

n (x) +
α + n

1 + α + β + 2n
P

(α,β+1)
n−1 (x).

Thus

En =
1 + α + β + n + rn(1 + α + β + 2n)

1 + α + β + 2n
P (α,β+1)

n (x) +
α + n

1 + α + β + 2n
P

(α,β+1)
n−1 (x).

Let

Fn =
(1 + α + β + 2n)n!2n

(1 + α + β + n + rn(1 + α + β + 2n))(2 + α + β + n)n

En

= P̃ (α,β+1)
n + anP̃

(α,β+1)
n−1

where P̃ (α,β+1)
n =

n!2n

(2 + α + β + n)n

P (α,β+1)
n

and P̃
(α,β+1)
n−1 =

(n − 1)!2n−1

(1 + α + β + n)n−1

P
(α,β+1)
n−1
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are the Jacobi polynomials re-normalized to be monic and

an =
α + n

1 + α + β + n + rn(1 + α + β + 2n)

n!2n

(2 + α + β + n)n

.
(1 + α + β + n)n−1

2n−1(n − 1)!

> 0 for α > 0, β > −1 and rn >
n + 1

β + n + 1
.

If we denote the zeros of P
(α,β+1)
n ; Fn; P

(α−1,β+1)
n+1 and P

(α,β+1)
n+1 by x1 < x2 <

· · · < xn, y1 < y2 < · · · < yn; t1 < t2 < · · · < tn+1 and z1 < z2 < · · · < zn+1

respectively then it follows from Lemma 4.2.2(b) that y1 < x1. Also, from

Theorem 3.3.3, we have

t1 < y1 < t2 < y2 < · · · < tn < yn < tn+1,

while from Theorem 2.3.2,

z1 < t1 < z2

and

z1 < x1 < z2

since P
(α,β+1)
n and P

(α,β+1)
n+1 have interlacing zeros.

Hence z1 < t1 < y1 < x1 < z2 and for n even and n odd we obtain

P̃
(α,β+1)
n+1

P̃
(α,β+1)
n

(y1) > 0.

Since an+1 > 0, the result follows from Lemma 4.2.3.

4.5 Conclusion and Future Research

In the second chapter, we have investigated the interlacing property for P (α,β)
n

and P (α′,β′)
m where α′ = α ± t, β = β ± k and m = n or m = n − 1.

On the other hand, we have noticed from [10] that Askey-Wilson polynomials

generalize the q-ultraspherical and q-Jacobi polynomials. The next step could
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be the investigation of the interlacing behavior for the zeros of Askey-Wilson

polynomials.

The main purpose of this thesis was the investigation of the interlacing of

zeros of linear combinations of Jacobi polynomials and Laguerre polynomials

from different sequences. One has fixed some ranges of parameters on which

the interlacing of zeros occurs. Since the interlacing of zeros does not mean

the orthogonality, the next step could be the investigation of the ranges of

parameters for which one has the orthogonality of the linear combinations.
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Chapter 5

Appendix

Hypergeometric function

Let a, b and c be complex numbers such that c /∈ {0,−1,−2,−3, . . . }. The

series

∞
∑

k=0

(a)k(b)k

(c)kk!
zk (5.1)

is called the Gauss hypergeometric series, where (α)k is the Pochhammer

symbol or shifted factorial and is defined by:

(α)k =

{

α(α + 1) . . . (α + k − 1) if k = 1, 2, 3, . . .

1 if k = 0 and α 6= 0
.

The series (5.1) converges for |z| < 1 and the hypergeometric function in

(5.1) is usually denoted by 2F1

(

a, b

c
; z

)

or 2F1(a, b; c; z).

For n ∈ N, we have

(−n)k =

{

(−1)k n!
(n−k)!

for 0 ≤ k ≤ n

0 for k ≥ n + 1
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Hence, if either a or b, or both, is a negative integer, the series (5.1) termi-

nates, and we see that

2F1

(

−n, b

c
; z

)

= 1 +
∞
∑

k=1

(−n)k(b)k

(c)kk!
zk

=
∞
∑

k=0

(−n)k(b)k

(c)kk!
zk.

is a polynomial of degree n in z, called the hypergeometric polynomial.

The contiguous function relations

In [30], Gauss defined each of the six functions obtained by increasing or

decreasing one of the parameters a, b or c by unity as being contiguous to

F = 2F1

(

a, b

c
; z

)

.

We denote 2F1

(

a + 1, b

c
; z

)

by F (a+), 2F1

(

a − 1, b

c
; z

)

by F (a−)

and so on.

Gauss proved that between F and any two of its contiguous functions,

there exits a linear relation with coefficients at most linear in z.
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We list a selection of contiguous relations (cf [45], p.71-72)

(a − b)F = aF (a+) − bF (b+) (5.2)

(a − c + 1)F = aF (a+) − (c − 1)F (c−) (5.3)

c[a + (b − c)z]F = ca(1 − z)F (a+)

− (c − a)(c − b)zF (c+) (5.4)

c(1 − z)F = cF (a−) − (c − b)zF (c+) (5.5)

c(1 − z)F = cF (b−) − (c − a)zF (c+) (5.6)

(c − a − b)F = (c − a)F (a−) − b(1 − z)F (b+) (5.7)

(b − a)(1 − z)F = (c − a)F (a−) − (c − b)F (b−) (5.8)

[2b − c + (a − b)z]F = (1 − z)bF (b+) − (c − b)F (b−) (5.9)

c[b + (a − c)z]F = bc(F (b+) − (c − a)(c − b)zF (c+) (5.10)

(b − c + 1)F = bF (b+) − (c − 1)F (c−) (5.11)

[1 − b + (c − a − 1)z]F = (c − b)F (b−) − (c − 1)(1 − z)F (c−) (5.12)

[c − 1 + (a + b + 1 − 2c)z]cF = c(c − 1)(1 − z)F (c−)

− (c − a)(c − b)zF (c+) (5.13)

From (5.5) and (5.6), one has

cF (a−) − cF (b−) + (b − a)zF (c+) = 0 (5.14)

Further, in (5.8), shifting b to b + 1 gives

(c − b − 1)F = (c − a)F (a−, b+) + (a − b − 1)(1 − z)F (b+). (5.15)

Jacobi polynomials

The Jacobi polynomial Pα,β
n (x) can be defined by the Rodrigues’ formula

P (α,β)
n (x) =

1

(1 − x)α(1 + x)β

(−1)n

2nn!

dn

dxn
[(1 − x)n+α(1 + x)n+β].
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The following connections between 2F1 polynomials and Jacobi polyno-

mials are well known (cf [45], p.254-256)

Pα,β
n (x) =

(1 + α)n

n!
2F1

(

−n, 1 + α + β + n

1 + α
;
1 − x

2

)

(5.16)

=
(1 + α)n

n!
(
x + 1

2
)n

2F1

(

−n,−β − n

1 + α
;
x − 1

x + 2

)

=
(−1)n(1 + β)n

n!
2F1

(

−n, 1 + α + β + n

1 + β
;
1 + x

2

)

=
(1 + α + β)2n

n!(1 + α + β)n

(
x − 1

2
)n

2F1

(

−n,−α − n

−α − β − 2n
;

2

1 − x

)

=
(1 + β)n

n!
(
x − 1

2
)n

2F1

(

−n,−α − n

1 + β
;
x + 1

x − 1

)

=
(1 + α + β)2n

n!(1 + α + β)n

(
x + 1

2
)n

2F1

(

−n,−β − n

−α − β − 2n
;

2

x + 1

)

.

where α, β /∈ {...,−3,−2,−1}.

The infinite sequence of Jacobi polynomials {P (α,β)
n (x)}∞n=0, with α > −1

and β > −1, satisfies a three-term recurrence relation which is given by

2n(α + β + n)(α + β + 2n − 2)P (α,β)
n (x)

= (α + β + 2n − 1)[α2 − β2 + x(α + β + 2n)(α + β + 2n − 2)]P
(α,β)
n−1 (x)

−2(α + n − 1)(β + n − 1)(α + β + 2n)P
(α,β)
n−2 (x).

Using contiguous relations for 2F
′
1s, together with connections between

2F1 polynomials and Jacobi polynomials, one can generate mixed recurrence

relations for Jacobi polynomials.
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Mixed recurrence relations

We derive 9 mixed recurrence relations that are used in our proofs in the

main text

1. For α > −1 and β > −1, we have

2n[2 + α + 3β + 2n + (α + β + 2n)x]P (α,β)
n (x)

= (1 + α + β + n)(α + β + 2n)(1 + x)2P
(α,β+2)
n−1 (x)

−4(β + n)(β + 1)P
(α,β)
n−1 (x).

2. For α > −1 and β > −1,

2n[2 + 3α + β + 2n − (α + β + 2n)x]P (α,β)
n (x)

−4(1 + α)(α + n)P
(α,β)
n−1 (x)

+(1 + α + β + n)(α + β + 2n)(1 − x)2P
(α+2,β)
n−1 (x) = 0

3. Let α > −1 and β > −1. Then

(1 + α + β + n)2(1 + x)P (α,β+2)
n (x)

= {(1 + α + β + 2n)2(1 + x) − 2n(α + n)}P (α,β)
n (x)

−{4 + α + 3β + 2n +

(2 + α + β + 2n)x}(α + n)P
(α,β)
n−1 (x)

4. For α > 1 and β > −1,

−2(α + n − 1)P (α−2,β)
n (x)

= (α + β + n)(1 − x)P (α,β)
n (x)

+[3α − 2 + β + 2n − (α + β + 2n)x]P (α−1,β)
n (x)
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5. For α > 1 and β > −1, we have

(β + n + 1)[β + 2α + n − (β + n + 2)x]P (α,β)
n (x)

+ (1 + α + β + n)[α + β − (2 − α + β)x]P (α,β+1)
n (x)

− (1 + x)(α + n)(α + n − 1)P (α−2,β+2)
n (x) = 0.

6. For α > 0 and β > −1,

(1 + α + β + 2n)P (α−1,β+1)
n (x)

= (1 + α + β + n)P (α.β+1)
n (x) − (β + n + 1)P

(α,β+1)
n−1 (x).

7. For α > −1 and β > 0,

2(1 + α + β + 2n)(n + 1)P
(α,β−1)
n+1 (x)

= (1 + α + β + n)[1 + α − β + 2n + (1 + α + β + 2n)x]P (α,β+1)
n (x)

−2β(α + n)P
(α,β+1)
n−1 (x).

8. For α > 0 and β > −1,

2(1 + α + β + n)P
(α,β)
n+1 (x)

= [2 + α + β + 2n + (2 + α + β + 2n)x](α + n)P (α−1,β+1)
n (x)

+(β + n + 1)[−α − β + (2 + α + β + 2n)x]P (α,β)
n (x).

9. For α > 0 and β > −1,

2(n + 1)P
(α−1,β+1)
n+1 (x)

= (α + β + (2 + α + β + 2n)x)P (α,β+1)
n (x) − 2(β + n + 1)P (α,β)

n (x).

Proof. 1. In (5.9) and (5.7), replacing a by a + 1, we have

[2b − c + (a − b + 1)z]F (a+)

= b(1 − z)F (a+, b+) − (c − b)F (a+, b−) (5.17)

and (c − a − b − 1)F (a+)

= (c − a − 1)F − b(1 − z)F (a+, b+) (5.18)
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respectively. From (5.17) and (5.18), one obtains

[2b − c + (a − b + 1)z](c − a − 1)F

= b(b − a − 1)(1 − z)2F (a+, b+) − (c − b)(c − a − b − 1)F (a+, b−)

and with a = −n, b = 1 + α + β + n, c = 1 + α, z =
1 − x

2
and (5.16),

the result follows.

2. In (5.14), with a and c replaced by a+1 and c+1 respectively, one has

(c + 1)F (a+, c+) = (c + 1)F (b+, c+) + (b − a)zF (a+, b+, c + 2)

and in (5.5), the replacing of a by a + 1 gives

c(1 − z)F (a+) = cF − (c − b)zF (a+, c+);

then c(c + 1)F − c(c + 1)(1 − z)F (a+)

= (c + 1)(c − b)zF (b+, c+)

+(c − b)(b − a)z2F (a+, b+, c + 2). (5.19)

Also replacing c by c + 1 in (5.11) and using (5.4), one obtains

[(−b + a)z − a]cF

= ca(z − 1)F (a+) + b(a − c)zF (b+, c+). (5.20)

From (5.15), by symmetry, one has

(c − 1 − a)F = (c − b)F (a+, b−) + (b − 1 − a)(1 − z)F (a+). (5.21)

Then (5.19), (5.20) and (5.21) together give

−c(c + 1)[(−b + 1 + a)z − c]F − c2(c + 1)F (a+, b−)

+ b(−b + 1 + a)z2(a − c)F (a+, b+, c + 2) = 0;

with a = −n, b = 1 + α + β + n, c = 1 + α and z = 1−x
2

and using

(5.16), we obtain the result.

69

 
 
 



3. In (5.9), replacing b by b + 1, this relation becomes

[2(b + 1) − c + (a − b − 1)z]F (b+)

= (b + 1)(1 − z)F (b + 2) − (c − b − 1)F . (5.22)

Combining (5.22) and (5.2) implies using

{(a − b)[2(b + 1) − c + (a − b − 1)z] − b(c − b − 1)}F
= a[2(b + 1) − c + (a − b − 1)z]F (a+) + b(b + 1)(1 − z)F (b + 2)

Letting a = −n, b = 1+α+β+n, c = 1+α, z =
1 − x

2
and considering

(5.16), we obtain

(1 + α + β + n)(2 + α + β + n)(1 + x)P (α,β+2)
n (x)

= {(1 + α + β + 2n)(2 + α + β + n)(1 + x)}P (α,β)
n (x)

− {4 + α + 3β + 2n + (2 + α + β + 2n)x}(α + n)P
(α,β+1)
n−1 (x).

4. Consider the equation (5.6)

c(1 − z)F = cF (b−) − (c − a)zF (c+)

in which replacing b by b − 1 and c by c − 1, one gets

(c − 1)(1 − z)F (b−, c−) = (c − 1)F (b − 2, c−) − (c − a − 1)zF (b−).

Now let us consider (5.11) in which we change b to b− 1, this becomes

(b − c)F (b−) = (b − 1)F − (c − 1)F (b−, c−).

Then we have

(b − c)(c − 1)F (b − 2, c−)

= (c − a − 1)(b − 1)zF

+(c − 1)[b − c − (b − a − 1)z]F (b−, c−).
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In this last expression, we change c to c − 1; then

(b − c + 1)(c − 2)F (b − 2, c − 2)

= (c − a − 2)(b − 1)zF (c−)

+(c − 2)[b − c + 1 − (b − a − 1)z]F (b−, c − 2). (5.23)

Now, in (5.13), we shift c to c − 1 and b to b − 1, so we obtain

[c − 2 + (a + b − 2c + 2)z](c − 1)F (b−, c−)

= (c − 1)(c − 2)(1 − z)F (b−, c − 2)

− (c − a − 1)(c − b)zF (b−). (5.24)

Combining (5.23), (5.24) and (5.12), we have

(c − 2)2F (b − 2, c − 2) = (b − 1)(c − a − 1)zF + [c − 2 + (b − a − 1)z](c − 1)F (b−, c−).

Finally, putting a = −n, b = 1 + α + β + n, c = 1 + α, z =
1 − x

2
and

using (5.16), one has

−2(α + n − 1)P (α−2,β)
n (x)

= (α + β + n)(1 − x)P (α,β)
n (x)

+[3α − 2 + β + 2n − (α + β + 2n)x]P (α−1,β)
n (x),

which proves the result.

5. Changing c to c − 1 in (5.10) and (5.11) yields

(c − 1)[b + (a − c + 1)z]F (c−)

= b(c − 1)(1 − z)F (b+, c−)

−(c − a − 1)(c − b − 1)zF (5.25)

and (b − c + 2)F (c−) = bF (b+, c−) − (c − 2)F (c − 2) (5.26)
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From (5.10), (5.25) and (5.26) we obtain

(−c + b + 1)[(−c + 2 + b)z + c − 2]F

= b[c − 2 + (−2c + 3 + a + b)z]F (b+) + (z − 1)(c − 2)2F (c − 2).

Putting a = −n, b = 1 + α + β + n, c = 1 + α and z =
1 − x

2
, we get

the relation.

6. From equations (5.2) and (5.3), one obtains

[c − b − 1]aF (a+) + [a − c + 1]bF (b+) + (c − 1)(b − a)F (c−) = 0.

Thus with a = −n, b = 1 + α + β + n, c = 1 + α, z =
1 − x

2
and using

(5.16), the relation holds.

7. Equations (5.2) and (5.7) together give

a(c − a − b)F (a+) + [2a − c + (b − a)z]bF (b+) + (a − b)(a − c)F (a−) = 0.

Letting a = −n, b = 1 + α + β + n, c = 1 + α, z =
1 − x

2
and using the

relation (5.16), one has the relation.

8. Let us consider the equation (5.8) in which replacing b by b + 1 in , we

obtain

(b − a + 1)(1 − z)F (b+) = (c − a)F (a−, b+) − (c − b − 1)F. (5.27)

Equations (5.11) and (5.27) together give

(b − c + 1)[a − 1 + (b − a + 1)z]F

= (a − c)bF (a−, b+) + (b − a + 1)(1 − c)(z − 1)F (c−).

Letting a = −n, b = 1+α+β+n, c = 1+α, z =
1 − x

2
and considering

(5.16), we obtain the result.
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9. Replacing b by b + 1 and c by c − 1 in 5.5, we obtain

(c − 1)(1 − z)F (b+, c−)

= (c − 1)F (a−, b+, c−) − (c − b − 2)zF (b+) (5.28)

while replacing b by b + 1 in (5.12), yields

[−b + (c − a − 1)z]F (b+)

= (c − b − 1)F − (c − 1)(1 − z)F (b+, c−). (5.29)

From (5.28) and (5.29) we obtain

(1 − c)F (a−, b+, c−) + [b + (a − b − 1)z]F (b+) + (c − b − 1)F = 0.

Letting a = −n, b = 1 + α + β + n, c = 1 + α, z =
1 − x

2
and using

(5.16), we obtain the result.
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Oeuvres de P. L. Chebyshef, Vol. 2(1961), 61-68, reprinted Chelsea,

New York.

[17] Chihara, T. S., On quasi-orthogonal polynomials, Proc. Amer. Math.

Soc. 8(1957), 765-767.

[18] Criscuolo, G., Mastroianni, G. and Occorsio, D. Uniform convergence

of derivatives of extended Lagrange interpolation, Numer. Math., 60

(1991), 195–218.

[19] Dickinson, D., On quasi-orthogonal polynomials. Proc. Amer. Math.

Soc., 12(1961), 185-194.

[20] Dimitrov, D. and Rodrigues, R. On the behaviour of zeros of Jacobi

polynomials, J. Approx. Theory, 116 (2002), 224-239.

[21] Draux, A., On quasi-orthogonal polynomials. J. Approx. Theory,

62(1)(1990), 1-14.

[22] Driver, K. A note on the interlacing of zeros and orthogonality, J. Ap-

prox. Theory, to appear.

[23] Driver, K. and Jordaan, K. Separation Theorems for the zeros of certain

hypergeometric polynomials, J. Comput. and Appl. Math., 199 (2007),

48-55.

[24] Driver, K. and Jordaan, K. Interlacing of zeros of shifted sequences

of one-parameter orthogonal polynomials, Numerische Mathematik, 107

(4) (2007), 615-624.

76

 
 
 



[25] Driver, K. and Jordaan, K. Zeros of linear combinations of Laguerre

polynomials from different sequences, J. Comput. Appl. Math., 233

(2009), 719-722.

[26] Driver, K, Jordaan, K. and Mbuyi, N. Interlacing of the zeros of Jacobi

polynomials with different parameters, Numerical Algorithms, 49 (2008),

143-152.

[27] Driver, K, Jordaan, K. and Mbuyi, N. On the interlacing of the zeros

of linear combinations of Jacobi polynimials from different sequences,

Quaestiones Mathematicae, 32 (2009), 47-54.

[28] Driver, K, Jordaan, K. and Mbuyi, N. Interlacing of the zeros of classical

orthogonal polynomials from different sequences, Appl. Numer. Math.,

59 (2009), 2424-2429.
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