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APPENDICES 

 

 

1 PAIRWISE GRANGER CAUSALITY TEST  

 

There is generally no consensus about the direction of causality between exports and 

GDP. Therefore, the question of whether exports (Exp) cause GDP growth (Y) or vice 

versa in Botswana is investigated empirically using the pairwise Granger causality 

test. Through Granger causality tests, one can proceed to test for the direction of 

causality between the two series. The standard Granger (1986) causality test examines 

the role of past changes in export growth (Exp), in explaining the current variations in 

GDP (Y). On the other hand, a reversed causality direction is determined by 

experimenting with variables Exp and Y interchanged, using the following equations 

to determine whether or not Exp the Granger causes Yt and vice versa, respectively. 
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In terms of interpretation, Yt is said to be Granger-caused by Expt if exports help in the 

prediction of Yt, or equivalently if the coefficient on the lagged values of exports are 

statistically significant. In our case, there are four possible causal relationships 

between exports (Exp) and GDP (Y):  

 

i. Unidirectional causality from Exp to Y is indicated in the case were the 

estimated coefficients on lagged Exp in equation (A2) are statistically different 

from zero as a group (i.e., ∑ ≠ 0iβ ) and the set of estimated coefficients on 

the lag of Y in equation (A1) is not statistically different from zero (i.e., 

0=∑ iα ) 
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ii. Conversely, unidirectional causality from Y to Exp exists if the set of lagged Y 

coefficients in equation (A2) is not statistically different from zero (i.e., 

∑ = 0iβ  ) and the set of lagged Y coefficients in equation (A1) is statistically 

different from zero (i.e., ∑ ≠ 0iα ). 

 

iii. Bidirectional, or feedback causality, is suggested when Exp causes Y and vice 

versa. That is, when the sets of Exp and Y coefficients are statistically 

significantly different from zero in both regressions. 

 

iv. Finally, independence is suggested when there is no causal relationship 

between Exp and Y. That is, when the sets of Exp and Y coefficients are not 

statistically significant in both regressions.  

 

The null hypothesis postulated in each case is that the variable under consideration 

does not “Granger-cause” the other variable.  

The results of the Granger causality test are presented in Table A1. The results 

suggest bidirectional (or feedback) causality between exports (Exp) at aggregate level 

and GDP (Y) for the period 1980 to 2008. 

 

Table A1: Pairwise Granger Causality test (Sample 1980 – 2008) 

Null Hypothesis  Obs F-Statistic Probability 

LogEXP does not Granger Cause LogGDP 27  2.78774  0.04672 

LogGDP does not Granger Cause LogEXP   2.34139  0.09170 

 

 

2 ROBUSTNESS CHECK FOR HIIT AND VIIT 

 

This part of the Appendices provides robust check by using different values of α in 

equation (4) and equation (5).  
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2.1 Horizontal IIT and Vertical IIT with different values of α 

 

Table 4 presents the results for HIIT and VIIT in which the calculation was done with 

both small and large dispersion values of α and compared to a value α = 0.15 whose 

results are presented in the main text. Panel A of Table A2 in this section shows the 

results when a smaller value of α, 0.10, is used. The results are exactly the same with 

those in which a value α =0.15 has been used. Tabulated results in both panels B and 

C, where values of α, 0.20 and 0.25 have been used, are nearly the same. When α is 

either 0.20 or 0.25, the results  shows that it is only trade with Belgium where the 

share of HIIT and VIIT have equally dominated trade between Botswana and the 

former country for the period under review. The results did not change at all for trade 

with Israel, while HIIT dominated trade with South Africa in 2001 when α=0.20, and 

both in 2000 and 2001 when α=0.25. In the case when α=0.30 is used in the 

calculations, the results are the same with the situation when α=0.25 is employed. 

Overall, one can conclude that in the case of Botswana, the HIIT/VIIT results are 

almost the same for diamond sector when one uses either a smaller dispersion, 

α=0.10, or a larger dispersion, α=0.30.  

 

 

Table A2: HIIT and VIIT in the Diamond sector with different dispersion 

 

Panel A: (α=0.10) 

Year 

Country  

1999 

 

2000 

 

2001 

 

2002 

 

2003 

 

2004 

 

2005 

 

2006 

 

Belgium HIIT VIIT VIIT VIIT VIIT VIIT na VIIT 

Israel HIIT VIIT VIIT VIIT Na Na na VIIT 

South Africa VIIT VIIT VIIT VIIT VIIT VIIT VIIT VIIT 
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Panel B: (α=0.20) 

Year 

Country  

1999 

 

2000 

 

2001 

 

2002 

 

2003 

 

2004 

 

2005 

 

2006 

 

Belgium HIIT VIIT VIIT VIIT HIIT VIIT na VIIT 

Israel HIIT VIIT VIIT VIIT na Na na VIIT 

South Africa VIIT VIIT HIIT VIIT VIIT VIIT VIIT VIIT 

 

 

Panel C: (α=0.25) 

Year 

Country  

1999 

 

2000 

 

2001 

 

2002 

 

2003 

 

2004 

 

2005 

 

2006 

 

Belgium HIIT HIIT VIIT VIIT HIIT VIIT na VIIT 

Israel HIIT VIIT VIIT VIIT na Na na VIIT 

South Africa VIIT HIIT HIIT VIIT VIIT VIIT VIIT VIIT 

 

Panel D: (α=0.30) 

Year 

Country  

1999 

 

2000 

 

2001 

 

2002 

 

2003 

 

2004 

 

2005 

 

2006 

 

Belgium HIIT HIIT VIIT VIIT HIIT VIIT na VIIT 

Israel HIIT VIIT VIIT VIIT na Na na VIIT 

South Africa VIIT HIIT HIIT VIIT VIIT VIIT VIIT VIIT 

 

 

3 ROBUSTNESS CHECK ON COEFFICIENTS OF EXPLANATORY 

VARIABLES  

 

The coefficient values for the explanatory variables for each of the gravity trade 

models presented in Table A3 to Table A5 shows that they do not significantly 

change, in the case where they change. For instance, the range of the coefficient 

values (from the FEM equation (13)) of Botswana’s mining GDP in the diamond 

gravity trade model is between 1.7 and 1.9 (with the actually coefficient value 

reported in the main text being within this range, with a value of 1.76) whether more 

potential explanatory variables are added or deleted. This lower range shows that the 

 
 
 



 147 

model is robust and can be relied upon for any interpretation or any further inferences. 

The same trend is also recorded for the coefficient of the other explanatory variables 

in the diamond gravity model, and also for the explanatory variables in both textiles, 

and meat and meat products gravity equations.  

 

In summary, the results reported from robustness estimations indicates that the 

coefficients of the explanatory variables for each of the three gravity trade models are 

relatively stable and can therefore be relied upon both for inference and further 

application, in this case, in the analysis of untapped export potentials.  

 

Table A3: Robustness check on Diamond gravity model  

Variable/Model Pooled Model – Equation (13) Fixed Effects Model – Equation (13) 

Botswana 

mining GDP 5.2 (2.1)** 4.9 (1.4) 

 

 

5.3 (1.9)* 

 

 

1.8 (1.96)** 

 

 

1.9 (2.7)** 

 

 

1.7 (3)*** 

Importer GDP  1.4 (2.9)*** 1.7 (3.1)***  2.3 (2.8)*** 0.92 (2.01)** 1.2 (1.9)** 2.1 (2.0)** 

Importer 

population ----------- 7.4 (1.8)* 

 

6.5 (3.8)*** 

 

----------- 

 

5.2 (4.7)*** 

 

4.8 (1.7)* 

Exchange rate  1.3 (2.1)** 2.3 (1.6) 0.9 (2.1)**  2.1 (1.2) 1.7 (1.9)* 

Hafbauer index ----------- ---------- 49.2 (1.9)* ----------- ----------- 52 (2.4)** 

Adjusted – R2 
0.61 0.62 0.66 0.66 0.67 0.60 

F-Test  5.7 5.3 5.9 4.8 4.67 3.87 

Total obs  48 48 48 48 48 48 

Notes: [***], [**], [*] significant at 1%, 5%, 10% level  

t-statistics in parenthesis 

 

 

Table A4: Robustness check on Textiles gravity model  

Variable/Model Pooled Model – Eqn (13) Fixed Effects Model – Eqn (13) 

Botswana manf 

sector GDP 2.6 (2.0)** 1.97 (5.3)*** 

 

 

2.97 (5.3)*** 

 

 

1.03 (2.7)** 

 

 

1.28 (4.1)*** 

 

 

1.08 (2.04)* 

Importer GDP  0.8 (0.58) 0.97 (2.6)** 0.95 (3.6)*** 1.6 (1.37) 1.5 (2.8)** 1.5 (2.5)** 

Importer 1.07 (3.1)*** 0.49 (4.7)***     
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population 0.42 (2.18)** 2.17 (1.9)* 2.6 (1.5) 2.7 (3.9)** 

RCAI for 

textiles ----------- 0.57 (1.9)* 

 

0.49 (2.9)** ----------- 

 

0.47 (2.1)* 

 

0.49 (2.17)* 

Importer 

Inflation ----------- ------------ 

 

0.01 (3.2)*** ----------- 

 

---------- 

 

0.08 (1.93)* 

Exchange rate 0.09 (1.2) 0.5 (2.3)** 0.18 (0.5) 0.1 (2.1)** 0.4 (0.3) 0.3 (1.9)* 

Adjusted – R2 
0.59  0.66 0.65 0.60  0.62 0.65 

F-Test  18.1 12.6 16.44 5.6 9.7 9.26 

Total obs 192 192 192 192 192 192 

Notes: [***], [**], [*] significant at 1%, 5%, 10% level  

t-statistics in parenthesis 

 

 

 

Table A5: Robustness check on Meat and meat products gravity model 

Variable/Model Pooled Model – Eqn (13) Fixed Effects Model – Eqn (13) 

Botswana agric 

sector GDP 2.2 (8.51)*** 1.9 (4.5)*** 

 

 

2 (4.0)*** 

 

 

1.8 (3.4)*** 

 

 

1.3 (5.1)*** 

Importer GDP 0.49 (2.46)** 0.49 (2.5)** 

 

0.49 (2.4)** 

 

0.6 (5.2)*** 

 

0.57 (4.7)*** 

Importer Inflation -0.96 (-2.8)** -0.97 (-3)*** 

 

-0.98 (-2.8)*** 

 

-0.16 (-2)** 

 

-0.15 (-0.2) 

Exchange rate  1.0 (2.1)** 0.87 (1.4) 0.2 (19)* 0.23 (2.3)** 0.2 (1.4) 

RCAI for meat ---------- 0.59 (0.92) 0.70 (1.0) ------------ 0.29 (2.2)** 

Cotonou dummy  1.2 (2.1)** 1.9 (1.2) 0.8 (2.5)** ---------- -------- 

Botswana agric 

K/L ration ----------- --------- 

 

2.6 (0.4) 

---------- -------- 

Adjusted – R2 0.61 0.62 0.61 0.65 0.66 

F-Test  13.2 9.1 6.76 9.3 8.6 

Total obs 88 88 88 88 88 

Notes: [***], [**], [*] significant at 1%, 5%, 10% level  

t-statistics in parenthesis 
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4 BOTSWANA’S SECTORAL TRADE POTENTIAL   

 

This part of the Appendices presents countries and regions with which Botswana has 

both unrealized and exhausted export potential for each of the three sectoral exports 

(diamond, textiles; and meat and meat products).   

 

Note:  

For all Tables in this Appendices section: 

UP – means unrealized trade potential  

EP – implies exceeded trade potential 

 

4.1 Diamond Sector 

 

Table A6: Countries with unrealized potential for expansion of diamond export trade 

Country/Year 1999 2000 2001 2002 2003 2004 2005 2006 Overall  

Israel 1.3 1.8 0.2 0.1 0.2 0.4 3.1 1.6 UP 

South Africa+ 2.1 22.9 1.6 1285 11.9 0.0 0.0 0.3 UP 

Switzerland 0.0 0.0 1336 48 58 52 7.6 1345 UP 

 

 

Table A7: Countries where Botswana’s diamond has exceeded its export trade potential  

Country/Year 1999 2000 2001 2002 2003 2004 2005 2006 Overall  

Belgium 3.8 29.0 5.0 0.0 0.1 0.0 0.0 0.0 EP 

United Kingdom 2.0 9.2 0.3 0.0 0.0 0.0 202225 0.2 EP 

U.S.A 4.9 7.3 0.4 0.1 2.8 8987 0.0 0.1 EP 

 

 

Table A8: Regional distribution of countries with untapped diamond export potential 

Country/Year 1999 2000 2001 2002 2003 2004 2005 2006 Overall 

European Union (EU) 

Switzerland 0.0 0.0 1336 47.8 57.7 52.2 7.6 1345 UP 

SADC 

South Africa+ 2.1 22.9 1.6 1285.3 11.9 0.0 0.0 0.3 UP 

Note: 
“+”

 Both a SADC and SACU member country 
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Table A9: Regional distribution of countries with exceeded diamond export potential   

Country/Year 1999 2000 2001 2002 2003 2004 2005 2006 Overall 

European Union (EU) 

Belgium 3.8 29.0 5.0 0.0 0.1 0.0 0.0 0.0 EP 

United Kingdom 2.0 9.2 0.3 0.0 0.0 0.0 202 225 0.2 EP 

America 

U.S.A 4.9 7.3 0.4 0.1 2.8 8  987 0.0 0.1 EP 

 

 

 

4.2 Textile Sector  

 

Table A10: Countries with unrealized potential for expansion of textile export trade 

Country/Year 1999 2000 2001 2002 2003 2004 2005 2006 Overall 

Belgium 0.6 0.7 0.8 0.8 1.0 0.6 1.9 1.8 UP 

Canada 1.1 0.8 0.8 0.8 1.4 0.9 1.5 1.2 UP 

Denmark 2.0 2.7 0.7 0.7 0.9 2.3 1.1 1.7 UP 

Finland 1.6 1.5 1.7 0.7 0.9 1.4 0.9 1.7 UP 

Ghana 1.2 1.4 1.6 1.2 2.5 1.9 1.1 1.7 UP 

Mozambique 1.2 1.3 2.4 2.5 1.2 1.3 1.4 3.3 UP 

Saudi Arabia 3.0 2.2 1.9 0.8 0.9 1.0 1.0 2.8 UP 

Spain 0.9 3.1 2.2 1.1 0.9 1.0 2.1 3.7 UP 

Swaziland 1.9 1.2 2.0 1.8 2.8 1.5 0.9 0.8 UP 

Switzerland 1.9 2.0 1.6 0.7 0.8 0.9 2.3 1.7 UP 

Tanzania 1.9 0.6 0.6 1.3 2.8 2.3 0.7 3.6 UP 

 

 

Table A11: Countries where Botswana’s textile has exceeded its export trade potential 

Country/Year 1999 2000 2001 2002 2003 2004 2005 2006 Overall 

France 1.0 2.3 3.1 0.8 0.9 0.8 2.9 0.8 EP 

Germany 0.9 0.8 0.7 0.8 0.8 0.8 0.7 0.8 EP 

Lesotho 0.8 0.8 1.8 1.7 1.0 1.1 0.9 0.8 EP 
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Malawi 0.7 0.8 1.3 0.8 1.1 1.1 0.9 0.8 EP 

Mauritius 0.4 1.8 1.1 0.6 1.1 0.4 0.4 0.4 EP 

Namibia 0.6 0.6 2.1 0.9 0.8 0.8 0.8 0.7 EP 

Netherlands 0.9 3.3 2.1 0.8 0.9 0.8 1.2 0.6 EP 

Norway 1.4 2.8 0.8 0.7 0.7 2.2 0.7 1.8 EP 

South Africa 0.97 0.98 0.99 0.96 0.99 0.99 0.98 0.98 EP 

United Kingdom 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.6 EP 

USA 1.00 1.02 1.11 1.00 1.04 0.97 0.92 0.97 FP 

Zambia 0.9 0.6 0.6 0.9 1.0 1.0 0.9 0.9 EP 

Zimbabwe 0.6 0.7 0.7 1.0 1.0 0.9 0.8 1.1 EP 

 

 

Table A12: Regional distribution of countries with potential for textile trade expansion  

Country/Year 1999 2000 2001 2002 2003 2004 2005 2006 Overall 

European Union (EU) 

Belgium 0.6 0.7 0.8 0.8 1.0 0.6 1.9 1.8 UP 

Denmark 2.0 2.7 0.7 0.7 0.9 2.3 1.1 1.7 UP 

Finland 1.6 1.5 1.7 0.7 0.9 1.4 0.9 1.7 UP 

Spain 0.9 3.1 2.2 1.1 0.9 1.0 2.1 3.7 UP 

Switzerland 1.9 2.0 1.6 0.7 0.8 0.9 2.3 1.7 UP 

SADC 

Mozambique 1.2 1.3 2.4 2.5 1.2 1.3 1.4 3.3 UP 

Swaziland+ 1.9 1.2 2.0 1.8 2.8 1.5 0.9 0.8 UP 

Tanzania 1.9 0.6 0.6 1.3 2.8 2.3 0.7 3.6 UP 

Note: “+” Both a SADC and SACU member country 

 

 

Table A13: Regional distribution of countries with exceeded textile trade potential  

Country/Year 1999 2000 2001 2002 2003 2004 2005 2006 Overall 

European Union (EU) 

France 1.0 2.3 3.1 0.8 0.9 0.8 2.9 0.8 EP 

Germany 0.9 0.8 0.7 0.8 0.8 0.8 0.7 0.8 EP 

United Kingdom 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.6 EP 
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Netherlands 0.9 3.3 2.1 0.8 0.9 0.8 1.2 0.6 EP 

SADC 

Lesotho+ 0.8 0.8 1.8 1.7 1.0 1.1 0.9 0.8 EP 

Malawi 0.7 0.8 1.3 0.8 1.1 1.1 0.9 0.8 EP 

Mauritius 0.4 1.8 1.1 0.6 1.1 0.4 0.4 0.4 EP 

Namibia+ 0.6 0.6 2.1 0.9 0.8 0.8 0.8 0.7 EP 

South Africa
+ 

0.97 0.98 0.99 0.96 0.99 0.99 0.98 0.98 FP 

Zambia 0.9 0.6 0.6 0.9 1.0 1.0 0.9 0.9 EP 

Zimbabwe 0.6 0.7 0.7 1.0 1.0 0.9 0.8 1.1 EP 

America 

U.S.A 1.00 1.02 1.11 1.00 1.04 0.97 0.92 0.97 EP 

Note: “+” Both a SADC and SACU member country 

  

 

 

4.3 Meat and meat products sector  

 

Table A14: Countries with unrealized potential for meat and meat export trade 

Country/Year 1999 2000 2001 2002 2003 2004 2005 2006 Overall  

Italy 3.57 2.36 6.20 12.55 3584 5.94 10992 7254 UP 

Mauritius  144 59.1 0.30 0.12 1.15 128 501.30 0.19 UP 

Namibia 250.3 132 335 902 5.28 2.83 1.28 59.9 UP 

Norway 0.03 0.03 0.04 0.22 0.26 35.73 1879.40 1.03 UP 

 

Table A15: Countries with exceeded meat and meat products export trade 

Country/Year 1999 2000 2001 2002 2003 2004 2005 2006 Overall  

Germany 41968 0.07 0.70 0.53 0.70 0.19 0.09 0.16 EP 

Greece 0.06 0.04 0.09 0.04 0.08 0.10 0.03 0.03 EP 

Netherlands 0.31 0.31 5455 1.25 2126 0.28 0.17 1.26 EP 

Reunion 0.01 0.01 0.05 0.05 0.23 0.02 0.01 0.02 EP 

South Africa 0.18 0.24 0.18 0.71 0.26 1.05 0.08 0.04 EP 

United Kingdom 0.06 0.08 0.08 0.08 0.11 0.12 0.06 0.05 EP 

Zimbabwe 0.01 39.35 0.06 41.60 1.60 0.03 3.40 0.02 EP 
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Table A16: Regional distribution of countries with potential meat and meat products 

trade expansion 

Country/Year 1999 2000 2001 2002 2003 2004 2005 2006 Overall 

European Union (EU) 

Italy 3.57 2.36 6.20 12.55 3583.55 5.94 10991.53 7254.41 UP 

SADC 

Mauritius  143.92 59.06 0.30 0.12 1.15 127.50 501.30 0.19 UP 

Namibia+ 250.25 131.83 335.30 901.69 5.28 2.83 1.28 59.85 UP 

Note: “+” Both a SADC and SACU member country 

 

 

 

Table A17: Regional distribution of countries with exceeded meat and meat products 

trade  

Country/Year 1999 2000 2001 2002 2003 2004 2005 2006 Overall 

European Union (EU) 

Germany 41967.55 0.07 0.70 0.53 0.70 0.19 0.09 0.16 EP 

Netherlands 0.31 0.31 5454.57 1.25 2125.84 0.28 0.17 1.26 EP 

United Kingdom 0.06 0.08 0.08 0.08 0.11 0.12 0.06 0.05 EP 

SADC 

South Africa+ 0.18 0.24 0.18 0.71 0.26 1.05 0.08 0.04 EP 

Zimbabwe 0.01 39.35 0.06 41.60 1.60 0.03 3.40 0.02 EP 

Note: 
“+”

 Both a SADC and SACU member country 

 

Table A18: List of sample countries for each sector 

Diamond Textile Meat and Meat products 

Belgium Belgium Germany 

Israel Canada Greece 

South Africa Denmark Italy 

Switzerland  Finland Mauritius  

United Kingdom (UK) France Namibia 

United States of America (USA) Germany Netherlands 
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Belgium Ghana Norway 

Israel Lesotho Reunion 

 Malawi South Africa 

 Mauritius United Kingdom 

 Mozambique Zimbabwe 

 Namibia  

 Netherlands  

 Norway  

 South Africa  

 Saudi Arabia  

 Spain  

 Swaziland  

 Switzerland  

 Tanzania  

 United Kingdom  

 USA  

 Zambia  

 Zimbabwe  

 

 

5 F-TEST FOR TESTING THE JOINT VALIDITY OF FIXED EFFECTS  

 

This section of the Appendices presents both the steps that are used in calculating the 

F-test used to test the joint validity of fixed effects as well as the empirical results of 

the F-test for the three sectoral equations.  

 

a) F-test steps 

 

The null hypothesis of no individual effects can be tested with an applied Chow or F-

test by combining the Residual Sum of Squares (RSS) for the regression both with 

constraints (under the null) and without (under the alterative). In this test, the 

following steps are done. 
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i. Null and alternative hypotheses 

 

The null and alternative hypotheses to be tested should be stated. According to 

Baltagi (2005), the null and alternative hypotheses are expressed as follows:  

 

H0: H0: µ1 = µ2 = … = µN-1 = 0  (no individual effects; same 

intercept for all cross sections) 

 

HA:  Not all µi are equal to zero 

 

 

ii. F-test specification  

 

)/(

)1/()(

KNNTURSS

NURSSRRSS
F

−−
−−

= = ( ) ( )KNNTNF −−− ,1     

 

 where: RRSS = restricted residual sum of squares 

  URSS = unrestricted residual sum of squares 

N = number of cross section panel units (countries in this thesis) 

  K = parameters in each gravity equation to be estimated  

  T = the length of the panel (e.g., months, years etc) 

  

iii. Decision rule 

 

Reject null hypothesis of no individual fixed effects in favour of fixed effects, 

i.e. heterogeneity of cross-sections if and only if the calculated F value (from 

the above F-test formula) is greater that the critical value of F (usually 

provided at the back of most econometric textbooks)
31

.  

 

 

 

                                                 
31 In this section, all the critical values of F are taken from Gujarati (2005) 
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iv. Implementation of the F-test  

 

Instead of doing the manual calculations of the F value using the formula in 

(ii) above, an Eviews program can be utilized to get the same value of F. This 

Eviews run program is the one utilized in this section of the analysis (though 

the printouts of the program outputs are not presented here).  

 

 

b) F-Test results 

 

i. Diamond equation 

 

The calculated value of F is contained in the Eviews run program, Fcalculated = 6.6. The 

critical value of Fcritical, given from the textbook figures is F5,36 = 2.45.  

 

Inference  

 

Since the calculated F value (=6.6) is greater that the critical value of F (=2.45), the 

null of no individual fixed effects is rejected in favour of fixed effects. That is, for the 

diamond gravity model, trade partner countries are heterogeneous and thus fixed 

effects must be allowed.  

 

ii. Textile equation   

 

The calculated value of F is contained in the Eviews run program, Fcalculated = 8.23. 

The critical value of Fcritical, given from the textbook figures is F23,168 = 1.57. 

 

 

 

Inference  

 

Since the calculated F value (=8.23) is greater that the critical value of F (=1.57), the 

null of no individual fixed effects is rejected in favour of fixed effects. That is, for the 
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textile gravity model, trade partner countries are heterogeneous and thus fixed effects 

must be allowed.  

 

iii. Meat and meat products equation 

  

The calculated value of F is contained in the Eviews run program, Fcalculated = 7.1. The 

critical value of Fcritical, given from the textbook figures is F21,154 = 1.62. 

 

Inference  

 

Since the calculated F value (=7.1) is greater that the critical value of F (=1.62), the 

null of no individual fixed effects is rejected in favour of fixed effects. That is, for the 

meat and meat products gravity model, trade partner countries are heterogeneous and 

thus fixed effects must be allowed.  

 

 

6 HAUSMAN TEST FOR EXOGENEITY AND MISSPECIFICATION  

 

This section of the Appendices presents the Hausman test 

 

a) Purpose and underlying principles of Hausman test 

 

The purpose and underlying principles of the Hausman test is to test for exogeneity of 

independent (Xit) variables (and misspecification). Hausman test is necessitated by the 

assumption normally made in one-way error component models that E(uit/Xit)
32=0 

(where uit = ui t vit). Nevertheless, in empirical investigations, the one-way error 

component, uit, normally contains individual invariant effects (the ui) which are 

unobserved and maybe correlated with the Xit. Thus the Hausman will test this 

relationship between ui and Xit.   

 

 

 

                                                 
32 In Equations (13) and (14), µit is represented by εij 
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i. Null and alternative hypotheses are 

 

( ) 0:0 =itit XuEH ; No misspecification (or no correlation between uit) and Xit 

are exogenous  

   

  ( ) 0: ≠ititA XuEH ; uit and Xit are correlated, i.e., Xit is endogenous 

 

 

ii. Procedure to calculate the test statistic  

 

There are four (4) equivalent test statistics suggested by Hausman & Taylor 

(1981) which can be employed to calculate the test statistic. 

 

 

a) wGLSq ββ
~ˆˆ

1 −=  

b) BGLSq ββ ˆˆˆ
2 −=  

c) Bwq ββ ˆ~
ˆ

3 −=  

d) OLSGLSq ββ ˆˆˆ
4 −=  

 

iii. Distribution of the test statistic   

 

The test statistic has a Chi-Square distribution, with k degrees of freedom, i.e., 

χ2
k under the null, and this distribution is represented as follows: 

 

  3

1

333
ˆ'ˆ qVqm −=  ~ χ2(6)    

 

   where  

   BETWEENWITHINq ββ ˆ~
ˆ

3 −=  

   V3 = var( 3q̂ )  
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iv. Deriving statistical inference 

 

The calculated value of m3 (from the above formula) will compared with the 

critical χ
2
(k

33
). If the value of m3 is greater than the value of χ

2
(k), the null of 

no misspecification will be rejected, and the conclusion will be that the model 

specification suffers from misspecicification and the regressors are not 

exogenous. On the other hand, if the value of m3 is less than the value of χ2(k), 

the null of no misspecification will not be rejected, and the conclusion will be 

that the model specification does not suffers from misspecicification, and that 

the regressors are exogenous. 

   

v. Implementation of the Hausman Test 

 

Instead of doing the manual calculations of the Hausman test’s m3 using the 

formula presented above, an Eviews program can be utilized to get the m3 

values. This Eviews program is the one utilized in this section of the analysis, 

although the printouts of the program outputs are not presented here. 

 

 

b) Hausman test results 

 

i. Diamond gravity equation 

 

The critical value of χ2 from the textbook tables is χ2(5)=11.1. The calculated 

value of Hausman test m3 from the Eviews run program, m3 = 0.14. 

 

Inference 

 

Since the Hausman test m3 (=0.14) is less than the critical value χ2(5) (=11.1), 

the null hypothesis is NOT rejected. The conclusion therefore is that the X-

regressor is exogenous and that there is no misspecification problem. 

 

                                                 
33 ‘k’ is the number of non-dummy explanatory variables 
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ii. Textile gravity equation 

 

The critical value of χ
2
 from the textbook tables is χ

2
(5)=11.1. The calculated 

value of the Hausman test m3 from the Eviews run program, m3 = 2.17 

 

Inference 

 

Since the Hausman test m3 (=2.17) is less than the critical value χ2(5) (=11.1), 

the null hypothesis is NOT rejected. The conclusion therefore is that the X-

regressor is exogenous and that there is no misspecification problem. 

 

 

iii. Meat and meat products equation 

 

The critical value of χ2 from the textbook tables is χ2(5)=11.1. The calculated 

value of the Hausman test m3 from the Eviews run program, m3 = 0.6 

 

Inference 

 

Since the Hausman test m3 (=0.6) is less than the critical value χ
2
(5) (=11.1), the 

null hypothesis is NOT rejected. The conclusion therefore is that the X-regressor 

is exogenous and that there is no misspecification problem. 

 

7 THEORETICAL DEVELOPMENT OF SECTORAL GRAVITY MODEL  

 

Although the basic gravity trade model used in most empirical studies has been 

developed from Equation (11) presented in Chapter 3 of the main thesis, theoretical 

developments for sectoral gravity models are still scarce. One notable study which 

developed a sectoral gravity model which is adopted in this thesis is by Marques 

(2004). 

 

Following Marques (2004), Botswana and its trading partners are considered to be 

composed of a finite number (h) of export sectors, which export to a number of 

destinations. When analyzing Botswana, it is paramount to note that exports of these 
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sectors are compounded among other things by both non-spatial and spatial 

components of trade costs. Non-spatial costs includes import duties and non-tariff 

barriers (NTBs) and these costs can be reduced (or eliminated) by means of entering 

into a regional trade agreement with relevant trading partners. The second component 

of trade costs is purely spatial and depends on country pair-specific distance. 

Although these costs can be reduced by improvements in trade-related infrastructure, 

they can not be totally eliminated. Spatial trade costs are denoted by τijdij, with d 

being the distance between countries i and j, and τij>0 denoting a parameter which 

measures the quality of infrastructures in that country-pair. Thus the total cost of trade 

between two countries i and j is: 

 

 iijij dtT τ+=                                                                                              (A3) 

 

Each country is assumed to have a finite number (h) of industrial export sectors which 

uses two factors of production in its production activities. These factors are unskilled 

labour (LU) and industry-specific skilled labour (LS), and an agricultural sector that 

only employs unskilled labour. The agriculture sector is assumed to be perfectively 

competitive and employing unskilled labour and arable land under constant returns to 

scale to produce a homogeneous product which will be traded at a cost of zero and 

this product will be also used as a numeraire. In the model, the price of the 

homogeneous good (pY) and the wage of unskilled labour (wU) are both assumed to be 

equal to unit across all the countries. On the other hand, imperfect competition 

underpins production and trade in the h increasing returns to scale industrial sectors 

(Xh) where both unskilled and skilled labour in different proportions are employed to 

produce both final and intermediate differentiated goods. Product variety is 

categorized according to quality and rational consumers prefer quality since it 

increases their utility. Incorporating a utility weight function θ(k)=k
η
, where η<1 is 

the elasticity of the consumer’s valuation of quality with respect to the quality index 

k, the utility function for a consumer in country i can be written as:
34

 
35

 

                                                 
34 Though there are many countries in the model, we will use a generic country subscript i as we 
assume that all countries share a preference structure with a CES functional form. 
 
35 The assumption of a share of manufacturers in consumption not higher than 1/3 ensures that, even if 
all industry is concentrated in a single country, the other country also has some agriculture, and thus 
equilibrium industrial wages equal equilibrium agricultural wages in each country. In this model the 
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with each of the increasing returns to scale composite good formed as follows: 
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where xihk is the quantity consumed of each variety k produced in sector h in country i, 

Nh is the number of varieties effectively produced in sector h, σ is the elasticity of 

substitution among varieties of the same good, γ is the share of expenditure on each 

differentiated good, and ρ is the share of expenditure on all the differentiated goods. 

Further, assume nih to be the total number of varieties of differentiated goods of sector 

h effectively produced in country i, pi the free-on-board (FOB) prices in the 

producer’s location i, and ii the individual income in country i. The budget constraint 

faced by a consumer in country i can then be written as: 

 

∑ ∑ ∫
=

=+
ROWj h

n

iihkjhkijii

jh

idkxpTYp
0

                                                                           (A6) 

 

where ROW = Rest of the world  

 

Consumers maximize utility Equation (A4) subject to the budget constraint 

represented by equation (A6)
36

. Assume that the price index Pi of each industry’s 

                                                                                                                                            
equality applies to unskilled labour only since skilled labour is specific to industry. Thus wage 
determination can be treated as if there was one single factor of production in the model. 
 
36 Each consumer allocates to good Y a share 1-ρ of individual income. In addition, solving for the first 
order conditions returns the demand functions in market i for a variety k of each sector Xh. These are 
represented by the first term in the total demand equation (A9). 
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aggregate good in country i is the same for inputs as for final products and is 

expressed as:
37
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Venables (1999) argues that inter-industry linkages are sufficiently weaker than intra-

industry linkages to be ignored. On the other hand, Forslid (1999) point out that 

labour is categorized according to fixed costs (skilled labour engaged in research) and 

marginal costs (unskilled labour employed in production) such that skill-intensive 

industries have a higher degree of scale economies. Additionally, fixed costs become 

a function of quality, their natural limit being provided by the total supply of skilled 

labour available. As a consequence countries with more skilled labour are able to 

achieve higher quality levels. Using a fixed cost function φ(k) = k
δ, where δ>1 is the 

elasticity of the firm’s fixed cost of quality with respect to the quality index k, the 

minimum cost function for producing a variety k in country i will then be: 

 

( ) ( ) ( )[ ] ihk

Us

iihihk cxwkwPTC
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                                                                 (A8) 

 

 

with w
S
 and w

U
 the wage rates for skilled and unskilled labour, respectively, α the 

share of skilled labour in total cost, µ the share of intermediates in total cost, c the 

marginal cost, and x the equilibrium output. The total demand from consumers and 

firms of both sectors faced in market i by a firm producing variety k in country j is 

represented by: 
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with Eih the expenditure function given by: 

 

                                                 
37 The procedure for the derivation of the CES demand functions and the corresponding price index is 
fully described in Fujita et al. (2000). 
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where Ii is the total income in country i. The profit maximizing price is a mark-up 

over marginal cost: 

 

( ) ( ) cPwp ih

U

ihk

µµα

σ
σ −−









−

=
1

1
                                                                              (A11) 

 

The zero profit condition can be solved for the firm’s equilibrium output: 
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The firm’s demand for labour is: 
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with λS
ih being the share of country i’s skilled labour endowment working in 

manufacturing sector h. According to this condition, the equilibrium wage bill of 

skilled workers is equal to their share of the equilibrium revenue.38 In addition, with 

quality differences firms are no longer symmetric and it is the mass of firms that 

determines total production39. Finally, due to the assumption of non-substitutability of 

labour skills, wages are determined independently: the skilled wage is determined in 

the differentiated goods sector by (A13) and the unskilled wage is determined in the 

                                                 
38 In equilibrium the zero profit condition applies and thus the equilibrium total revenue must equal the 
equilibrium total cost. Hence it is indifferent to think in terms of share in revenue or in costs. 
 
39 The mass of firms is described by the “quality integral”. Since firms differ in the quality of their 
products according to some distribution function, it is the total mass of firms that is relevant and not 
just their number. Obviously if firms are symmetric the distribution is uniform and we obtain the 
special case that is currently treated in the literature in which the mass of firms depends directly on the 
number of firms. 
 

 
 
 



 165 

homogeneous goods sector. Unskilled wages are always constant and equal to unity, 

skilled wages will be denoted by w. 

 

The demand equation (A9) represents the total quantity demanded from a firm 

producing variety k in country j by consumers and firms of both sectors in market i. 

According to this equation, the quantity of variety k flowing from country j to country 

i depends on, among other variables, the total expenditure of country i in the sector to 

which that variety belongs. Expenditure as defined in equation (A10) depends on total 

cost as given by equation (A8). The latter in turn depends on the equilibrium output of 

the firm producing variety k as defined in equation (A10). After substituting (A12) 

into (A8) and the resulting expression into (A10), equation (A9) becomes: 
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as Eih the expenditure function is now given by: 
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Hence exports of variety k of sector h from country j to country i (xijhk) are a function 

of the relative price of the variety (pjhk) with respect to country i’s price index in 

sector h (Pih), the barriers to trade between countries i and j (Tij), the consumer’s 

quality index kη, the number of firms in market i (ni1+ni2), and the income of market i 

(Ii) that depends on the skilled wage and the skilled labour force40. This relationship 

resembles a sectoral gravity equation that is presented and described in section 3.3.3 

of the main thesis. 

 

 

 

                                                 
40 Note that, in the model’s set-up, the total income of country i is a function of both the skilled and 
unskilled labour force, and of wages. However, as it is assumed that the number and reward of 
unskilled workers is the same in all markets, a market’s income is really determined by the number and 
reward of skilled workers. 
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8 HUFBAUER 1970 INDEX  

 

The Hufbauer’s (1970) index of product differentiation is one of the possible variables 

used to represent intra-industry trade (IIT) emanating from the product differentiation 

or increasing returns to scale theories in a gravity model equation. The index is 

constructed in the form of the coefficient of variation in unit export values as follows: 

 

n

n

V

U
PD =                           (A16) 

 

where PD denotes product differentiation, Un is the standard deviation export unit 

values for shipments of Botswana’s diamond product to different trading partner 

countries; and Vn, denotes the unweighted mean of these unit values. 

 

 

9 REVEALED COMPARATIVE ADVANTAGE  

 

Revealed comparative advantage (RCA) was pioneered by Bella Balassa (1965). The 

approach emanated from difficulties in measuring an industry’s actual comparative 

advantage in production and trade. Given the difficulties in (i) accounting for all the 

factors which influence an industry's comparative advantage, and (ii) actually 

measuring and comparing these factors between countries and industries, Balassa 

argued that the revealed performance of an industry’s trade pattern would serve as a 

reasonably adequate indicator of that industry’s comparative advantage (Hamilton and 

Svensson, 1984).  

 

RCA states that if a country can produce a good at a lower cost relative to other 

countries, then with international trade, that country should devote more of its scare 

resources to the production of that good. Through trade, that country can obtain other 

goods at a lower price (opportunity cost), in exchange for the good in which it has a 

comparative advantage. Thus according to the predictions of RCA, if a country has a 

comparative advantage in the production of a good, it should be found to export a 

higher proportion of that good relative to other countries.  
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Following Balassa’s (1965), revealed comparative advantage index (RCAI) 

formulation is expressed as follows: 
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  where: RCAIij = country i’s revealed comparative advantage for good j 

   Xij      = ith country’s exports of commodity (or industry) j 

   Xi       = ith country’s total exports  

   Xwj     = world exports of commodity (or industry) j 

   Xw      = total world exports 

 

RCAIij measures a country’s exports of a sector (or commodity or industry) relative to 

its total exports and to the corresponding world exports. A comparative advantage is 

“revealed”, if RCAIij >1. On the other hand, if RCAIij is less than unity, the country is 

said to have a comparative disadvantage in the commodity/industry. 

 

10 DIFFERENT TYPES OF PANEL UNIT ROOT TEST STATISTICS  

 

This section of the Appendices presents the six panel unit root tests that are normally 

employed in testing the stationarity of a panel data set. 

 

Table A19: Different types of panel unit root tests statistics  

Test H0 HA Assumption of 

the unit root 

process 

(Common/ 

individual) 

Test statistic When to 

reject H0 and 

associated 

inference in 

this case 

Levin, Lin, 

Chu (LLC) 

(2002) 

Each individual 

time series 

contains a unit root 

Each time 

series is 

stationary 

Common Adjusted 

(standardised) t-

statistic *
ρt

on 

pooled regression: 

p<0.05; panel is 

stationary 
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ittiit ve ερ ~~~
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Breitung 

(2000) 

Each individual 

time series 

contains a unit root 

Each time 

series is 

stationary 

 

Common  

Adjusted 

(standardised) t-

statistic on pooled 

regression: 

**
1,

*
ittiit ve ερ += −

 

p<0.05; panel is 

stationary 

Im, Pesaran, 

Shin (2003) 

Each individual 

time series 

contains a (series 

specific)  unit root, 

ρi = 0 ∀ i   

 Some (but 

not all) of the 

individual 

series have 

unit roots, 

i.e., pi<0 for 

at least one i. 

 

 

 

Individual  

Weighted, 

standardised t-

statistic based on t-

stats of individual ρi 

coefficients 

(individual ADF 

statistics) 

p<0.05; panel is 

stationary 

ADF-Fisher 

(Madala & 

Wu 1999; 

Choi 2001) 

Each individual 

time series 

contains a (series 

specific)  unit root, 

ρi = 0 ∀ i   

 Some (but 

not all) of the 

individual 

series have 

unit roots, 

i.e., pi<0 for 

at least one i. 

Individual  Combined 

information on  

p-values of 

individual unit root 

tests:  

∑ =−= N

i ipP
1
ln2  

p<0.05; panel is 

stationary 

PP-Fisher 

Madala & 

Wu 1999; 

Choi 2001) 

Each individual 

time series 

contains a (series 

specific)  unit root, 

ρi = 0 ∀ i   

 Some (but 

not all) of the 

individual 

series have 

unit roots, 

i.e., pi<0 for 

at least one i. 

Individual  Combined 

information on  

p-values of 

individual unit root 

tests:  

∑ =
−=

N

i ipP
1
ln2  

p<0.05; panel is 

stationary 

Hadri (2000) No unit roots in 

any of the series in 

the panel 

All series 

contain unit 

roots  

Common Two standardised 

Z-statistics (based 

on two LM 

statistics, where one 

allows for 

heteroskedastisity 

accros i)  

p<0.05; panel is 

non-stationary 

Source: author compilation  
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11 DESCRIPTIVE STATISTICS AND CORRELATION MATRIX 

 

This part of the Appendices presents the descriptive statistics and correlation metrics 

for all the data used in the empirical analysis done in this thesis.    

 

 

11.1 Descriptive statistics  

 

Table A20: Descriptive statistics for data used in Diamond gravity equation 

  EXPO MGDP GDP POP KLR HF 

 Mean 14.05474 7.930801 6.345557 3.292091 11.22658 0.437681 

 Median 15.04852 7.963398 5.681327 3.07074 11.25675 0.412326 

 Maximum 21.91819 8.232632 9.491341 5.702832 11.45475 0.511659 

 Minimum 2.302585 7.566206 4.684767 1.783559 10.87953 0.410188 

 Std. Dev. 5.754608 0.215639 1.600522 1.383991 0.160668 0.041068 

 Skewness -0.66497 -0.19428 0.870327 0.51756 -0.89052 1.105667 

 Kurtosis 2.605734 1.937462 2.346994 1.916484 3.413526 2.311427 

 Jarque-Bera 3.848413 2.559934 6.912586 4.490962 6.686191 10.72827 

 Probability 0.145992 0.278046 0.031546 0.105877 0.035327 0.004682 

 Sum 674.6277 380.6785 304.5868 158.0204 538.876 21.00868 

 Sum Sq. Dev. 1556.429 2.185518 120.3985 90.0253 1.213264 0.07927 

 Observations 48 48 48 48 48 48 

 Cross sections 6 6 6 6 6 6 

Key: 

EXPO =Botswana’s sectoral exports (e.g., diamond); MFGDP = Botswana’s 

Mining sector GDP; GDP = GDP for importing partners; POP = Importer 

population; KLR = Botswana’s sectoral capital labour ratio; HF = Haufbauer 

index 
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Table A21: Descriptive statistics for data used in the Textiles gravity equation 

  EXPO MFGDP GDP POP INFL KLR RCAIT 

 Mean 9.643426 5.620694 4.251186 2.652099 17.48281 -4.98542 0.4 

 Median 10.04765 5.610141 5.150801 2.665883 3.2 -4.98115 0.3 

 Maximum 18.38125 5.848947 9.491341 5.702832 1016.7 -4.71538 0.7 

 Minimum 2.484907 5.40178 -0.35811 0.002996 -1.3 -5.2064 0.2 

 Std. Dev. 4.499969 0.169522 2.748404 1.317023 83.50559 0.189688 0.166265 

 Skewness 0.081166 0.049875 -0.07258 0.065477 9.81236 0.066433 0.657843 

 Kurtosis 1.831717 1.285236 1.700168 2.633269 111.0763 1.25018 1.950413 

 Jarque-Bera 11.1299 23.60292 13.68506 1.213121 96524.94 24.6362 22.66129 

 Probability 0.00383 0.000007 0.001067 0.545223 0 0.000004 0.000012 

 Sum 1851.538 1079.173 816.2278 509.2031 3356.7 -957.2 76.8 

 Sum Sq. Dev. 3867.696 5.488932 1442.761 331.2988 1331878 6.872464 5.28 

 Observations 192 192 192 192 192 192 192 

 Cross sections 24 24 24 24 24 24 24 

Key: 

MFGDP = Botswana’s Manufacturing sector GDP; INFL = importer inflation; 

RCAIT = revealed comparative index for textiles exports; and Other variables 

as defined before 

 

Table A22: Descriptive statistics for data used in the Meat gravity equation 

  EXPO AGDP GDP INFL KLR RCAIM 

 Mean 12.16171 5.028592 4.663977 1.387487 0.067614 2.6375 

 Median 13.74886 5.031871 5.2 1.047165 0.042414 2.55 

 Maximum 17.47221 5.267081 7.97 6.924317 0.275323 3.9 

 Minimum 2.995732 4.828882 1.14 -0.91629 0.024971 1.9 

 Std. Dev. 4.434024 0.159274 2.427602 1.37706 0.079629 0.599101 

 Skewness -0.75575 0.082359 -0.23071 2.145219 2.191995 0.848736 

 Kurtosis 2.133224 1.40014 1.490931 7.819477 5.952492 2.957224 

 Jarque-Bera 11.1318 9.484504 9.130736 152.6624 102.4341 10.57187 

 Probability 0.003826 0.008719 0.010406 0 0 0.005062 

 Sum 1070.231 442.5161 410.43 122.0989 5.95005 232.1 

 Sum Sq. Dev. 1710.47 2.207029 512.7129 164.9776 0.551641 31.22625 
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 Observations 88 88 88 88 88 88 

 Cross sections 11 11 11 11 11 11 

Key: AGDP = Botswana’s Agriculture sector GDP; RCAIM = revealed 

comparative index for meat and meat products exports; and Other variables as 

defined before.  

 

11.2 Correlation matrix 

 

Table A23: Correlation matrix for data used in the diamond gravity equation 

 EXPO MGDP GDP POP KLR HF2 

EXPO 1.000000 0.180545 -0.146745 -0.085143 0.352907 -0.042973 

MGDP 0.180545 1.000000 -0.449021 -0.905168 0.030495 -0.330805 

GDP -0.146745 -0.449021 1.000000 0.270814 -0.651643 0.225288 

POP -0.085143 -0.905168 0.270814 1.000000 -0.651710 0.202821 

KLR 0.352907 0.030495 -0.651643 -0.651710 1.000000 -0.713597 

HF2 -0.042973 -0.330805 0.225288 0.202821 -0.713597 1.000000 

  

Table A24: Correlation matrix for data used in the textiles gravity equation  

  EXPO MFGDP GDP POP INFL KLR RCAIT 

EXPO 1.000000 0.415545 -0.271713 -0.254188 0.064899 -0.040412 -0.167879 

MFGDP 0.415545 1.000000 0.364825 0.399216 0.206567 -0.640943 0.625790 

GDP -0.271713 0.364825 1.000000 0.767978 0.112810 -0.431685 0.544788 

POP -0.254188 0.399216 0.767978 1.000000 0.400535 -0.642989 0.470745 

INFL 0.064899 0.206567 0.112810 0.400535 1.000000 -0.539600 0.340592 

KLR -0.040412 -0.640943 -0.431685 -0.642989 -0.539600 1.000000 -0.943110 

RCAIT -0.167879 0.625790 0.544788 0.470745 0.340592 -0.943110 1.000000 
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Table A25: Correlation matrix for data used in the meat gravity equation  

 EXPO AGDP GDP INFL KLRLEV RCAIM 

EXPO 1.000000 0.006901 -0.174699 0.232189 0.256941 -0.070196 

AGDP 0.006901 1.000000 -0.842904 -0.580477 -0.781264 -0.356644 

GDP -0.174699 -0.842904 1.000000 0.393880 0.425880 0.394706 

INFL 0.232189 -0.580477 0.393880 1.000000 0.247504 -0.173933 

KLR 0.256941 -0.781264 0.425880 0.247504 1.000000 0.411824 

RCAIM -0.070196 -0.356644 0.394706 -0.173933 0.411824 1.000000 

 

12 USE OF GRAVITY LAWS IN SOCIAL SCIENCE AND ECONOMICS  

According to Paas (2000), there are various considerations regarding the application 

of a gravity approach to social phenomena and modeling of international trade flows. 

These considerations are generalized in the main stages of the development of 

theoretical background of the gravity approach in social science and economics. Thus 

according to this author the theoretical foundations underpinning the use of gravity 

models in social sciences in general, and economics in particular, can be traced to 

disciplines such as regional science, economic geography, microeconomics and 

general equilibrium, among others. Table A26 therefore presents some of the 

theoretical background and main concepts of the use of gravity laws in social sciences 

and economics.   

 

Table A26: Theoretical foundations and main concepts of the use of gravity laws  

Theoretical background The main aspects  Authors  

Regional science, 

economic geography  

Measurement of intra-

regional relationships and 

their influence on the 

behaviour of individual 

units. Regions are conceived 

as a mass. The location of 

the firm is guided by two 

fundamental forces: 1) 

economies of scale at the 

factory level, and 2) trade 

Carey (1858), Reilly 

(1929), Steawart (1948), 

Isard and Freutel (1954), 

Hammer and Ikle (1957), 

Isard (1960), Harvey 

(1969), Nijkamp and 

Reggiani (1992), 

Krugman (1991, 1998), 

Davis and Weinstein 

(1996), Fujita et al 

 
 
 



 173 

costs. (1999). 

Microeconomics, utility 

maximization, general 

equilibrium 

An optimal allocation of the 

given budget can be 

obtained by postulating a 

utility function for the 

decision-marker that reflects 

relative preferences. 

Assuming the budget 

constraint is linear; the 

volume of transactions 

between two points can be 

stated as a utility 

maximizing problem. A 

model using gravity theory 

could be derived from a 

utility maximizing function.  

Linnemann (1996), 

Niedercorn and Bechdolt 

(1969), Golob and 

Beckman (1971), 

Nijkamp (1975), 

Bergstrand (1985), 

Nijkamp and Reggiani 

(1992) 

Trade theories, which 

differ in the way product 

specialization is obtained 

in equilibrium: 

 1) technology differences 

across countries in the 

Ricardian model,  

2) variations in terms of 

countries’ differencing 

factor endownments in the 

Heckscher-Ohlin (H-O) 

model, 3) increasing 

returns at the firm level in 

the increasing returns to 

scale (IRS) models. 

A gravity model for trade, 

considers three main 

functions: 

1) the total potential supply 

(or exports) of a country to 

the world market; 2) the total 

potential demand (or 

imports) of a country to the 

world market; and 3) those 

factors that create a 

resistance to trade and thus 

affect the degree of trade 

intensity.  

Tinbergen (1962), 

Poyhonem (1963), 

Linnemann (1966), 

Anderson (1979), 

Bergstrand (1985), 

Helpman and Krugman 

(1985), Deadorff (1995), 

Evenett and Keller 

(1998), Eichengreen and 

Irwin (1998), and 

Evenett and Killer 

(2002).  

Source: Paas (2000, p 17-19) 
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