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This study contributes to the debate regarding the impact of trade on 

manufacturing productivity and labour demand over the period 1980 to 2002. 

The analysis extends existing work in a number of ways. First, total factor 

productivity is decomposed into efficiency and technical change in order to 

provide more directions to policy makers. Second, an industry specific time 

varying measure of total factor productivity is estimated from an underlying 

production function using panel data of South African industrial sectors. Third, 

total factor productivity is interacted with trade measures, industry 

characteristics and macroeconomic factors to determine its key drivers. Finally, 

the impact of trade on derived labour demand is examined.  

 

Panel data econometric techniques are applied to estimate productivity loss due 

to technical inefficiency in South African manufacturing industries. Technical 
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change and efficiency are estimated using stochastic frontier approaches that 

allow inefficiency to be either time invariant, or to evolve in a time varying decay 

mode. A generalised time index is employed to introduce more flexibility on the 

measurement of technical change. The results account for periods of technical 

progress as well as regress and indicate the presence of significant room for 

efficiency improvement, while the pattern of technical change was found to have 

been particularly slow over the period. The fact that a substantial amount of 

intermediate inputs into South African manufacturing are imported implies that 

significant improvement in industry efficiency will be related to the openness of 

trade policy in South Africa. More importantly, efficiency scores are also likely to 

be related to how labour force adjusts to these imported inputs. Skill 

improvements for the labour force are, therefore, fundamental, because the mix 

of goods manufactured and the factor proportions used to produce them depend 

on the skill competencies of local technicians. Skills are important for the labour 

force to produce at its full potential, avoiding waste in inputs and time.  

 

The estimation of the determinants of total factor productivity is able to account, 

in a simultaneous context, for the impact of trade policy, industry level 

characteristics and the role of macroeconomic factors. The results suggest 

positive payoffs for industrial productivity of an appropriately managed 

liberalisation of the external sector. Liberalisation of the external sector is good 

for competition and learning. Learning is available through increased access to 

world class intermediate inputs and technology.  

 

The evolution of derived labour demand in manufacturing is investigated using 

the dynamic Generalised Method of Moments estimator (GMM). The results 

indicate greater induced efficiency effects from some products entering South 

Africa that are produced at lower cost abroad than obtain for similar products in 

South Africa; such commodities have tended to displace South African products 
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and labour. Increased import penetration serves to reduce inefficiency and 

encourages the use of new technology. The positive impact of export expansion 

on derived labour demand supports results from efficiency estimates that 

indicate the importance of skilled labour. Increased trade requires emphasis on 

skill development for the labour force, because intra-industry trade benefits can 

only arise in an environment in which the skill competencies of labour are 

improved. In a nutshell, trade has the potential to exact factor adjustment. It is 

therefore, important to identify the product specific effects that are inimical to 

some manufacturing sectors and which effects serve to reduce the level of 

employment in manufacturing for the sake of policy intervention.  

 

Increased trade with developed countries is found to provide South Africa with 

global production networks, where it supplies to the world market. In this 

arrangement, South Africa benefits from the use of the latest internationally 

available production and marketing techniques. These networks are important 

for accelerating the country’s development by transferring technology and 

innovation, as well as bringing new ideas, to increase its competitive advantage. 

This comparative advantage should be used to expand the untapped trade 

potential, particularly with the rest of Africa. However, more needs to be done to 

improve the technical competencies of industrial labour. Policies are also still 

required to significantly improve the speed of labour market adjustment.  
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Notation and  Used 

 

This part of the thesis lists the symbols and abbreviations used in the main text. 

The symbols that are not standard, if not explained here will be explained in 

areas where they first emerge in the text. 

 

Symbol   Interpretation 

 

N     Number of observations or firms 

 

T     Number of time points 

 

β̂     Estimate of β  

 

Y∆     Change in Y 

 

∞     Infinity 

 

Ε     Expectation operator 

 

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  AAbbuukkaa,,  CC  AA    ((22000055))  



 xiv 
 

Acronym   Meaning 

 

DEA    Data Envelopment Analysis 

 

EU    European Union 

 

EU-SAFTA   European Union-South Africa Free Trade Agreement 

 

et al    et alii – and others 

 

GATT    General Agreement on Trade and Tariffs 

 

GEIS    Generalised Export Incentive Scheme 

 

GLS    Generalised Least Squares 

 

GMM    Generalised Method of Moments 

 

ISIC    International Standard Industrial Classification 

 

LP    Linear Programming 

 

LSDV    Least Squares Dummy Variables 

 

MC    Marginal Cost 

 

MLE    Maximum Likelihood Estimation 

 

 

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  AAbbuukkaa,,  CC  AA    ((22000055))  



 xv 
 

OLS    Ordinary Least Squares 

 

SADC    Southern Africa Development Community 

 

SARB    South African Reserve Bank 

 

STATSSA   Statistics South Africa 

 

TC    Technical Change 

 

TE    Technical Efficiency 

 

TFP    Total Factor Productivity 

 

TIPS    Trade and Industrial Policy Strategies Secretariat 

 

VCM    Varying-Coefficient Model  

 
 
 
 
 
 
 
 
 
 
 

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  AAbbuukkaa,,  CC  AA    ((22000055))  



 1 
 

CHAPTER 1 

 

TRADE AND MANUFACTURING: AN OVERVIEW 

 

1.1 INTRODUCTION AND BACKGROUND 
 

This chapter provides an overview of the issues that are analysed in the rest of 

the study. It starts with brief introductory remarks on the debate regarding the 

links between productivity, labour demand and trade in Section 1.2. Section 1.2 

also provides the key hypotheses that are investigated. The problem statement, 

the underlying motivations for the study and the point of departure from 

existing work are presented in Section 1.3. Section 1.4 details the concluding 

remarks that suggest that the jury is still out on the theoretical and empirical 

underpinnings of the trade, productivity and labour demand nexus, providing 

justification for further empirical analysis to inform the debate. Section 1.5 

provides an outline for the remainder of the thesis. 

 

1.1.2 An overview of the debate. 

 

Trade liberalisation results from policies that remove restrictions on the free 

movement of goods and services. The policies include the removal of import 

quotas, the lowering of import tariffs, the diminishing of export restrictions and 

the lowering of export taxes. The end result of these measures should be a 

decrease in the price of imports, and an increase in the price of exports if markets 

are working and strong supply elasticities obtain (Djikstra, 2000:1568). In sum, 

these measures should lead to an increase in imports and exports as outcomes1.  

                                                 
1 Openness refers to trade outcomes while trade liberalisation denotes explicitly the reduction of 
domestic trade policy barriers. 
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There are a number of suggestions as to why the impact of increased trade on 

manufacturing in South Africa should be a matter of concern. One suggestion is 

that productivity growth and technical change are more robust in manufacturing 

industries than in other sectors of the economy, which implies that technological 

spillovers from industry to the rest of the economy may be critical for economic 

growth. In addition, the growth of manufactured exports is considered to be an 

indicator of dynamic efficiency, which is important for overall sustained growth 

of the economy (Dijkstra, 2000:1567). Trade expansion is also important, because 

it affects the efficiency with which factors of production, such as labour, are used 

in industries, and it has implications for the level of employment in the 

manufacturing sector. 

 

More specifically, the debate regarding the effect of trade expansion on 

manufacturing concerns two interrelated issues. The first relates to the 

relationship between trade and manufacturing productivity2 and the second 

relates to the effect of trade on derived labour demand.  These issues remain 

largely contested (Deraniyagala and Fine, 2001:4). For instance, in the 

neoclassical growth model, trade does not affect the steady state rate of output 

growth, because growth is determined exogenously given technological progress 

(Funke and Ruhwedel 2001:226). However, because of imperfections, a number 

of possibilities can occur as a result of trade policies. In some models, trade 

policy affects the steady state level of savings and capital accumulation. The 

impact on growth can, therefore, be positive or negative depending on how 

capital accumulation and savings respond. The effects of trade in the neoclassical 

model are only transitional, changes that occur only while the economy 

converges towards the steady state (Gunnar and Subramanian, 2000:4). Models 

                                                 
2 A fundamental debate concerns the seemingly miraculous development in East Asia and hence 
the relative importance of TFP in explaining the Asian Miracle. 
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following Solow (1957) explain output growth by the accumulation of factor 

inputs and the growth of total factor productivity3. 

 

Trade literature also differentiates between the static4 and dynamic gains from 

trade expansion (Dijkstra, 2000:1568). The static effects can arise from an 

improvement in either allocative or technical efficiency. An improvement in 

technical efficiency occurs when the same output is produced with fewer 

resources or more output is produced with the same amount of resources. 

Allocative efficiency improvement occurs if resources are better allocated over 

the whole economy. Improvements in technical and allocative efficiency are one 

off changes resulting from the change in relative prices, which follow trade 

expansion. Dynamic gains tend to be long term and evolve from the elimination 

of rent seeking and gains from technical efficiency and entrepreneurial effort. 

When markets are characterized by entry barriers, the absence of foreign 

competition allows domestic producers to enjoy monopoly power and excess 

profits, making dynamic gains unattainable (Tybout et al 1991; 231). Increasing 

returns to scale are also cited as an important source of dynamic gains from 

trade. These gains result because firms operating in more open trade regimes 

operate at lower average costs due to higher levels of output available through 

participating in world markets. An improvement in dynamic efficiency is 

expected to lead to a permanently higher growth rate. The higher growth rate 

results from more investment, research, innovation, learning and productivity 

(Dijkstra 2000:1568). 

 
                                                 
3 An alternative perspective is that the rapid output growth stems from rapid rates of factor 
accumulation and not of total factor productivity. East Asian economies are said to have been 
effective at mobilising and sustaining high rates of investment. Manufacturing productivity, 
therefore, did not benefit from access to broad export markets or from enhanced inflows of FDI 
and technology transfer. Young (1995) argues that high rates of capital accumulation accounted 
for the bulk of the increase in manufacturing productivity over time in the Asian tigers. 
4 The static benefits from trade liberalisation are emphasised in the Ricardian and neoclassical 
theories. 
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While traditional trade theory makes the static effects of trade expansion clear 

cut, the contention regarding the relationship between trade and productivity 

arises because there are no clear and general presumptions regarding the 

dynamic benefits of trade (Deraniyagala and Fine, 2001:4). There have been few 

rigorous theoretical models designed to show how trade and growth could be 

dynamically linked. Some traditional arguments have emphasised the export 

channel as a possible dynamic link. In this framework, trade enhances total factor 

productivity performance by promoting innovation, cost-cutting and acquisition 

of new technology. Though these arguments are appealing, the analytical 

underpinnings are regarded as insufficient. The trade and productivity debate 

also relates to whether policy can influence productivity growth, as is suggested 

in the endogenous growth literature (Funke and Ruhwedel, 2001:226).  

 

Models of endogenous growth first isolate technical development and then look 

for possible mechanisms through which improvements in productivity (notably 

due to innovation, imitation, product variety, human capital and public 

infrastructure via the sphere of policy) are important for ongoing economic 

growth. Endogenous5 growth models allow for the impact of trade on output 

growth to be either positive or negative. Even in these improved approaches, 

scepticism persists. Scepticism continues because any possible trade and growth 

outcomes can be rationalised by changing analytical assumptions6.  

 

The second issue regards the effect of increases in trade volumes on the level of 

derived labour demand in manufacturing. Opponents of expanded trade argue 
                                                 
5 Recently, endogenous growth-trade theorists have provided a range of formal models in which 
trade contributes to economic growth by, among other things, increasing the variety and quality 
of intermediate inputs, increasing the diffusion of knowledge, amplifying the learning-by-doing 
effects, and increasing the size of the markets (Iscan, 1998:1). Trade policy in endogenous growth 
models can affect growth through technological change. Implications from these models are, 
however, sensitive to assumptions imposed on the nature of technology spillovers.  
6 An interesting discussion on the role of scope and the extent of technology spillovers is 
provided in Kim (2000). 
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that foreign firms may out-compete domestic producers leading to fewer 

domestic jobs in the manufacturing sector, because lower domestic output is the 

end result of higher import competition. Trade proponents, on the other hand, 

posit that free trade expands export markets, resulting in greater demand for 

manufactured products, greater domestic production and, hence, more jobs. The 

consensus, however, appears to be that trade volumes do affect, in some way, the 

efficiency with which firms use labour as well as the distribution of output 

within sectors between the more and less efficient firms. However, since the 

issue of labour demand in the manufacturing sector is of critical importance, the 

direct investigation of the impact of international competition on manufacturing 

employment remains of vital importance both to academia, policy makers and 

entrepreneurs. 

 
1.1.3 Linking trade, productivity and labour demand in industry 
 

Theoretically the link between trade liberalisation, productivity and labour 

demand is less clear than previously asserted (Fajnzylber and Maloney, 2004:2). 

Indeed, Krishna et al (2001) find that industry labour demand seems to be 

unresponsive to openness. However, Fagerberg (2000:409) argues that in the first 

half of the 20th century growth of output, productivity and employment were 

strongly correlated. Employment in industries based on new technologies 

expanded rapidly at the expense of more traditional industries, suggesting an 

important role for structural change in explaining overall productivity growth. 

More recently, this relationship has been blurred. For example, new technology 

in electrical machinery has expanded at a very rapid rate but there has not been a 

similar large increase in the share of that industry in employment.  

 

It is important to investigate the impact of trade on derived labour demand 

because this issue still attracts considerable debate. For example, Ghose (2000) 
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reports that in developing countries that emerged as important exporters of 

manufactures to industrialised countries, growth of trade had a large positive 

impact on employment and wages7. In this vein he argues that the popular 

apprehensions about the effects of trade liberalisation, though not wholly 

unfounded, are grossly exaggerated. However, the investigation of the impact of 

trade on derived labour demand is complicated by a number of factors. First, 

there are controversies on the appropriate methodology of using available 

statistical data for assessing the effects of trade on labour markets. Second, most 

estimates, irrespective of the methodology used, show the effect of trade to be 

rather small (Greenaway et al: 489).  

 

An important problem also relates to the fact that debates on the subject of trade 

and derived labour demand have largely been about the effects of trade 

liberalisation on labour markets in industrialised countries. The effect of trade 

liberalisation on manufacturing employment in developing countries has so far 

received inadequate attention in investigative work. Because of inadequate 

research in this area, there remains serious apprehension in developing countries 

regarding the employment effects of trade liberalisation. When global 

competitiveness is emphasised, many feel, trade liberalisation could encourage 

capital intensity in manufacturing, thereby reducing its capacity to create jobs. In 

some countries, export oriented manufacturing has also often been associated 

with low wages and poor working conditions (Ghose, 2000:4). 

 

In spite of this debate, the link between trade, productivity and industry labour 

demand is informed by various parts of economic theory (Naastepad and 
                                                 
7 Indeed, Roberts and Thoburn (2001, 2002) argue that employment and wage changes have been one of the 
major channels through which trade liberalisation generates poverty in the South African economy. In their 
study they argue that trade liberalisation led textile firms to experience fierce import competition leading to 
a fall in employment in the sector. This study suggests that liberalisation and restructuring increased 
productivity largely through cost minimisation and down sizing measures, but failed to support strong 
growth in production. 
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Kleinknecht, 2004). In the neo-classical substitution framework, the causality 

runs from relative prices to relative factor prices. A fall in the price of labour 

relative to the price of capital induces industries to substitute labour for capital, 

thus reducing the capital intensity of production. The decline in the capital 

intensity of production reduces the productivity of labour. In this framework, the 

impact of trade is dependent on what happens to relative prices. Domestic real 

wage increases relative to those abroad reduce international competitiveness and 

hence lower export growth. Domestic real wage increases may result in profit 

squeeze thereby reducing industry investment and productivity. 

 

In the vintage analysis, the productivity of capital depends on age (or vintage) of 

capital, more recent vintages are assumed to be more productive than older ones. 

Through trade, industries can improve productivity because they can acquire 

more recent vintages of capital. In a related way, if the real wage rises it becomes 

more efficient for industries to import new more productive vintages of capital to 

raise labour productivity to the higher real wage. Furthermore, under the 

induced technological change theory, higher relative wage rate increases the 

labour saving bias of newly developed technology (Funk, 2002).  

 

More recently, endogenous growth theory has emphasised that a profit 

maximising capitalist’s decision to invest in R&D depends on the share of wages 

in total costs, the higher the wage share, the more profitable it becomes to devote 

resources to increasing the productivity of labour (Foley and Michl, 1999). There 

are several mechanisms through which productivity growth may be affected. For 

example, trade can facilitate learning by investing. This occurs because the 

introduction of new capital enables the firm to learn how to produce more. In 

addition, anticipation of higher profits potential from increased trade suggests 

that technological advance may stimulate capital formation, because the 
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opportunity to modernise equipment promises a higher rate of return on 

investment. 

 

 In the demand driven models of technological change (Verdoorn, 1949 and 

Geroski and Walters, 1995) innovative activity and labour productivity growth 

are stimulated by buoyant demand prospects. Trade could foster innovation to 

the extent that it leads to an increase in effective demand for the products of 

manufacturing industries. If an economy can increase its pace of technological 

progress by means of capital imports that embody the latest technology, and by 

cross boarder transfer of knowledge, the higher will be its TFP growth (Wolf, 

1996). In view of the debate regarding the theoretical links between trade, 

productivity and derived labour demand in industry, it is important to 

investigate these issues within the South African context. To open this 

investigation, Section 1.1.4 outlines the problem statement and motivation of the 

study. 

 
 
1.1.4 Problem statement, motivation and point of departure  
 

This study is motivated by the need to provide a perspective regarding the 

effects of trade on productivity and labour demand in South Africa’s 

manufacturing sector. These issues are deemed important, because increased 

trade generates two effects. First, it exposes the sector to more competition. 

Second, it widens opportunities for exporting to a larger international market. 

Strong competitive pressures could result from a surge in imports or in attempts 

to break into an expanded international export market. To benefit from trade, 

productive efficiency, product quality and labour efficiency must be improved. 

Success in efficiency improvement will create access to larger markets, providing 

enhanced opportunities for employment. Productivity and employment change 

in the manufacturing sector are, therefore, important components of the growth, 
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employment and trade nexus. Policy makers and industry agents need to obtain 

knowledge about the manufacturing sector in order to introduce measures aimed 

at improving productivity and, possibly, labour demand in a sufficiently robust 

manner.  

 

Empirical implementation proceeds in three steps. First, an underlying 

production function is estimated to obtain industry specific, but time varying, 

measures of total factor productivity.  Second, total factor productivity (TFP) is 

decomposed into efficiency and technical change. Because the two components 

of productivity are analytically very different, it is important to distinguish 

between them if lessons that inform policy are to be derived. Failure to take 

account of technical change in measuring TFP produces biased estimates that 

would suggest all firms are operating with maximum efficiency (Mahadevan, 

2001). The production function for the manufacturing sector is obtained by 

pooling cross sectional data of 28 manufacturing industries over the 1980-2002 

period. This sample contains a longitudinal data set of 644 observations (28 

industries in 23 years). The explicit specification of the production function 

allows us to use statistical methods and inference to evaluate the reliability of the 

results. Indeed, a longstanding problem in the analysis of production functions 

has been the inability to separate technical change from efficiency in purely 

cross-sectional or time series data. The availability of panel data may help in 

addressing some of these concerns (Kumbhakar, 1991:43).  

 

Third, total factor productivity is interacted with trade measures, macroeconomic 

factors and industrial characteristics to determine its key drivers. Emphasis on 

delineating productivity determinants is placed on the channels through which 

trade intensity affects manufacturing productivity. Empirical implementation 

relies on interacting productivity with determinants that exhibit significant 

variation across industries over time. Lastly, a logical concluding analysis is the 
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investigation of the impact of trade on derived labour demand in the 

manufacturing sector. Derived labour demand is investigated within a context 

that permits the disagregation of imports by origin for the 28 standard industry 

codes of the South African manufacturing industry. Investigating derived labour 

demand in a panel data context is more informative, because benefits from more 

variability, more degrees of freedom and more efficiency are derived (Baltagi, 

2000:5). These benefits are unavailable within time series or strictly cross 

sectional based studies. It is argued that, with increased competition arising from 

globalisation, employment and productivity growth in manufacturing have 

become some of the most important variables of interest in any economy. 

Therefore, employment and productivity growth are critical indicators 

monitored by both households and policy-makers regarding the performance of 

the economy (Tomiura, 2003:118).  

 

This study is an attempt to provide further empirical evaluations of the growth 

effects of trade, because the empirical evidence on the dynamic effects of trade on 

productivity and employment remains inconclusive. The works of Gunnar and 

Subramanian (2000), Fedderke (2001), Fedderke and Vaze (2001), Petersson 

(2002), and Naude, Oostendorp and Sserumaga-Zake (2002) represent some of 

the most comprehensive attempts at investigating the dynamic gains from trade 

in South Africa. However, these studies open a number of areas for further 

investigation at the empirical level. Given this caveat, this study will attempt to 

make contributions in four areas. These areas are itemised and discussed in the 

sub-sections that follow, below.  
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1.1.3.1 Panel data application 
 

Panel data is employed in estimation to take advantage of time varying trade 

measures and macroeconomic shocks, as well as available industry specific 

characteristics on the manufacturing chapters. These industry specific 

characteristics are important from productivity and employment points of view. 

Previous attempts relied either purely on aggregated time series or on purely 

cross-section data or were just descriptive. Allowing for large variability at a 

disaggregated level helps generate more meaningful results. 

 

1.1.3.2 Components of total factor productivity. 
 

The study helps to identify the components of total factor productivity by taking 

advantage of the longitudinal structure of the manufacturing data set. An 

underlying production function is used to decompose manufacturing 

productivity into efficiency and technical change. This decomposition, not only 

provides more avenues for policy making, it also helps to indicate how these 

effects panned-out in the aggregate, in response to expanded trade. The 

identification of the components of productivity in manufacturing is important 

because, despite wide reaching trade reforms, little is known about the 

relationship between trade, domestic competition and manufacturing efficiency 

in South Africa8.  

 

 

 
                                                 
8 There is a strong case for investigating the effects of trade in South Africa because the potential 
gains from increased trade, if any, should be large. Trade offers the greatest scope for learning 
opportunities in an economy that was initially protected and has technology catch-up to 
undertake. If trade induces efficiency, then the potential gains for the country should be large. 
Pack (1993), however, argues that firm productivity in Africa can only be increased by 
interventions aimed at improving skills and technical capacity of firms to absorb new technology. 
Such improvements are necessary before firms can become internationally competitive. 
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1.1.3.3 Determinants of total factor productivity. 
 

Manufacturing sector total factor productivity and its determinants are 

consistently modelled. The study generates productivity estimates that are sector 

specific and time varying as well. It then searches for the channels through which 

measures of trade orientation interact with industrial characteristics and the 

macroeconomic environment to determine the level of productivity. 

Investigating the channels through which trade affects productivity is an 

interesting angle, and, since the analysis is confined to an identical country 

panel, it allows for a consideration of variables that determine productivity 

simultaneously. 

 

1.1.3.4 Understanding derived labour demand in manufacturing.  
 

The analysis contributes to a better understanding of derived labour demand in 

manufacturing. The analysis models the impact of the increase in trade volumes 

on derived labour demand within a context that permits disaggregation of 

imports by origin at the three-digit level for the 28 standard industry codes of the 

South African manufacturing industry over the period 1988-2002. This sample 

contains a longitudinal data set of 420 observations (28 industries in 15 years)9. 

This detailed data set is important for an appreciation of the response of South 

Africa’s manufacturing sector to international exposure and competition. More 

specifically, the study looks at how exposure may have led to efficiency in the 

use of labour. After outlining the approach that the study explicitly follows, 

Section 1.2 summarises the main hypotheses that are investigated. 

 

                                                 
9 Unlike in the production function case, concorded data for imports by origin of comparable 
format is only available over the period 1988 to 2002. 
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1.2 HYPOTHESES INVESTIGATED 

 

This study investigates how trade liberalisation affected productivity and 

derived labour demand in South Africa’s manufacturing sector. More 

specifically, the following related hypotheses are examined: 

(i) Trade has a positive and robust impact on manufacturing sector total 

factor productivity; and  

(ii) Increases in trade volumes, both in terms of exports and imports, 

cause, on average, reductions in derived labour demand in the 

manufacturing sector.  

The first hypothesis is investigated in Chapter 2 and 3, while the second 

hypothesis is the subject of Chapter 4. In Section 1.3 below a discussion of the 

evolution of trade policy in South Africa is provided in order to set ground for 

the analysis that follows in subsequent chapters. 

 

1.3 TRADE POLICY IN SOUTH AFRICA 
 

One of the key aspects of South African trade policy has been trade 

liberalisation10. There are suggestions of a much longer period of 

experimentation with trade liberalisation in the country (Fedderke and Vaze, 

2001). In the 1970s trade liberalisation focussed on the replacement of 

quantitative restrictions with tariffs. During this period, there were high tariff 

walls and extensive import controls, as the attainment of growth was premised 

on import substitution. In the middle of the decade, attempts were made to 

mitigate the anti-export bias and emphasis shifted towards export promotion to 

stem the decline in manufacturing production.  A number of export schemes 

were introduced to assist exporters during the 1970s. 
                                                 
10 A comprehensive treatment of liberalisation is also available in the government’s “Growth, 
Employment and Redistribution: A macroeconomic Strategy,” articulated in 1996. 
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The 1980s did not witness substantial liberalisation in the trade regime. The 

result was a marked increase in anti-export bias. By 1985 the country switched 

from a positive list of permitted imports to a negative list of prohibited imports, 

which covered 23 per cent of imports and an import surcharge of 10 per cent was 

introduced (Gunnar and Subramanian, 2000). The declaration of sanctions in the 

middle of the decade led policy makers to retaliate by imposing exchange 

controls and a moratorium on payments to foreign creditors. The trade regime 

became increasingly controlled as the import surcharge on some items was 

increased to 60 per cent in 1988. By the end of the decade, the trade regime was 

highly complex. The country had the most tariff lines (more than 13,000), most 

tariff rates, the widest range of tariffs and one of the highest levels of tariff 

dispersion in the developing world, implying a highly distorted system of 

protection (TIPS 2001:27 and Gunnar and Subramanian, 2000:6). 

 

At the onset of the 1990s, protection consisted of a plethora of quantitative 

restrictions, customs duties and import surcharges. The trade regime was also 

subject to frequent changes and remained largely complex. The overall binding 

statutory tariff had a wide dispersion, and consumer goods in manufacturing 

enjoyed the highest protection. To control imports, three rates of import 

surcharge were applicable, namely: 10 per cent, 15 per cent and 40 per cent 

(Gunnar and Subramanian, 2000:8).  

 

During this period, the official policy stance was export-oriented 

industrialisation. Rapid industrialisation was to be achieved through the 

Generalised Export Incentive Scheme (GEIS) which was introduced in 1990 to 

provide a tax-free subsidy to exporters. The scheme was tied to the value of 

exports, the degree of processing of the export item and the extent of local 

content in the product. In 1995, the GEIS was scaled down and payments made 
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under it became taxable. By 1996, it was limited to manufactured commodities 

only, before being eliminated in the following year (Roberts, 2001).  

 

The 1990s, therefore, coincide with the period in which trade liberalisation 

gained momentum. For example, as the country signed into the General 

Agreement on Tariffs and Trade (GATT) in 1994, it offered to the WTO a five-

year tariff reduction and rationalisation program. The key aspects of the new 

tariff program included a reduction to six, from over 100, in the number of tariff 

categories, while the average weighted import duties were also to be reduced 

substantially (TIPS, 2001:11). 

 

Emphasis on export orientation from 1994 onwards required an adjustment of 

the competitiveness of the existing industrial structure, which had been built up 

through import substitution to enable it to deliver prices that were in line with 

those obtaining in the world market. To achieve price equalisation, emphasis 

during this period was on reducing tariffs and following a realistic exchange rate 

policy. Lowering tariffs would, in particular, serve to strengthen the export 

orientation of South Africa’s manufacturing sector given that the previous 

regime of tariff protection had created an anti-export bias. The regime of 

protection did not promote manufacturing competitiveness or productivity 

growth. Since the broad economic policy strategy was biased towards 

manufactured exports as a stimulant to economic growth, the reduction in tariffs 

was also seen as a mechanism to contain input prices, improve cost 

competitiveness and facilitate an increase in manufactured product exports 

(Rangasamy and Harmse, 2003:711).  

 

It was in this vein that the offer to GATT displayed a commitment to opening the 

economy to foreign competition. Industrial protection was to be substantially 

reduced over a five-year period from an average of 12 per cent in 1994 to about 5 
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per cent in 2001. The average import weighted tariff rates were to be reduced to 

well within the WTO bound rates, that is from 34 per cent to 17 per cent for 

consumer goods, from 8 per cent to 4 per cent for intermediate goods and from 

11 per cent to 5 per cent for capital goods. Average import weighted tariffs, since 

the GATT offer, were reduced from 28 per cent in 1990 to 10 per cent in 1998. For 

industrial products they were reduced from 11.4 per cent to 8.6 per cent in 2000. 

The average for the economy as a whole saw applied rates fall from 11.3 per cent 

in 1990 to 7.3 per cent in 2001 (Gunnar and Subramanian, 2000:7 and TIPS, 

2001:15).  

 

South Africa essentially pursued a two-pronged strategy to trade expansion. The 

strategy involved unilateral and multilateral variants. At the unilateral level, the 

government regularly announced schedules of tariff reviews. These unilateral 

reductions in some cases even went beyond the WTO commitments and saw 

average import weighted tariffs in manufacturing decline from 15.8 per cent in 

1994 to 10.3 per cent in 1998 (Roberts, 2001). At the multilateral level, a three-

pronged process was followed. The first level concerned the WTO mechanism 

and was mainly undertaken since the Uruguay Round took effect in 1995. There 

was an undertaking to reduce the number of tariff lines from over 13,000 at the 

six-digit level by 15 per cent in 1996 and 30 per cent by 1999. In addition, there 

was an increase in the number of bindings on industrial products from 55 per 

cent to 98 per cent. Another important undertaking, was the replacement of all 

quantitative restrictions with tariffs and a reduction of the number of tariff rates 

to six, namely 0 per cent, 5 per cent, 10 per cent, 15 per cent, 20 per cent and 30 

per cent. Exemption was made to textiles, clothing and motor vehicle industries; 

these sectors were to liberalise over an eight-year period. Average weighted 

import duties were also to be reduced from 35 per cent to 17 per cent for 

consumption goods, 8 per cent to 4 per cent for intermediate goods and 11 per 

cent to 5 per cent for capital goods (TIPS, 2001:11).  
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Table 1 indicates the tariff phase down schedule provided under the WTO 

mechanism. It shows, for example, that tariffs on textiles were expected to fall 

from 30.1 per cent in 1994 to 17.3 per cent in 2004. Average tariffs on motor 

vehicles and accessories were set to fall from 55.4 per cent to 22.1 per cent, while 

the overall average tariff rates would drop from 11.7 per cent to 4.9 per cent over 

the same period. 

 
Table 1: Tariff phase down under the WTO 
 
Description 1994 1995 2000 2001 2002 2003 2004 
Textiles 30.1 33.8 20.3 18.7 17.3 17.3 17.3 
Clothing, exc. Footwear 73.7 73.6 42.4 37.7 33.2 33.2 33.2 
Leather and leather products 14.9 14.8 14.8 14.8 14.8 14.8 14.8 
Footwear 37.5 41.6 29.1 29.1 29.1 29.1 29.1 
Wood and wood products 13.9 3.6 3.1 3.1 3.1 3.1 3.1 
Paper and paper products 9.6 9.3 7.9 7.3 6.8 6.2 5.6 
Printing and publishing 8.1 1.3 1.0 1.0 1.0 1.0 1.0 
Industrial chemicals 9.3 7.5 1.6 1.6 1.6 1.6 1.6 
Other chemicals 9.0 3.8 2.5 2.5 2.5 2.5 2.5 
Rubber products 30.5 14.5 14.6 14.4 14.0 14.0 14.0 
Plastic products 19.8 14.7 12.0 12.0 12.0 12.0 12.0 
Glass and glass products 11.8 9.5 7.6 7.6 7.6 7.6 7.6 
Non metallic mineral products nec 10.6 8.7 7.7 7.7 7.7 7.7 7.7 
Basic iron and steel products 7.6 4.4 3.9 3.9 3.9 3.9 3.9 
Non-ferrous metal products 2.3 2.3 2.0 2.0 1.9 1.7 1.7 
Metal products, excl. machinery 13.1 8.2 7.4 7.4 7.4 7.4 7.4 
Non-electrical machinery 6.5 1.4 1.3 1.3 1.3 1.3 1.3 
Electrical machinery 11.0 6.1 5.7 5.7 5.7 5.7 5.7 
Radio and television & comm. 12.1 5.1 2.3 2.3 2.3 2.3 2.3 
Professional equipment 7.2 0.2 0.3 0.3 0.3 0.3 0.3 
Motor vehicles, parts & access. 55.4 33.5 24.8 23.2 22.1 22.1 22.1 
Other transport equipment 1.4 0.4 0.2 0.2 0.2 0.2 0.2 
Furniture 28.1 21.4 18.9 18.9 18.9 18.9 18.9 
Other manufacturing 2.9 1.0 4.9 4.9 4.9 4.9 4.9 
Mining 2.7 0.6 0.4 0.4 0.4 0.4 0.4 
Total 11.7 7.2 5.3 5.1 4.9 4.9 4.9 

Source: Trade Policy Strategies (2001). 

 
The second multilateral strategy concerned the EU-SA FTA that took effect in 

2000 as an asymmetric agreement. This entailed liberalisation of tariffs on 95 per 

cent of EU imports from South Africa between 2000-2003. South Africa was 

required to free 80 per cent of tariffs on imports from the EU spread over a 12-

year period. In this agreement, exemption was granted to clothing, textiles, 

footwear and automotive products. The third level of multilateral trade 

negotiations has involved the United States Africa Growth and Opportunities 
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Act that came into effect in 2001. This act provides South Africa as a qualifying 

country with reduced duties for exports of clothing to the US market. Another 

multilateral tier concerned the SADC protocol that came into force in 1996 and 

required 69 per cent of the SADC imports to be zero rated upon the full 

implementation of the protocol and full liberalisation by 2012. South Africa was 

to liberalise most of its imports from SADC countries faster than these countries 

were to free imports from South Africa (TIPS, 2001). Due to these changes, the 

South African trade regime appears considerably liberalised. Most quantitative 

restrictions were eliminated; the number of tariff lines was reduced from over 

13,000 in 1990 to 7,831 in 2001. The number of tariff bands was reduced from 

over 200 to 35. The tariff regime by 2002 was relatively simplified, because the 

number of lines facing a specific tariff was scaled down by half from 500 to 227 

(TIPS, 2001:14). Table 2, below, provides the details. 

 

Table 2: Changes in manufacturing tariff structure 
 
Tariffs 1990 1998 2000 2001 
Maximum tariff 1,389 72 55 55 
Average import weighted tariff 28 10 8.6 6.5 
Average un weighted tariff 30 14 6.7 6.7 
Number of tariff bands >200 72 39 35 
Standard deviation 43 15 9.6 9.4 
Number of tariff lines >13,000 7,814 7,824 7,831 
Percentage of lines with non-ad valorem duties 28 26 25 25 
Average import weighted surcharge 6 0 0 0 
Import surcharge bands 10,15 & 

40 
Eliminated Eliminated Eliminated 

Export subsidy 17 Eliminated Eliminated Eliminated 
Quantitative restrictions on imports 14 Virtually 

Eliminated 
Virtually 

Eliminated 
Virtually 

Eliminated 
Memorandum items 1990 1998 2000 2001 
   Trade tax revenue as a share of total revenue 7.9 4.0 4.0 3.6 
    Import taxes as a share of imports 10.8 4.1 4.2 3.9 
    Export subsidies as a share of GDP 0.3 0.0 0.0 0.0 
Notes: Average import weighted surcharge and quantitative restrictions on imports figure for 1990 refers to 
1992. 
Source: Gunnar and Subramanian (2000), South Africa Reserve Bank (2003) and Trade Policy Strategies 

(2003). 
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In summary, the period 1994-2003 can be characterised by steps in rationalising 

the tax structure and removing quantitative restrictions. Industrial policy made 

great strides to eliminate loss making enterprises, price controls, entry and exit 

restrictions on private enterprises, discriminatory tax and subsidy policies, as 

well as soft budget constraints on state owned enterprises. Privatisation of some 

public enterprises was promoted to improve efficiency. The policies of market 

opening, deregulation and privatisation were expected to spur productivity, 

foster export competitiveness and improve resource allocation.  

 

The underlying belief was that increased manufactured exports11 could help 

underpin rapid investment and productivity growth (Rangasamy and Haramse, 

2003). Competition would improve the quality of manufactured output, 

encourage generation of new products and the adoption of new techniques. This 

latter response could enlist the desired increase in total factor productivity 

(Fedderke, 2001). In spite of these wide ranging moves in regard to the trade 

regime, little rigorous empirical work has examined the trade, productivity and 

employment nexus in the context of South Africa. This study makes a modest 

contribution towards filling this analytical gap. 

 

To refocus emphasis on the central role that manufacturing is set to play in the 

South African economy, an Integrated Manufacturing Strategy (IMS) was 

launched in 2002 as a collective position aimed at improving competitiveness in 

the industrial sector. This is to be attained, among other ways, through 

technology improvement and innovation. The strategy stresses integration with 

the international economy through increased trade, particularly through 

                                                 
11 One of the objectives of trade liberalisation in Africa is to increase manufactured exports. South 
Africa government considers growth in manufactured exports as a necessary condition for 
attainment of high and sustainable economic growth- the reason for offering increasing 
incentives for exports under its” Growth, Employment and Redistribution Strategy” (GEAR). 
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increased knowledge intensity in production12. The (IMS) is set to build on the 

efforts of the last decade (1994-2003), where trade policy was driven by the need 

to weaken the effects of factors that discriminated against productive efficiency 

and export development in the form of taxation, protectionism and exchange rate 

misalignment.  In spite of the substantial reforms in the trade regime, there still 

remain fundamental issues to be addressed. In particular, the pace of tariff 

liberalisation appears to have slowed since 1996; only small reductions in tariff 

bands and modest declines in the maximum tariff were effected, yet persistent 

high dispersion in the tariff rates still obtained. As a further example, industrial 

tariffs remained in 69 categories compared to the 17 targeted by 2004 (TIPS, 

2001:12). The challenge for policy is that less progress seems to have been made 

on creating greater uniformity in the range and number of tariffs. As a result, 

there still remained more bands than envisaged.  

 

It was also increasingly being recognised that the simplification of the tariff 

structure remains the key priority on administrative grounds. More importantly, 

the dispersed tariff structure implies that protection remained uneven and gains 

from openness were limited, and, as a result, manufactured exports cannot be 

optimally encouraged. By 2004, tariff peaks still existed in processed foods, 

motor vehicles and components, tobacco products, rubber products and clothing 

and textiles. There was still evidence of anti-export bias and the rate of effective 

protection remained high in some sectors13 (TIPS, 2001:24). After reviewing the 

changes that have occurred in South African trade policy, Section 1.4 outlines the 

key issues in manufacturing industry employment, the restructuring as well as 

the adjustments that have occurred in response to policy reforms. 

                                                 
12 This policy is in contrast to the use of tariffs, quantitative restrictions and export incentives as 
the main trade incentives to drive the industrialisation process in the 1980’s and early 1990’s. 
13 It was suspected that the extent of protection on the final product arising from tariffs imposed 
on intermediate inputs (a high effective rate of protection) was high in textiles, leather, footwear, 
clothing, motor vehicles and parts, food processing and to some degree, chemicals and rubber 
products. 
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1.4 EMPLOYMENT ISSUES IN MANUFACTURING  
 

Table 3 shows that during the last two decades approximately 0.35 million jobs 

were lost in South Africa’s manufacturing sector, representing a 19 per cent 

contraction in employment. Overall, the whole sector was affected negatively in 

terms of job losses, but the job losses differed substantially across the 2–digit SIC 

industry classification. The manufacturing categories under chapter 34 

experienced job losses in excess of 50 per cent, while chapters 30, 31, 35, and 38 

experienced losses of between 18 and 35 per cent. However, chapters 32, 33, 37 

and 39 recorded job gains of between 3 and 35 percent over the same period. 

Production in real terms was estimated to have increased by about 56 per cent; 

real wages generally increased over the same period.  

 

Table 3: Variability in employment, production and wages 
 

Employment Production (R Million) Wage rates SIC  
1980 2002 % change  1980 2002 % change  1980 2002 % 

change  
30 220994.4 178920.0 -19.0 49520.7 69452.3 40.3 56948.6 68392.1 20.1 
31 270825.0 207437.0 -23.4 20139.0 20650.6 2.5 33837.0 39397.5 16.4 
32 132642.2 179559.5 35.4 22117.3 35335.0 59.8 78044.1 60951.6 -21.9 
33 146766.2 181996.5 24.0 34398.6 27442.0 -20.2 86765.7 135896.9 56.6 
34 84831.2 40594.5 -52.2 10204.5 10300.5 0.9 36578.5 60078.9 64.3 
35 344431.5 228894.8 -33.5 73103.5 93620.8 28.1 58432.7 77632.2 32.9 
36 70850.0 79340.3 12.0 8406.3 11173.7 32.9 26957.6 26930.7 -0.1 
37 17702.0 18234.3 3.0 4248.5 4514.7 6.3 54122.8 42403.9 -21.7 
38 112953.8 86879.0 -23.1 33403.5 62777.6 87.9 78996.0 124678.8 57.8 
39 52911.3 68791.3 30.0 9777.2 32882.4 236.3 42199.2 75565.6 79.1 
Total  1904523.6 1552433.6 -18.5 328215.9 512400.2 56.1 42120.5 50683.4 16.9 
SIC  SIC description 
30 Food, beverages and tobacco 
31 Textiles, wearing apparel, leather and footwear 
32 Wood, Paper, printing, publishing products and recorded media 
33 Coke, petroleum, chemicals, rubber and plastic products 
34 Glass and non metallic mineral products 
35 Iron, steel non ferrous metals, metal products, machinery and equipment 
36 Electrical machinery 
37 TV, radio, communication, professional and scientific equipment 
38 Motor vehicles, parts and other transport equipment 
39 Furniture and other manufactured products 

Notes: (a). Variability reported here is at the two digit level of classification. (b). Total for sectors 3-5 in SIC 
classification. (c). Percentage change is computed over the period 1980 to 2002. 
Source: Trade Policy Strategies, www.tips.org.za. 
 

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  AAbbuukkaa,,  CC  AA    ((22000055))  



 22 
 

The shifts in employment that occurred during this period were in response to 

significant transition, adaptation and the organisational change that was 

occurring in South African manufacturing. For the industrial sector, these years 

represent a period of substantial restructuring and structural change. The main 

change experienced in the manufacturing sector was an increase in production 

that was driven by rapid improvements in labour productivity. Some of the key 

components of this restructuring saw an expansion of capacity in some sectors, 

modernisation of manufacturing technology and a trend to contain growth in 

labour input costs.  

 

The decline in employment, in part, reflected the impact of the rationalisation of 

labour resources in general, but, more specifically, indicated the rise in 

outsourcing of core activities by manufacturers to increase labour efficiency 

within a new and more competitive environment (SARB, 2003:85). Figure 1, 

below, plots the evolution of labour demand by the manufacturing sector during 

the period under review.  

 

Figure 1: Evolution of employment in the manufacturing sector, 1980-2002 
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The labour market adjustment alluded to above was a result of the 

implementation of technologically advanced and more skill-intensive methods of 

production (SARB, 2003:87), of which, the latter impact reflected the increased 

capital intensity of South African manufacturing production processes.  

Increased capital intensity in production in the manufacturing sector is evident, 

though the productivity of capital has been declining since the peak attained in 

1988. Figure 2, below, traces the evolution of the fixed capital stock and its 

productivity in the manufacturing sector. 

 

Figure 2: Capital stock and productivity in manufacturing sector, 1980-2001 
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An interesting aspect regarding South African manufacturing during this period 

was the combination of decreased employment and rising output per person. 

Given the restructuring that is alluded to above, it is no wonder that growth in 

manufacturing production was essentially driven by increased labour 
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productivity. Figure 3 plots the evolution of labour productivity in the 

manufacturing sector. The improvement in labour productivity is particularly 

marked over the period 1994 to 2001. 

 
Figure 3: Labour productivity in the manufacturing sector, 1980-2001 
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Notes : Index computed at constant 1995 prices 
Source: www.tips.org.za 
 

Table 4 shows that the South African manufacturing industry became 

increasingly integrated into the international economy, especially through trade 

and foreign direct investment between 1980 and 2002. Even at the two digit level 

of classification, the integration for imports and exports shows that average 

shares of these aggregates rose for the whole manufacturing sector. With 

penetration rates of 85 and 92 per cent, respectively, chapters 33 and 37 represent 

the most open sectors in terms of import penetration. Sector 30 remains the most 

closed in terms of these trade outcomes. However, a greater diversity of 

xperiences across industries is unearthed, especially when one moves from the 

sification, only 

rs o, paper & paper products and coke & refined 

e

two-digit to the three-digit categorisation. In the three-digit clas

three secto (namely tobacc
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petroleum produ ecorded a decline in import pe tion. T 5

iability of impo enetra  rates over eriod 0 to 2002

e 4: Two digit le ariabil  selected trad asures,  and 2002

Imp netratio Export share 

cts) r netra able  shows the 

var rt p tion  the p 198 .  

 
Tabl vel v ity in e me 1980  
 

ort pe n SIC Division 
% Change  
1980-2002 

1980 2002 % Change 
1980-200

1980 2002 
2 

30 3.2 5.4 68.2 5.0 7.7 56.2 
31 18.3 39.0 114.0 8.6 25.0 190.3 
32 19.2 24.6 27.7 8.4 25.2 199.9 
33 49.5 84.8 71.4 18.2 71.9 295.0 
34 13.2 24.1 83.0 6.1 14.2 134.1 
35 18.1 33.9 86.9 16.8 43.5 158.0 
36 25.1 38.4 53.0 2.5 14.0 454.1 
37 56.1 91.6 3.4 7.7 711.7 6 62.7 
38 32.0 65.0 4 2.8 48.2 1651.9 103.
39 15.8 32.9 9 3 108. 15.6 44.8 187.
Total (3-5) 17.3 29.7 71.7 7.7 23.9 6 211.

Source: Trade Policy Strategies, w.w.w.tips.org 

share and variability within three it s , 1980 and 2002  

po
p

hin sector 

 
Table 5: Import -dig ector
 
Sector Im rt 

enetration 
Wit

 1980 2 M Maxim Minimu Standard
deviatio

002 ean um m  
n 

Food (301-304) 4.1 9.8 6.9 10.0 4.1 2.0 
Beverages (305) 3.9 5.5 4.4 6.2 3.2 0.8 
Tobacco (306) 1.7 0.8 2.0 3.2 0.8 0.7 
Textiles (311-312) 16.0 30.9 22.3 30.9 16.0 4.7 
 Wearing apparel (313-315) 8.2 19.0 9.9 19.9 5.0 4.3 
Leather & leather products (316) 20.5 21.0 27.3 40.4 17.7 8.2 
Footwear (317) 1 10.1 46.2 19.1 46.2 4.2 2.0 
Wood & wood products (321-322) 18.7 15.1 0.0 15.1 6.1 2.4 
Paper & paper products (323) 16.4 10.0 13.0 16.4 10.0 2.2 
Printing, publishing & recorded media (324-326) 1 13.4 24.1 17.4 24.1 1.5 3.3 
Coke & refined petroleum products (331-333) 30.5 28.8 19.3 30.5 10.7 4.8 
Basic chemicals (334) 33.1 50.0 40.6 53.1 28.5 7.7 
Other chemicals & man-made fibres (335-336) 16.9 32.2 21.3 32.2 13.6 4.8 
Rubber products (337) 12.4 36.1 21.8 36.6 11.9 8.7 
Plastic products (338) 6.2 19.4 10.3 19.4 6.2 3.9 
Glass & glass products (341) 20.3 26.3 20.2 29.0 14.0 4.3 
Non-metallic minerals (342) 6.0 121.8 0.9 21.8 5.8 5.3 
Basic iron & steel (351) 6.0 15.5 9.8 16.0 3.6 3.9 
Basic non-ferrous metals (352) 14.3 19.4 18.4 31.9 9.0 4.9 
Metal products excluding machinery (353-355) 8.1 19.7 11.3 19.7 6.5 3.8 
Machinery & equipment (356-359) 44.0 80.9 53.7 80.9 34.2 13.9 
Electrical machinery (361-366) 25.1 38.4 28.6 38.4 17.2 5.5 
Television & communication equipment (371-373) 35.4 89.1 55.2 91.0 27.9 20.9 
Professional & scientific equipment (374-376) 76.7 94.2 76.4 94.2 63.6 10.2 
Motor vehicles, parts & accessories (381-383) 34.8 45.1 32.5 45.1 23.9 5.0 
Other transport equipment (384-387) 29.2 84.9 48.0 87.0 19.0 22.8 
Furniture (391) 3.0 27.3 7.5 27.3 2.4 6.9 
Other industries (392) 28.5 38.6 26.3 38.0 17.1 5.4 

Source: Trade Policy Strategies, www.tips.org. 
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For export shares, variability is also apparent at the three-digit level. Most sectors 

increased their export shares with basic metals, transport equipment, chemical 

products and electrical equipment being the high export sectors. These divisions 

also benefited from reciprocal trade agreements and improved price 

competitiveness brought about by the depreciation of the Rand in 2002. In 

response, the output volumes in these sectors expanded rapidly compared to 

other groups, especially during the period 1994 to 2002. The net result was that 

e combined share in total manufacturing production of the sectors that were 

rominent in exportation increased from 44 per cent in 1993 to 50 per cent in 

(SARB, 2003:81). Table 6 sho v o sh  

ring over the review perio

t share and variability within ee t se  1980 a 02  

E t sh hin Sector 

th

p

2002 ws t ehe oluti n of the export ares in

manufactu d. 

 
Table 6: Expor  thr digi ctor, nd 20
 
Sector xpor are Wit
 1 2 M Maxim Minimu Standard

deviatio
980 002 ean um m  

n 
Food (301-304) 1 11.6 7.5 7.8 1.6 5.9 1.4 
Beverages (305) 1.6 10.5 4.4 10.5 0.8 3.3 
Tobacco (306) 1.7 5.2 3.7 7.6 0.6 2.1 
Textiles (311-312) 6.2 17.0 13.0 17.0 6.0 3.1 
 Wearing apparel (313-315) 3.0 22.9 9.7 22.9 3.0 6.0 
Leather & leather products (316) 1 2 1 14.2 30.6 6.2 43.2 1.2 1.4 
Footwear (317) 2.5 4.5 2.5 5.7 0.5 1.6 
Wood & wood products (321-322) 12.7 22.8 2.3 22.8 4.7 5.4 
Paper & paper products (323) 9.5 23.0 18.9 29.2 8.4 6.2 
Printing, publishing & recorded media (324-326) 0.6 4.5 1.7 4.5 0.3 1.3 
Coke & refined petroleum products (331-333) 1 16.1 36.1 6.4 36.7 8.8 7.7 
Basic chemicals (334) 1 15.1 53.1 32.1 53.1 2.3 14.2 
Other chemicals & man-made fibres (335-336) 1.7 14.0 5.3 14.0 1.0 4.2 
Rubber products (337) 2.8 28.8 10.5 28.8 1.5 8.9 
Plastic products (338) 0.8 11.4 4.3 11.4 0.5 3.5 
Glass & glass products (341) 7.3 15.9 10.0 15.9 3.3 3.8 
Non-metallic minerals (342) 4.8 12.5 6.7 12.6 2.0 3.6 
Basic iron & steel (351) 1 18.5 57.7 38.8 57.7 4.3 14.3 
Basic non-ferrous metals (352) 142.4 31.2 47.0 76.2 34.2 1.4 
Metal products excluding machinery (353-355) 1.7 21.1 9.6 22.1 1.4 7.2 
Machinery & equipment (356-359) 4.5 60.8 19.3 62.7 2.5 18.4 
Electrical machinery (361-366) 2.5 14.0 6.5 14.0 1.2 4.4 
Television & communication equipment (371-373) 0.9 52.2 15.1 59.3 0.5 19.3 
Professional & scientific equipment (374-376) 14.5 73.3 29.5 76.5 6.1 23.3 
Motor vehicles, parts & accessories (381-383) 2.7 32.9 12.0 32.9 2.1 9.0 
Other transport equipment (384-387) 2.3 63.5 23.1 70.8 2.1 26.0 
Furniture (391) 2.9 45.9 17.2 45.9 1.1 16.3 
Other industries (392) 28.3 43.8 27.5 43.8 18.1 6.0 

Source: Trade Policy Strategies, www.tips.org. 
 

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  AAbbuukkaa,,  CC  AA    ((22000055))  



 27 
 

As a reflection of intra industry trade, movements in import penetration and 

export shares appeared to be correlated positively at the three-digit level. With 

the exception of a few outliers, the general trend suggested that sectors, with the 

highest levels of absolute import penetration also had high export shares. For 

xample, import penetration and export shares in 2002 for professional & 

; other transport equipment 85 and 

64 per cent; machinery & equipment 81 and 61 per cent; and television, radio and 

igure 4: Import penetration and export shares, 2002 

e

scientific equipment were 94 and 73 per cent

telecommunications equipment 89 and 52 per cent, respectively. Figure 4 graphs 

the combined import penetration ratios and export shares. 
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Source: Trade Policy Strategies, www.tips.org. 
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1.5 STRUCTURE OF THE THESIS 

 

The remainder of the thesis is organised as follows, Chapter 2 concentrates on 

h emphasis on understanding total factor 

roductivity and its components. It reviews literature on stochastic frontiers and 

hapter 3 focuses on the determinants of total factor productivity and 

heoretical and empirical literature continues to deliver disparate predictions 

regarding the impact of expanded trade on productivity and derived labour 

demand in manufacturing. While traditional international trade appears to make 

production efficiency analysis wit

p

efficiency measurement and explains the methodology for decomposing the 

sources of total factor productivity into efficiency and technical change. 

Efficiency and technical change in South African manufacturing is estimated, 

enabling the results from the estimation to be used to establish how the evolution 

of the productivity components related to the liberalisation episodes. The results 

from the empirical analysis are provided, as well as the key conclusions that 

emerge.  

 

C

emphasises the channels through which trade affects manufacturing 

productivity. Again South African manufacturing data is used to investigate the 

suggested theoretical links. Chapter 4 investigates the effect of trade on derived 

labour demand. An interesting aspect of this part of the research is the use of a 

unique South African data set to investigate labour market and trade issues. The 

concluding chapter nests all the empirical results generated in chapters 2, 3, and 

4 to provide implications for policy. This final chapter suggests some directions 

for future research and investigation. 

 

1.6 CONCLUDING REMARKS 
 

T
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some clear predictions about the static effects of trade on welfare, the dynamic 

effects are much less clear. In view of the fact that theoretical development is yet 

to resolve the debate about the relationship between increased trade, 

productivity and employment in manufacturing, empirical analysis is still 

required to bear on these issues. 

 

A significant amount of trade liberalisation occurred in South Africa over the last 

decade of the study period14. In response, volumes of exports and imports 

increased and the manufacturing sector experienced significant structural 

change. From the mid 1990s, especially, output growth in the manufacturing 

sector rebounded. However, there was a mixed picture regarding employment 

performance, with a general decline in the trend of labour absorption, reflecting 

possible efficiency gains in the use of labour due to increased competition. 

Capital intensity in manufacturing processes increased, implying that the 

rebound in output growth was supported by continuously strong increases in 

labour productivity. Increased competition for the sector was reflected in the 

rowth in export orientation as well as import penetration measures.  

ness of the economy, one is led to ask whether 

ere is a possible link between greater exposure to trade, productivity and 

bour market adjustment. An empirical exploration of these issues is important, 

ince data that documents the wide variety of experiences of the individual 

dustrial sectors exists at a disaggregated level (Tomiura, 2003:121). Since the 

pact of competition on productivity as well as labour demand in each industry 

 likely to vary depending on the industry’s access to international markets 
                                              

g

 

Against this background, it is important to examine the links between expanded 

trade, productivity and employment behaviour in the manufacturing sector15. 

Indeed, given the increasing open

th

la

s

in

im

is
   

 Factors such as technical change, trade liberalisation and globolisation contributed 
substantially to the steady transformation of the South African economy (SARB, 2003:79). 
15 A related subject is investigated by Du Toit and Moolman (1999). 

14
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through exports or exposure to imports (Revenga, 1992), it is important not to 

eglect the considerable inter-industry variation that exists within South African 

anufacturing.  Variations in sectoral productivity performance, employment 

hange and trade intensity measures are illustrations of the existence of 

ubstantial inter-industry heterogeneity in many other variables (Greenaway, 

ine and Wright, 1999:488). This investigation explicitly takes into consideration 

e aspect of variability in empirical analysis.  

 the following chapter, production efficiency analysis is provided. The chapter 

xplains the methodology of decomposing the sources of total factor 

productivity into efficiency and e, within the framework of an 

underlying production function.  
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CHAPTER 2 
 
 

EFFICIENCY AND TECHNICAL CHANGE IN 
MANUFACTURING 

 

2.1 INTRODUCTION 
 

Little is known about the extent of technical change and the level of 

ade raises manufacturing efficiency, there 

emains little direct evidence that has been marshalled in this respect in Sub-

  

An examination of the evolution of technical change and industry efficiency in 

                                                

manufacturing efficiency in South Africa during the last 25 years; yet, improved 

efficiency can be an important source of welfare gains, because firms are led to 

adopt new technology and reorganise operations to compete at the world 

market, while production shifts towards firms with better productive efficiency16 

(Pavcnik, 2000:3). The important policy issue of whether more exposure to 

increased trade improves the efficiency of industries requires more empirical 

investigation to generate an acceptable consensus in Africa. Indeed, while most 

analysts believe that increased tr

r

Saharan Africa (Naudé et al 2000:9). To test this hypothesis, a rich panel data set 

on manufacturing industries in South Africa is used. Efficiency and technical 

change scores for the manufacturing industries are calculated from an 

underlying production function. The evolution of technical change and industry 

efficiency are then examined as channels through which trade expansion could 

have affected manufacturing performance during the 1980-2002 period.

 

manufacturing helps us to see how industry responded to trade expansion, and, 

 
16 A quasi-experimental study employing a Ugandan data set found a significant increase in 
technical efficiency for firms that produce import competing products. This evidence was striking 
and clearly demonstrated that, subject to increased global competition from trade liberalisation, 
firms increased their technical efficiency (Kasekende, Abuka and Asea, 1999). 
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in particular, how they adjusted to remain competitive17. This research 

the behaviour and 

ection 2.5, which is followed by concluding comments in Section 2.6.  

ange into movements of the production surface 

sually deemed to be “true” technological change) and movements toward or 

                                                

contributes to the development of studies regarding 

performance of industries at a disaggregated level, especially in isolating the 

impact of industry heterogeneity on technical efficiency. In a nutshell, this 

investigation applies panel data econometric techniques to estimate productivity 

losses due to technical inefficiency. 

 

Chapter 2 sets out to provide empirical estimates of efficiency and technical 

change in South Africa’s manufacturing sector. The rest of the chapter contains 

these results, beginning with the discussion of the literature relevant to efficiency 

estimation in Section 2.2. The empirical specification is presented in Section 2.3. 

The data investigated is discussed in Section 2.4. The results are provided in 

S

 

2.2 MEASURING EFFICIENCY AND TECHNICAL CHANGE  
 
 
2.2.1 Importance of decomposing total factor productivity 
 

One advantage of frontier production functions is that they offer the promise of 

decomposing productivity ch

(u

away from the surface (changes in efficiency,18 with which a given technology is 

 
17 Under liberalisation firms should eliminate waste, reduce managerial slack and achieve a better 
cost control to remain competitive (Ferrantino et al, 1995). Labour laws may not allow this to 
happen. 
18 It is argued that liberalisation of the trade regime influences efficiency through various 
channels (Tybout and Westbrook, 1995). Liberalisation allows firms to achieve economies of scale 
by taking advantage of market expansion, it enables firms to absorb technologies and knowledge 
through participation in foreign markets, it pressures firms to reduce x-inefficiency in order to 
cope with competition from abroad and it forces firms to refrain from rent seeking behaviour. 
The finding of significant improvements in technical efficiency in manufacturing during the 
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applied). The presumption is that, over time, the production function will shift 

upward, associating larger quantities of output with smaller quantities of inputs, 

demonstrating the existence of technological progress. However, some panel 

estimates have shown that production surfaces may move in the opposite 

direction, as well, indicating what might be called “technological regress” (Piesse 

and Thirtle, 2000:490). 

 

A number of studies employ national income accounting data to track 

productivity and efficiency change (De Wet, 1998 and Du Toit , 1999). However, 

the use of aggregate-level data tends to ignore industry specific characteristics 

that are fundamental from a productivity point of view (Mahedevan and Kim, 

2003:670). Again, adopting the conventional growth accounting approach could 

ield estimates of total factor productivity without distinguishing the two 

side their optimum production possibility 

ontiers, with an actual gap between optimal and realized methods of 

y

components of productivity.  

 

Moreover, the production process is not simply an engineering relationship 

between a set of inputs and observed output; hence, even a well defined function 

cannot describe production accurately, because variation in inputs does not 

necessarily result in a corresponding change in output (Han et al, 2002:402). 

Observed output is a result of a series of economic decisions, which influence the 

method of application of inputs; thus, variables associated with institutions will 

play an important part in a firm’s output. Given these reasons, some firms are 

likely to produce not on but in

fr

production arising from the effects of organizational factors. Studies that 

measure productivity as a whole, and are unable to decompose it into measures 

of efficiency and technical change, will show output to be chiefly accounted for 

                                                                                                                                                 
period of trade expansion in South Africa would suggest that welfare may have improved as a 
result. 
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by input growth. Little is left over to be attributed to technical change 

(Mahadevan and Kalirajan, 2000:829). 

 

The objective should be to decompose output growth into growth due to inputs, 

changes in the output gap and technical change. Improvements in efficiency 

measure how the output gap between optimal and realized production methods 

evolves over time. This effect can be substantial, and may outweigh gains from 

technical change itself. It is important to know how far one is off the production 

frontier at any point in time, and how quickly one can reach the frontier. 

Technical change on the other hand measures the movement of the production 

frontier over time. It reflects the success of explicit policies to facilitate the 

acquisition of foreign technology and can be interpreted as providing a measure 

of innovation (Han et al, 2001:404). 

 

The recognition that improvements in efficiency as well as technical change are 

ontinuous processes implies that it is possible for high rates of technical change 

ossible for relatively low rates 

f technical change to coexist with improving efficiency. Most importantly, 

5). Technical change shows the movement of the firm’s 

ctual output to its maximum possible output given technology. Improvements 

in efficiency result in increased output if given inputs and technology are used 

c

to coexist with deteriorating efficiency. It is also p

o

different policy implications result from different sources of variation in 

productivity. Mahadevan and Kalirajan (2000:829) stress that the decomposition 

of productivity is a useful exercise in distinguishing adoption of new technology 

by efficient industries from the diffusion of technology. The coexistence of a low 

rate of technical change and a low rate of efficiency may reflect failures to 

achieve technological diffusion. Moreover, since the measure of technological 

mastery is highly correlated with the level of human capital development, it 

assumes a particular significance in an emerging economy’s development 

process (Han et al 2003:40

a
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efficiently due to accumulation of knowledge in the learning-by-doing process, 

improvements in the instructions of combining inputs, diffusion of new 

technology and knowledge and improved managerial practice. Efficiency and 

technical change are analytically very different and it is important to distinguish 

between them for policy making (Mahedevan 2001:593).  

 

2.2.2 The stochastic frontier production function 
 

Stochastic frontier production functions have facilitated the measurement of firm 

ariant; in this case, the 

maximum output is a random v mes making it 

).

 

production frontier represents the 

produced from a given level of inputs. 

actual from

focus of interest in most empirical work. However, the distribution to be used for 

ention (G

 

One problem with cross sectional data in inefficiency measurement is that 

technical inefficiency cannot be separated from firm specific effects that are not 

level technical efficiency. Two measurement approaches are available. One of the 

approaches is deterministic, in the sense that all deviations from the frontier are 

attributed to inefficiency and the maximum output attainable in this case is 

represented as a scalar. The other approach is stochastic and represents a 

considerable improvement over the deterministic v

ariable or a distribution of outco

possible to discriminate between random errors and differences in inefficiency 

(Griffin and Steel, 2004  

 Stochastic frontiers have been used in the study of firm efficiency and 

productivity since they were first independently proposed by Aigner, et al (1977) 

and Meeusen and van den Broek (1977). A 

maximum amount of output that can be 

Since firms typically fall below the maximum that is possible, the deviation of 

 maximum output becomes the measure of inefficiency and is the 

the inefficiency error has been a source of cont riffin and Steel, 2004:2). 
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related to inefficiency (Battese and Coelli, 1995; Battese et al, 2000). Panel data 

avoids this problem,19 and, indeed, the availability of panel data allows writing 

the stochastic frontier production function in the form: 

ititit XfY εβ += ),(       (1) 
where itY is the output or value added for the ith industry in year  is a vector 

f inp ariables and

t , itX

o ut v β is a vector of unknown parameters to be estimated and 

(.)f denotes either a Cobb-Douglas or translog production function. Green 

(2000:395) indicates that in the stochastic model, it is the disturbance, which is the 

central focus of analysis rather than the catch-all for the unknown factors omitted 

from the regression.  

 

This model, therefore, combines two stochastic elements in the error term, i.e., 

ititit µνε −= . The conventional symmetric error term itν is assumed to be 

independent and identically distributed as ),0( 2
vN σ and captures variation in 

output that results from factors that are beyond the control of the industry such 

as labour market conflicts, measurement pathologies in the dependent variable 

and excluded explanatory variables. The remainder component of the error term 

is the disturbance itµ , which captures industry-specific technical inefficiency in 

production.  

 

Different cases have been assumed for the distribution of the technical 

inefficiency effects. The first basic model specified that they are i.i.d random 

variables, which implies that there are no particular advantages in obtaining 

observations on a given industry versus obtaining observations on more 

industries at particular time periods. The second basic model assumed that 

                                                 
19 While implementing efficiency measurement using panel data, it is important to distinguish 
technical inefficiency from firm and time specific effects. These effects are normally separate from 
exogenous technical progress. In a panel data context, it is possible to decompose the error into 
firm specific effects, time specific effects, the white noise and technical inefficiency (Kumbhakar, 
1991). 
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technical inefficiency effects are time invariant. Battese and Coelli (1988) 

xtended this model so that the technical inefficiencies had a generalised 

t

e

truncated-normal distribution as proposed by Stevenson (1980). Battese, Coelli 

and Colby (1989) further extended this model to allow use of unbalanced panel 

data. However, the assumption that technical inefficiency effec s are time 

invariant becomes more difficult to justify especially as T becomes larger20. 

Although Kumbhakar (1990) proposed a stochastic frontier model for panel data, 

in which technical inefficiency effects var

varying specification, this model has not be widely applied. In response, Battese 

 One advantage of the time varying inefficiency model is 

 is defined in terms of 

e ratio of the observed output to the corresponding frontier output, conditional 

m. Technical efficiency of firm  at time in 

e context of a stochastic frontier production function equals the ratio of 

y systematically with time in a time 

and Coelli (1992) suggested an alternative to Kumbhakar (1990) model in which 

the technical inefficiencies are an exponential function of time involving only one 

unknown parameter.

that technical inefficiency changes over time can be distinguished from technical 

change. 

 

2.2.2.1 Measuring technical efficiency 
 

In Coelli (1996:8), technical efficiency of an individual firm

th

on the level of inputs used by the fir i t

th

observed output to estimated frontier output:  

( )( ) )exp(
;exp it

it

it
it Xf

Y
TE µ

α
−==     (2) 

Since itµ is by definition a non-negative random variable, the technical 

efficiencies will lie between zero and unity, where unity indicates the firm is 

technically efficient.  
                                                 
20 This is because managers learn from there previous experience in the production process and 
so their technical inefficiency effects would change in some persistent pattern over time (Coelli, 
Rao and Battese, 1998). 
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Battese and Coelli (1992) show that it is possible to estimate a stochastic frontier 

production function for panel data, which has firm effects that are assumed to be 

distributed as truncated normal random variables, which are also permitted to 

evolve systematically over time. Given the availability of panel data, a choice has 

to be made between time invariant or time varying efficiencies. The preferred 

model should be selected on the basis of statistical criteria. 

 

2.2.2.2 Measuring technical change 
 

duction of quadratic terms in the time trend with inputs 

in production funct

change to be both variable and non-neutral. The general index approach of 

Baltagi and Griffin (1988) can model pure technical change, because no a priori 

imposed on its behaviour. A time dummy allows the time effects to 

witch from positive to negative and back to positive. In this case, an estimable 

f the form: 

A critical issue in panel data modelling is the specification of technical change,21 

because the specification reveals the time path of efficiency and whether 

inefficiency is transitory or permanent. According to Heshmati and Nafer 

(1998:183), technical change has traditionally been described as a single time 

trend. With the advent of the flexible functional form, technical change can be 

generalized by the intro

ions. This generalised index allows the rate of technical 

structure is 

s

Cobb-Douglas production function would be o

( )itit
t

ttitmitlitkit DMNKY µνλαααα −+++++= ∑)ln()ln()ln(ln 0  (3) 

In this specification, tD is a dummy variable having a value of one for the tht time 

period and zero otherwise and tλ are parameters to be estimated. The dummy 

variable is introduced cal change in line with the general 

                                                

tD  to model pure techni

 
21 Stochastic frontier literature for panel models, has two main groups: (i) those that assume technical 
efficiency to be time invariant (Pitt and Lee, 1981, Schmidt and Sickles, 1984, Battese and Coelli, 1988, and 
(ii) those that assume technical efficiency is time varying (Cornwell et al, 1990, Kumbhakar, 1990, Battese 
and Coelli, 1992, Lee and Schmidt, 1993). 
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index approach of Baltagi and Griffin (1988). The change in tλ  between 

successive periods becomes a measure of the rate of technical change22, which 

an be summarised as: c

ttttTC λλ −= ++ 11,          (4) 

The implication is that for the hypothesis of no technical change, tλ = k  t∀  in 

model (4).  

 

 

Panel data contains more information than does a single cross section, it 

therefore enables some strong distributional assumptions used in cross-sectional 

data to be relaxed and while estimates of technical efficiency with more desirable 

statistical properties are obtained. There are three difficulties with cross-sectional 

stochastic production frontier models summarised in Kumbhakar and Lovell 

(2000:95).  

 

First, maximum likelihood estimation of the stochastic production frontier and 

the subsequent separation of technical inefficiency from statistical noise requires 

strong distributional assumptions on eac  c

2.2.2.3 Panel data production frontier models 

h error omponent. Pa n the 

ther hand enables us to adapt conventional panel estimation techniques to the 

king the strong 

istributional assumptions. Second, maximum likelihood estimation also 

nel data o

o

technical efficiency measurement problem without invo

d

requires the assumption that the technical inefficiency error component be 

independent of the regressors. However, not all panel data estimation techniques 

require the assumption of independence of the technical efficiency error 

                                                 
22 The assumption that technical efficiency is constant through time is a strong one if the 
operating environment is competitive and the panel is long (Kumbhakar and Lovell 2000). 
Although the assumption of time invariance of technical efficiency is justified by the fact that 
only about half of the panel period can be justified as actually competitive, it is possible to vary 
this assumption. 
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component from the regressors. Finally, technical efficiency of industries in the 

cross section cannot be consistently estimated since the variance of the 

conditional mean or mode for each individual industry does not go to zero as the 

size of the cross section increases. Panel data helps to avoid this drawback 

because adding more observations on each industry generates information not 

provided by adding more industries to cross section. Technical efficiency of each 

industry can be consistently estimated as +∞→T . 

 

OMET

it 

gical progress. The two components are 

nalytically very different and it is important to distinguish between them for 

2.3 ECON RIC SPECIFICATION 
 

Estimation of stochastic frontier production functions is preferred, because it 

facilitates derivation of measures of efficiency and technical change. In addition, 

deals with the weakness in the non-frontier methodology assumption that all 

industries are fully realising their capacity in the production process and are thus 

efficient (Mahadevan, 2001:588). This assumption can ignore possible gains from 

technical change because the total factor productivity residual is taken to be 

synonymous with disembodied technolo

a

policy making as shown in Obwona (1994:133) and Piesse and Thirtle (2000:478).  

In a panel context, the stochastic form of the translog functional form, using a 

general index formulation for time, can be stated in equation (5) as: 

)ln()ln()ln()ln()ln()ln()ln()ln( 0 ititkmititklitmitlitkit MKNKMNKY αααααα +++++=

{ }222 )ln()(ln)(ln
2
1)ln()ln( MNKMN mmitllitkkititlm αααα ++⎟
⎠
⎞

⎜
⎝
⎛++

( )itit
t

tt D µνλ −++∑        (5) 

where; 28,........1=i defines the number of industries and 23,.......1=t  denotes the 

number of years 1980 to 2002. The variable Y is output or value added measured 

is the number of employees (workers employed). Capital, in 1995 prices and N
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K , and intermediate material inputs consumed, M , are also measured at 1995 

ces. The variablepri itµ is the combined effect of the non-price and organizational 

factors that constrain firms from achieving their maximum possible output from 

the given set of inputs and technology at a given time and the remainder, itν  is 

the statistical random disturbance term. 

 

The production function for the manufacturing sector is estimated from pooled 

cross sectional data from 28 manufacturing industries over 1980-2002. The 

explicit specification of the production function allows us to use statistical 

he data used in this study covers the entire South African manufacturing sector 

methods and inference to evaluate the reliability of the results. The proposed 

methodology allows for variation due to industry effects. Since the methodology 

allows for inter-industry differences within the sectors, it avoids omitted variable 

bias in estimating the underlying parameters. Time dummies are used to allow 

industry technical progress to vary across time23.  

2.4 THE DATA AND SAMPLE CHARACTERISTICS 
 

T

over the period 1980-2002. There are 28 individual industries grouped under the 

three digit ISIC categorisation. The data set includes output, value added,  labour 

employed and capital stock. The Sources of data are Statistics South Africa 

www.statssa.gov.za, South African Reserve Bank www.reservebank.co.za, and 

Trade and Industry Policy Strategies Secretariat www.tips.org.za.  

 

Output Y  is the value of aggregate output produced on an annual basis. Value 

dded  is defined as the difference between the value of output and the cost of 

s, fuels, electricity and water, the value of contract and 

a  V

materials and supplie

                                                 
23 It is also possible to  use  industry dummies to allow for variation among industries within a 
particular year. 
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maintenance services done by external sources, and the cost of goods purchased 

r resale without transformation. Capital stock data on the industry is fo

denoted K . Labour is denoted as  and is defined as the number of employees 

 materials consumed are denoted by 

 N

M . in an industry, while intermediate raw

All vari es expressed in value terms are given in constant 1995 prices.   

 

mployment and an increase in the level of output. This development can only 

 

t or. The increa abour productivity is a manifestation of 

ntinuin improve the s p of Sou ican rs. 

ure 5: E  employment and ou ma ring, 1980-2002 

abl

 

Figure 5 shows the evolution of output and employment in South African 

manufacturing over the period under investigation. As indicated in the earlier 

analysis, the figure shows that from 1994 to 2002 there was a decline in

e

be rationalised by a corresponding increase in labour productivity in the

manufac uring sect se in l

co g efforts to kill com lement th Afr  worke
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2.5 ECONOMETRIC RESULTS 
 
2.5.1 Univaria lyste data ana is 
 

2.5.1.1 Summ tistics 

pirica is is b  the entire South African manufacturing data 

hich is osed of tors over a period (1980-2002) of 23 years. Table 

, sho e existe f substa variabi  the manufacturing 

alue added, capital stock and material input use.  

ary sta
 

The em l analys ased on

base, w  comp  28 sec

7, below ws th nce o ntial lity in

sectors with regard to output, v
 
Table 7: Summary statistics for inputs and outputs 
 
Variable Definition Mean SD Minimum Maximum 
Y Output 11608.3 10168.7 928.7 58197.1 
V Value added 3708.1 2672.9 276.7 11988.7 
N Number of employees 51947.5 43618.6 2091.8 207068.1 
K Capital 5653.3 8786.9 96.5 56357.3 
M Materials 7806.0 7947.9 356.8 45683.3 
Note: Variables in 1995 prices and in millions of rand. Number of observations is 644. 

Source: www.statssa.gov.za, and www.tips.org.za. 
 

2.5.1.2 Correlation analysis 

s part of exploratory data analysis, the nature of correlation between variables 

is invest Both pa and non-parametric 

hesis f relation a s are com . Table 8 displays the 

 non-pa ic covari atrix for added and total output 

ts show that output and value added have strong positive 

ith the .  

 

 

A

in the production function igated. rametric 

tests of hypot or cor nalysi puted

results of the rametr ance m value 

and inputs. The resul

correlations w  inputs
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Table 8: Correlation between inputs and output measures 

Correlation between value added, capital, materials and labour 

 

Value added Value added Capital Materials Labour 
Value Added 1.0000    
Capital 0.8010 1.0000   
Materials 0.8245 0.8110 1.0000  
Labour 0.6657 0.5075 0.6950 1.0000 
Correlation between output, capital, materials and labour 
Output Output Capital Materials Labour 
Output 1.0000    
Capital 0.8219 1.0000   
Materials 0.9206 0.8110 1.0000  
Labour 0.7120 0.5075 0.6950 .0000 1
Note: The number of observations is 644 
Source: Author’s own computations, www.statssa.gov.za, and www.tips.org.za. 
 
Table 9, on the other hand, displays two non-parametric test results. The tests 

include the Spearman and Kendall rank correlation coefficients. These two tests 

indicate correlation coefficients along with tests of the hypothesis that the 

variables are independent. The results show that output and value added have 

strong positive correlation with inputs, and the correlation computed is 

statistically significant. The significance level for the calculated correlation 

coefficients is indicated below the respective coefficients shown in Table 9. 

 
Table 9:  Non parametric tests for production function variables 
 
Value added and inputs 
Value Added Capital Labour Materials 
Spearman’s rho 0.7880 0.6288 0.8406 
Prob > |t| 0.000 0.000 0.000 
Kendal’s tau-a 0.5902 0.4537 0.7075 
Prob > |z| 0.000 0.000 0.000 
Total output and inputs 
Output Capital Labour Materials 
Spearman’s rho 0.8234 0.6827 0.9204 
Prob > |t| 0.000 0.000 0.000 
Kendal’s tau-a 0.6241 0.4928 0.8166 
Prob > |z| 0.000 0.000 0.000 
Note: The number of observations is 644, p-values are defined as Prob > |t|and Prob > |z| for the 
Spearman’s and Kendall’s test respectively. 
Source: Authors computations, www.statssa.gov.za, and www.tips.org.za. 
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2.5.1.3 Intuition behind panel unit root tests24

 

Evidence that has been gathered from testing non-stationary panels is that many 

test statistics and estimates of interest have normal limiting distributions25. This 

finding is in contrast to the non stationary time series literature where the 

limiting distributions are complicated functionals of Weiner processes (Baltagi, 

2001:234). Application of panel data can help avoid the problem of spurious 

regression (Phillips and Moon, 1999 and Kao, 1999)26. Unlike the single time 

series spurious regression literature, panel data27 spurious regression estimates 

give consistent estimates of the true value of the parameter as both N  and T tend 

to∞ . This arises from the fact that panel estimators average across individuals 

and the information in the independent cross section data in panels generates a 

stronger overall signal than the pure time series case. In addition to other 

documented payoffs (Baltagi 2001:5-7), panel data techniques help us to combine 

the advantages of cross-section and time series by treating cross-sections as 

repeated draws from the same distribution, which is important, because some 

panel statistics converge in distribution to normally distributed random 

                                                

variables.  

 
24 Just as in the case of tim , unit root te

t with 23 years of data but with 644 
(2

26 The overall conclusions on unit root tests can be examined by looking at Monte Carlo studies on size and 
power. Choi (2000) argues that the size of IPS tests and Fisher are reasonably close to 0.05 desired with 
small , with large isher test shows more distortion. Considering size adjusted power, Fisher seems to 
be a more powerful test. The performance of both tests worsens when a linear time trend is introduced. 
Karlsson and Loethgren (2000) examined the Levin and Lin and the IPS and concluded that for large 

e series sts are not used as an end themselves but to further specify 
regression equations. 
25 Certain panel statistics (estimators) converge in distribution to normally distributed random variables. In 
our panel there are more degrees of freedom. We dealing not jus
observations 3 years *28 industries). 

N N F

T  the 
tests have good power. However, one needs to watch inference conclusions. Large T g

 rev

ives the panel unit 
root tests high power and there is the potential risk of concluding that the whole panel is stationary even 
when there is only a small proportion of stationary series in the panel. The problem is ersed for smallT . 
27 The debate has been whether panel data can solve some of the shortcomings found in time series analysis 
namely low power of time series tests, nonstandard limiting distributions of time series and the spurious 
regression problem in which the t-statistics diverge in miss-specified regressions of two I(1) variables. The 
overall answer is that panel data can help but at the cost of introducing a new issue, how homogeneous is 
the panel? 

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  AAbbuukkaa,,  CC  AA    ((22000055))  



 46 
 

 

The importance of testing for unit roots in time series a

unless there is cointegration in the relationship. In the case of panel data, Phillips 

pooled time an

estimating long run relations that may exist in cointegrated variables. Unit root 

autoregressive processes across cross-sections. The tests either assume a common 

rises from the fact that a 

regression equation with integrated variables is likely to yield spurious results, 

and Moon (1999) have shown that, under quite weak regularity conditions, the 

d cross-section data improve the degrees of freedom required for 

tests are classified on the basis of whether there are restrictions on the 

unit root process (Levin, Lin and Chu (2002), Breitung (2000) and Hadri (2000)) 

or an individual root process (Im, Pesaran, and Smith (2003) and the Fisher ADF 

or Fisher PP shown in Maddala and Wu (1999)28 and Choi (2001)). Levin, Lin and 

Chu (2002) assume existence of a common unit root process across cross-sections 

and employ a null hypothesis of a unit root. The basic ADF specification 

considered is: 

∑
=

εδβα

sumed

−−

ip

j
tiitjitijitiit Xyyy

1
,1     (6) 

Where it is as

+′+∆+=∆

1−= ρα  is the lag order for the difference terms, iρ varies 

across cross-sections. The null and alternative hypotheses are respectively: 

0:0 =iH α and 0:1 <iH α       (7) 

hat, under the null, a modified t-statistic for the Levin, Lin and Chu (2002) show t

resulting α̂  is asymptotically normally distributed: 

                                                 

28 This test is constructed with the idea of improving on the Levin and Lin and IPS tests. The IPS test 
assumes T is constant for all cross sections while both Levin and Lin and IPS have critical values that 
depend on the lag order employe
accommodate different unit root tests and

d. The Maddala and Wu (1999) test does not require balanced panel, it can 
 can be adapted for less restrictive assumptions about cross-

correlations based on bo t 
which combines information on un  

otstrap techniques. The Maddala and Wu (1999) test is a Fisher (1932) based tes
it root test p-values. It has the advantage of being an exact test while the

IPS test is based fundamentally on the ADF test.  
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( ) ( ) ( )1,0
ˆ~

*

*

m
i

Τ
σα

Where 
i

tα  is the standard t-statistic, ,0ˆ

*TN mΤ
2ˆ

N
seSt

t Ni →
−

=
− µασ

α     ( )  8

=iα  2σ̂  is the estimated variance error 

( )term,  ise α̂  is the standard error of iα̂ , and 1/~ =T −⎟
⎠

⎞
⎜
⎝

⎛
− ∑

i
NpT . The two terms 

*Tm
µ and *Tm

σ  are adjustments  the , 

respectively. The Breitung (2000) method differs from the Levin, Lin and Chu 

for mean and standard deviation

(2002) approach in the construction of standardized proxies. Breitung shows that 

his resulting estimator for *
iα  is asymptotically distributed as a standard normal. 

Hadri’s (2000) panel unit root test is similar to the Kwaitkowsky, Phillips, 

Schmidt, Shinn (KPSS) unit root test and has a null hypothesis of no unit root in 

any series in the panel. The test is based on the residuals from individual OLS 

regressions of ity  on a constant, or a constant and time trend. The test is a 

Lagrange multiplier application and reports two Z  statistic values, one of the Z  

values relies on underlying homoskedasticity across i , while the other Z statistic 

assumptions: 

allows for heteroskedasticity across i . Hadri (2000) shows that under mild 

( ) ( )1,0N→=
ζ

      (9) 

 

Im, Pesaran and Shin (2003), hereafter designated (IPS), and the Fisher-Dickey 

Fuller and

LMNZ −ξ

 Phillips Perron tests following Maddala and Wu (1999) allow for 

dividual unit root processes so that in iρ  may vary across cross sections. These 

sts are characterised by combining the individual unit root tests to derive a 

anel-specific result. In the case of Im, Pesaran and Shin (2003) the null 

ypothesis is written as: 

te

p

h

0:0 =iH α for all        (10) 

hile the alternative hypothesis is given by: 

i

w
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0:1 =iH α for 1,......2,1 Ni =       (11) 

ere t  i (6) -zero f cross 

ns, IPS (2003) show rop

In general, wh he lag order n equation  is non

rdise

or some 

sectio  that a p erly standa d NTt has tic 

 normal d tributi

an asympto
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ions or the expected mean nce F  t-

ovided by IPS f rious time iods

var t iiT ρN

tE iiT∑ ρ
N

The e  fxpress and varia of the AD  regression

statistics are pr or va  per  T  and for various values 

of lag order ρ . An alternative approach to panel unit root results proposed by 

addala an u (1999) and by Choi (2001) uses Fisher’s (1932) results to obtain M d W

tests that combine the ρ  values from individual unit root tests. Assuming iπ is 

the ρ -value from any individual unit root for cross-section i  then, under the 

null of unit root for all N  cross-sections, an asymptotic result is obtained such 

that ( )∑ →−
N

2log2 χπ and Choi (2001) shows that:  
=i

i
1

2N

( ) ( )∑ − →=
N

i NZ 1 1,01 πφ     
== iiN 11

 (13) 

Where φ  is the inverse of the standard normal cumulative distribution 

function. In Table 10, below, the results of the group unit root tests from these 

methods on the variables used for the estimation of the production function are 

reported. 

 
 
 
 
 
 
 
 
 

1−
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Table 10: Group unit root tests for production function variables  

Variable/method Value Added Capital stock Labour Materials 
 

employed input 
LLC  -0.24[0.40] -1
Statistic  

3.98[0.00] -0.77[0.22] -0.69[0.247] 

Breitung 0.84[ statistict −   0.80] 0.55[0.71] -1.43[0.08] -0.11[0.46] 
IPS Statistic  -0.20[0.42] -14.47[0.00] 0.40[0.65] 1.97[0.98] 
ADF-Fisc r 2χ   
Statistic  

63.17[0.24] 290. 0] 56.11[0.47] 46.25[0.82] he 36[0.0

PP-Fischer 2χ  
Statistic  

49.69[0. ] 25.952[1.00] 37.12[0.98] 44.62[0.86] 71

Hadri statisticZ   − 9.92[0.00] 6.86[0.00] 10.41[0.00] 10.56[0.00] 
Cross sections 28 28 28 28 
Integration order I(1) I(1) I(1) I(1) 
Notes: Probabilities are in brackets. The probabilities for Fisher tests ar puted using an asymptotic Chi-square 
distribution. All other tests assume asymptotic normality. Variables are in logarithmic transformation 
Source: Authors own computations, 

e com

www.statssa.gov.za, and www.tips.org.za. 
 

The results in Table 10, indicate that output, value added, capital stock and 

material inputs are integrated of order 1. These variables are stationary in the 

first difference specification. Therefore a test for cointegration should be 

performed before regression analysis can be conducted. 

 

2.5.1.4   Testing for cointegration in the production function 

ion in panel data has tended to follow two 

null hypot  

uses residuals from static regressions r st statistics ( Pedr 5 

and Kao, 1999). The second approach is based on a null of cointegration and 

adopts a residual based test in the spir cC and Kao 8). In  

test that is suited to 

appropriate mean and variance for standard normal limiting distribution. The 

 

The literature on testing for  cointegrat

broad directions. The first is based on a hesis of no cointegratio

uct te

n and

oni, 199 to const

it of M oskey (199 the

same vein, McCoskey and Kao (2001) generate a 

heterogeneous panels and allows for individual cointegrating vectors. The test is 

constructed in a similar style to the IPS test for unit root. It is based on the 

average of individual cointegration test statistics and is then normalised with 
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moments allow for intercept and no time trend and since they are based on a 

asymptotic simulation the results are the same for ADF and Phillips Perron 

ased tests. The test is constructed as: b

( )
2σ

=Z ~        (14) 
µ−FADN ( )1,0N

Where N is the number of cross-sections, FAD is the average of the ADF or PP 

statistics, µ is the mean and 2σ is the variance (or standard deviation). The 

means and variances based on Monte Carlo simulated moments are provided in 

McCoskey and Kao (2001:186). The null hypothesis :0H  is that none of the 

:A

relationships is cointegrated. The intu

relationships is cointegrated and the alternative  is that at least one of the 

ition behind the testing arises because 

 exist a long run relationship between 

regression in Table 11, below, should show cointegrated relations. The test 

Method Z 
Statistic 

Critical 
value 
(5%) 

Observations Cross-
sections 

H

cointegration provides that there should

the natural logs of value added, capital, labour and material inputs. If there exists 

a long run relationship between these variables, then some or all the panels in the 

results reject the null of no cointegration at the 5 percent level, suggesting that 

there is a long run relationship in the estimated manufacturing production 

function. The test results are reported in Table 11, below. 

 
Table 11: Production function cointegration 
 
Equation 

IPS Statistic  -1.876 -1.645 644 28 ( )itititit mnkfv ,,=  
PP Statistic -1.808 -1.645 644 28 

Notes:  The test assumes asymptotic normality.  
Source: Authors computations, www.statssa.gov.za, and www.tips.org.za. 
 
The test results for cointegration indicate evidence of the existence of a long run 

relationship between value added, capital, labour input and materials. This result 

is expected intuitively because economic theory has provided a direct linkage 
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between output and inputs of labour and capital used to generate it (Solow, 

1957). 

 

2.5.2 Multivariate model results: production functions 
 

Three important estimation steps are conducted in this section. First, traditional 

production frontiers for efficiency measurement are estimated. Second, aware 

at autocorrelation and heteroscedasticity are likely to be problems in panel 

d Prais-Winsten 

djustment are estimated. Third, the results from the above two steps are used to 

explain the evoluti  in South African 

manufacturing. 

 

The frontier models based on Bat nd Co (1992  con stim

that have two components. One component, 

th

data, production functions that employ the Panel Correcte

a

on of efficiency and technical change

tese a elli :160) tain e ators 

itµ , is assumed to have a strictly 

 distribution and the  non-negative  other component, itν , is assumed to have a 

symmetric distribution. In the ec sonomic  literature itµ  is the inefficiency term 

and itν  is the idiosyncratic error. Two s tio odels are estimate

me- 

variant, while the other analyses inefficiency within a time-varying decay 

In this specification, the inefficiency term is assumed to have a truncated normal 

distribution that is constant over time within the panel hence

 ba ic tradi nal m d for 

comparison purposes. One of these models takes inefficiency to be ti

in

format. 

 

2.5.2.1 A time invariant inefficiency model 
 

iit µµ =  . However, 

the idiosyncratic error term is assumed to have a normal distribution with mean 

zero. The only panel specific effect is the random inefficiency term.  
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Table 12 provides estimates of the input elasticities for the time invariant 

inefficiency model with an underlying Cobb-Douglas function. The Cobb-

Douglas functional form is attractive for its simplicity, the logarithmic 

transformation provides a model which is linear in the logarithms of the inputs29. 

The parameter estimates had significant t-ratios. The corresponding output 

elasticities with respect to capital, labour and materials are 0.43, 0.40 and 0.20 

respectively.  

 
Table 12: Time invariant inefficiency: Cobb-Douglas production function 
 

v) Stochastic frontier model: Dependent Variable ln(
Variable Parameter Coef. Std. Err. Z P>|z| [95% Conf. Interval] 

)ln(K  kα  0.4331 0.0385 11.25 0.000 0.3577 0.5085 

)ln(N  0.3663 0.0382 9.51 0.000 
nα  0.2908 0.4418 

)ln(M  mα  0.1850 0.0335 5.53 0.000 0.1195 0.2506 

Constant 0.8167 0.6423 1.27 0.204 -0.4421 2.0755 
0α  

mu µ  1.6816 0.4821 3.49 0.000 0.7368 2.6264 

Group variable Sector  min Obs per group: 23 
Time variable Y s per : avg  ear Ob group 23 
Log likelihoo 184.0881 Obs per group: max 23 d 
Number of obs ald chi644 W 2 498.73 
Number of groups 28 Prob>chi2 0.0000 

Note: Coefficients on time mmies a port
Source: STAT  Regression output fro btai  www.tips.org.za

 du re not re
m data o

ed 
ned fromA , www.stats asa.gov.z  an

www.resbank.co.za
d 

  
 

The translog s a f xible pr on n b e it ses tric

upon returns o sc e or su on ilitie abl res e r

ts without necessarily v nditions, it is al

                         

 i le oducti functio ecaus  impo  no res tions 

 t al bstituti possib s30. T e 13 p ents th esults 

for the translog specification. The translog functional form accommodates 

multiple inpu iolating the curvature co so 

                        
29 This simplicity is however, associated with a number of restrictive properties. The Cobb-

tion function has constant in nd returns to scale for 
ple. 

Christensen et al (1973). The drawback of the 
n to 

 be attained by using systems estimators that are more difficult to compute 
and also have other problems associated with their estimation (Coelli et al, 1998). 

Douglas produc put elasticities a all the 
industries in the sam
30 A discussion of the translog is provided in 
translog is that susceptible to multicollinearity and degrees of freedom problems. The solutio
these problems can
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flexible because it provides second order approximation to any well behaved 

nderlying production frontier and it forms the basis for much of the empirical u

estimation and decomposition of production efficiency (Kumbhakar and Lovell, 

2000). About 70 percent of the parameters in the translog were significant. The 

variance parameter, γ , for the translog model of 0.91, is higher than that in the 

Cobb-Douglas of 0.89. The i , 

lasticitie

odel: Dependent Variable ln(v) 

nefficiency parameter is significant in both models

showing that inefficiency is an important component of the manufacturing 

production process. The corresponding average output e s with respect to 

capital, labour and materials are 0.42, 0.45 and 0.48 respectively. 

 
Table 13: Time invariant inefficiency: Translog production function 
 

Stochastic frontier m
Variable Parameter Coef. Std. Err. Z P>|z| [95% Conf. Interval] 

)ln(K  kα  1.6468 0.3519 4.68 0.000 0.9569 2.3367 

ln )(N  nα  0.0659 0.3582 0.18 0.854 -0.6363 0.7681 

)ln(M  -1.1080 0.3237 -3.42 0.001
mα   -1.7424 -0.4736 

0.0166 0.044 7  8 0.3  0.711 -0.0712 0.1043 
)ln()

2
1( 2K  kkβ  

0.2229 0. 32  0.04 5.16 0.000 0.1382 3076 
)ln()

2
1( 2 nnβ  N  

)ln()
2

(1 mmβ  2M  
0.2865 52 9 0.06 4.3 0.000 0.1587 0.4145 

)ln(K ln() N×  knβ  -0.1436 59 5  -0.02 -5.5 0.000 -0.1943 0.0929 

)ln()ln( MK × -0.0019 2 965 -0.0845 0.080.04 2 -0.04 0. 08  kmβ  

ln()ln( MN × ) -0.0981 9 014 -0.1763 -0.01
nmβ    0.03 9 -2.46 0. 99 

Constant 2.8977 2 26 0.208 -1.6148 2.30 3 1. 7.4102 
0α  

µ  Mu 1.7014 0.5057 3.36 0.001 0.7103 2.6926 
Group variable Sector Obs per group: min 23 
Time variable Year Obs per group: avg 23 
Log likelihood 243.4149 Obs per group: 

max 
23 

Number of obs 644 Wald chi2 745.82 
Number of groups 28 Prob>chi2 0.0000 

Note: Coefficients on time dummies are not reported 
Source: STATA Regression output from data obtained from www.tips.org.za, www.statssa.gov.za and 
www.resbank.co.za  
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2.5.2.2 A time varying inefficiency decay model  
 

This analysis follows the Battese-Coelli (1992) parameterisation of time effects. 

The inefficiency term is modelled as a truncated-normal random variable 

multiplied by a specific function of time: 

( )[ ]Ttiit −= ** expηµµ       (15) 

where T corresponds to the last time period in each panel, η is the decay 

parameter to be estimated, and iµ are assumed to have distribution. As 

 the previous model, the idiosyncratic error term is assumed to have a normal 

glas model capital has 

an elasticity of 0.48 .35 while material 

ecord a ty

 
Table 14: Time varying inefficiency -Do oduc n func
 

Stochastic r mod endent Variable l

),( µσµN

in

distribution with mean zero. In Table 1431, the Cobb-Dou

, the labour input has an elasticity of 0

inputs r n elastici  of 0.18. 

: Cobb uglas pr tio tion 

 frontie el: Dep n(v) 
Variable Parameter Coef. Std. Err. Z P>|z| [95% Conf. Interval] 

)ln(K  kα  0.4796 0.0353 13.58 0.000 0.4104 0.5489 

)ln(N  nα  0.3519 0.0372 9.47 0.000 0.2790 0.4247 

)ln(M  mα  0.1822 0.0334 5.45 0.000 0.1167 0.2477 

Constant 
0α  0.7640 0.5686 1.34 0.179 -0.3505 1.8785 

mu µ  1.5634 0.3475 4.50 0.000 0.8823 2.2445 
eta  0.0065 0.0019 3.36 0.001 0.0027 0.0104 

Group variable Sec s per : min tor Ob  group 23 
Time variable Ye s per g : avg ar Ob roup 23 
Log likelihood 189.1682 Obs per group: max 23 
Number of obs 644 Wald chi2 523.73 
Number of groups ob>ch28 Pr i2 0.0000 

Note: Coefficients on tim ummies are no d 
gression output from data obtained fro t

e d t reporte
Source: STATA Re m www. ips.org.za, www.statssa.gov.za and 

.zawww.resbank.co   

 

                                                 
31 In Appendix A.2 results using output rather than value added in the framework of Battese and 

oelli are provided for comparison purposes only. They are generated using Frontier 4.1 
rogram. 

C
p
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Table 15 provides translog function estimates of the input elasticities for the time 

arying inefficiency decay model. About 31 percent of the parameters in the v

translog were insignificant. Both the Cobb-Douglas and translog models have a 

statistically significant µ  parameter showing that inefficiency is an important 

component of the South African manufacturing production process. The 

computed average elaticities for the translog model show that capital has an 

elasticity of 0.20, the labour input has an elasticity of 0.48 while material inputs 

record an elasticity of 0.47. 

 

Table 15: Time varying inefficiency: Translog production function 
 

Stochastic frontier model: Dependent Variable ln(v) 
Variable Parameter Coef. Std. Err. Z P>|z| [95% Conf. Interval] 

)ln(K  kα  1.8339 0.3572 5.13 0.000 1.1334 2.5340 

)ln(N  nα  0.4601 0.3883 1.18 0.236 -0.3011 1.2212 

)ln(M  mα  -1.5408 0.3512 -4.39 0.000 -2.2293 -0.8523 

0.0150 0.045
)ln()

2
1 kkβ  2K  (

1 -0.33 0.739 -0.0733 0.1034 

)ln()
2
1( 2N  nnβ  0.1906 0.0457 4.17 0.000 0.1010 0.2801 

)ln()
2
1( 2M  mmβ  0.3131 0.0655 4.78 0.000 0.1846 0.4416 

)ln()ln( NK ×  knβ  -0.1688 0.0278 -6.07 0.000 -0.2233 -0.1143 

)ln()ln( MK ×  0.0024 0.0421 0.06 0.9
kmβ  55 -0.0801 0.0845 

ln )ln()( MN ×  nmβ  -0.0784 0.0395 -1.98 0.047 -0.1558 -0.0009 

Constant 
0α  1.7322 2.232 0.78 0.437 -2.6426 6.1072 

/mu µ  1.8410 0.4536 4.06 0.000 0.9521 2.7299 
/eta η  -0.0073 0.0022 -3.28 0.001 -0.0117 -0.0029 
Gamma γ  0.9307 0.0196   0.8810 0.9606 
Group variable sector Obs per group: min 23 
Time variable Year Obs per group: avg 23 
Log likelihood 229.76505 Obs per group: max 23 
Number of obs 644 Wald chi2 685.17 
Number of groups 28 Prob>chi2 0.0000 

Note: Coefficients on time dummies are not reported 
Source: STATA Regression output from data obtained from www.tips.org.za, www.statssa.gov.za and 
www.resbank.co.za  
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2.5.3 Technical change in South African manufacturing 
 

Technical change is measured as the difference between the coefficients of two 

time dummies associated with two consecutive periods as shown in equation (4), 

above. A comprehensive analysis of the results from the models reported in 

ables 12 to 17 shows that the rate of technical change recorded during the 

eriod under review for the Cobb-Douglas specification ranges from a minimum 

. The highest overall 

mean growth rate recorded during the period is 0.5 per cent per annum. Over the 

chnical regress are indicated by the model results. In 

e translog specification, the rate of technical change in manufacturing ranges 

om a minimum of –4.9 per cent in 1982 to a maximum of 5.8 per cent per 

nnum in 1984. The mean growth rate recorded during the period fell between 

.3 to 0.5 per cent per annum. Over the 23 year period, the translog records a 

aximum of 9 years of technical regress.  

African manufacturing 

industries experienced very erratic, but slow, technical progress during the 

period under review. Second, the results indicate that from 1999 onwards, the 

pattern of technical change appears to be turning positive.  

 

The main reasons for the rather low levels of technical change in the 

manufacturing sector experienced during most of the period under review 

appear to be related to a pattern of low innovation and modernisation in 

industries during the periods of technological regress. Apart from ordinary 

production tasks, industrial sectors need to engage in significant innovation and 

experimentation to achieve higher rates of technical change (Mouelhi and 

Goaied, 2003).  

 

T

p

of –7.0 per cent in 1982 to a maximum of 4.2 per cent in 1984

23 year period, 8 years of te

th

fr

a

0

m

 

Overall, two central messages arise. First, South 
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Figure 6, below, shows the evolution of technical change in South Africa. There is 

a marked collapse from 1989 to 1990 and a recent noticeable recovery from 1999 

to 2002. This recent recovery could be related to the increased openness of the 

economy. Figures 6 and 7 trace the patterns of technical change using the Cobb-

Douglas and Translog production functions. 

 

 
Figure 6: Technical change in manufacturing: Cobb-Douglas function 
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Notes: Cobb-Douglas production function 
Source: Author’s own computation. 
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Figure 7: Technical change in manufacturing: Translog function 
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rce: Author’s own computation. 

gain, a comprehensive review of the underlying efficiency estimates from the 

ix models provides important insights. The descriptive statistics for technical 

fficiency measures show an average technical efficiency level of 86.8 percent. 

he minimum efficiency score is recorded at 84.5 per cent, while, the maximum 

efficiency score is recorded at 94.5 per cent. The efficiency estimates indicate that 

ome South African manufacturing industrial sectors can improve their output 

vel by as much as 14 per cent with the same set of inputs. Figure 8 shows the 

istribution of technical efficiency scores for the manufacturing sector. 

Sou

 
2.5.4 Technical efficiency in South African manufacturing 
 

A

s

e

T

s
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d

 

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  AAbbuukkaa,,  CC  AA    ((22000055))  



 59 
 

A number of reasons explain deviation of actual industrial output from the 

estimated frontier output over this period. One explanation may be due to the 

985 to 1992; these could have 

mited competition within the economy. Another reason could be related to the 

ests an association 

between openness and efficiency scores. ndeed as machinery and 

equi ion, radio and comm ion equipm ofessional and 

scien nt and other transport ment, whose t output ratios 

ntire 

anufacturing sector.  

 

sanctions that the economy was subjected to from 1

li

fact that some sectors of South African manufacturing32 have remained relatively 

protected as measured by openness indicators. Continued protection could have 

limited the degree of competition and exposure of these chapters to the world 

market. 

 

Evidence from correlation analysis in Table 18, below, sugg

I  sectors (such 

pment, televis unicat ent, pr

tific equipme  equip  expor

improved or that experienced increased import pressure) recorded generally 

higher levels of efficiency compared to the me n level of the ea

m

 

 

 

 

 

 

 

 

 

 

 

 

 
                                                 
32 Some of the sectors that have appeared relatively protected include textiles, clothing, motor 
vehicles and parts, food processing and chemicals and rubber products. 
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Figure 8: Technical efficiency scores by sector 
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Source: Average sectoral efficiency scores computed by the Author. 

 

In Table 18, simple non parametric tests of the correlation between efficiency 

scores and trade measures are presented. The results show that efficiency scores 

and exposure to trade have strong  positive correlation and the correlation 

computed is statistically significant. 

 

 

C C C C C C C C C C C C C C C C C C C C C C C C C C C C

ble 16:  Non parametric tests correlation tests for efficiency and trade Ta
 

Efficiency score Export exposure Import pressure 
Spearman’s rho 0.1238 0.6288 
Prob > |t| 0.002 0.000 
Kendal’s tau-a 0.0863 0.4537 
Prob > |z| 0.001 0.000  

Note: The number of observations is 644, p-values are defined as Prob > |t|and Prob > |z| for the 
Spearman’s and Kendall’s test respectively. Import pressure is defined as import intensity of a sector. 
Source: Authors computations, www.statssa.gov.za, and www.tips.org.za. 
 

To formally verify the results of the association and correlation experiment 

shown in Table 18, a simple model of the determinants of industry level 

efficiency is discussed in Section 2.5.6 and the results reported in Table 19. In 
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Section 2.5.5 below, the channels through which a liberal trade regime affects 

efficiency are discussed. In addition, the studies and the data that has been 

applied to this issue in Africa are outlined. The brief review suggests that the 

debate regarding the direction of causality between trade and efficiency in 

African manufacturing sectors is far from resolved. 

 

2.5.5 The relationship between trade and manufacturing efficiency 
 

Bigsten et al, (1998) outline mechanisms that trade economists think a liberal 

ade regime should affect efficiency in manufacturing. The first mechanism 

spillovers. The knowledge spilled over enables researchers from industries in 

developing countries to obtain insights from using these goods. Increased access 

to knowledge in turn leads to better improvements to the manufacturing 

processes. Efficiency may however not be enhanced if it was the protected 

sectors that previously enjoyed economies of scale. If there is a reduction in scale 

efficiency because industries are now competing with imports, the import 

pressure could lead these producers to contract or exit the domestic market 

(Rodrik, 1988 and 1991). Studies that have examined the issue of causality 

between exposure to trade and efficiency in Sub-Saharan Africa are briefly 

mentioned below. 

tr

arises from the fact that in order to compete against international producers, 

domestic firms must adopt newer and more efficient technology or use the same 

technology with less x-inefficiency in order to reduce costs. The second reason 

arises from the difficulty of replacing imports of intermediate and capital goods 

by domestically produced goods. Increased availability of better as well as 

differentiated imported intermediates and capital goods should lead to higher 

output and improved efficiency for industries in developing countries. The third 

explanation for efficiency improvement in a liberal trade regime is that higher 

volumes of imports and exports increase international technical knowledge 
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2.5.5.1 Causality between trade and manufacturing efficiency 
 

Since 1992, firm level data has been collected under the Regional Programme on 

Enterprise Development (RPED). The RPED initiative was coordinated by the 

World Bank. In the sample countries of Burundi, Cameroon, Ghana, Kenya and 

Zimbabwe, the initial waves of data capture covered a span of three years at 

different intervals in each country over the period 1991 to 1995. Using the RPED 

data Bigsten et al, (1999) found that exporters were more efficient than non-

exporters. Most importantly, exporters also tended to increase their efficiency 

 into exporting had the 

rgest subsequent gains in efficiency. Indeed one additional year of exporting 

 

he important policy issue of whether more exposure to increased trade 

more rapidly than non-exporters, while new entrants

la

was found to raise efficiency of continuous exporters by 13 percent, while the 

coefficient on new exporters showed that the first year of exporting raised 

efficiency by as much as 14 percent (Bigsten et al, 2000). The effect of exporting 

on efficiency33 appeared to be larger in the African sample than in comparable 

studies in other regions. This finding regarding the impact of exporting on 

efficiency appeared to be consistent with the smaller size of domestic markets in 

Africa.  

T

improves the efficiency of firms requires more empirical investigation. While 

most analysts believe that increased trade raises industry level efficiency, there 

                                                 
33 Evidence has also been found of learning by exporting as well as self selection of the most efficient firms 
into exporting (Bigsten et al, 2000). This is contrary to the general belief that trade liberalisation and export 
oriented strategy increase firm level efficiency that is found in Krugman, 1987; Rodrik, 1991; Grossman and 
Helpman, 1994. Evidence that exporting and efficiency are associated is also reported in Harrison (1994) and 
Aw and Hwang (1995). In view of these controversies, the debate that exporting causes efficiency gains will 
only be resolved through the availability of more systematic empirical evidence (Bigsten et al 2000). This is 
because causality may run in the other direction suggesting that efficient firms may self select into the 
export market. In Ghana efficiency is unimportant for entry but of considerable importance for the exit 
decision (Söderbom, 2000). 
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remains little direct evidence that has been marshalled in this respect in Sub-

Saharan Africa (Naudé et al 2000:9). Most importantly, studies examining 

ausality between liberalisation and efficiency continue to report mixed results34. 

or example, a positive association between export status and productivity could 

vely more efficient plants into foreign markets. 

Strong evidence , except in the 

oroccan apparel an e tri vestig  by id

, Kray (1997) a t or  cause te t

e 00) u re sel n as an important f

 that firms with h ficienc  likely to becom

lection was due to the presence of high sunk costs of breakin

n markets, which im hat past exp  even more likely

ction 2.5.6, a simple model to investigate the 

pact of trade measures and industry characteristics on efficiency is discussed. 

c

F

be due to self selection of relati

 of learning-by-doing has been hard to come by

case of the M d leath r indus es in ated  Cler es et 

al, (1998). While rgued hat exp ting d fas r grow h in 

efficiency, Bigist n et al (20 ncove d self ectio actor, 

suggesting igher past ef y were more e 

exporters. Self se g 

into foreig plied t orters were  to 

remain strong in the export market, providing yet more support for the learning-

by-exporting hypothesis. In Se

im

 

2.5.6 Some determinants of manufacturing efficiency. 
 

Industry level technical efficiency scores computed from the production function 

can be used to determine the impact of trade on industry performance. Following 

Kraay (1997) and Bigisten et al (2000) the level of industry efficiency as the 

dependent variable is interacted with measures of exposure to increased 

competition, and industry characteristics, such as skill competency and measures 

                                                 
34 Firm efficiency affects the decision to export because more efficient firms will find it easier to compete in 
export markets. One of the reasons why large firms export more is because they tend to b
but it also seems that by increasing exports, efficiency of the firm may be raised. 

e more efficient, 
Exporting and 

ternationalisation are important for the survival of manufacturing firms because of the potential they 
rovide for enhancing sales growth, increasing efficiency and improving quality (Schmitz, 1994). Evidence 

from South Africa that is reported in Naudé and Zake (2001) indicates that firm efficiency is important for 
success in exports, a 10 percent increase in efficiency will increase the probability of exporting by 19 percent 
and the intensity of exports by 12 percent. 

in
p
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of technology transfer (Biggs & Raturi, 1997: 28). The basic specification is stated 

as follows: 

itititit indtradete εβββ +′+′+= )()( 210     (16) 

 

Where itte  is the efficiency score of industry i at time t  and ittrade  is an indicator 

of trade impact such as the import penetration ratio of industry i at time t . The 

variable ind  captures industry level characteristics such as the level of skill 

intensity and expenditure on machinery and equipment35. The impact of the 

business cycle is captured either by the evolution of the terms of trade or by the 

level of capacity utilisation in an industry. The remainder term is the familiar 

error component. The regression results for this simple model are provided in 

Table 17 below. 

 
 
 
Table 17:  Determinants of efficiency 

it

 
Feasible generalised least squares : Dependent variable efficiency scores 

Variable Coefficient. Std. Err. Z P>|z| [95% Conf. Interval] 
Import penetration  0.54894 .2479252 2.21 0.027 0.0630 1.03486 
Skill intensity 0.80218 .1985005 4.04 0.000   0.4131   1.19123 
Machinery expenditure 0.13119 .0662571 1.98 0.048   0.0013   0.26106 
Terms of trade 0.67563 .3381428 2.00 0.046   0.0129   1.33838 
Import penetration ratio×  skill intensity -0.16026 .0683204 -2.35 0.019   -0.2942   -0.02636 
Constant -8.13002 1.89911 -4.28 0.000   -11.852   -4.40783 
Panels Homoskedastic Correlation 0 
Group variable Sector Number of groups 28 
Time variable Year Estimated coefficients 6 
Number of observations 644 Time periods 23 
Estimated covariances 1 Wald chi2(5)        70.35 
Log likelihood -406.7566 Prob > chi2         0.000 

Note: import penetration is the ratio of imports to domestic demand, skill intensity is the ratio of skilled employees to the 
total number of employees in the industry, machinery expenditure is expenditure of industries on machinery and 
equipment and the terms of trade index takes base year of 1995. 
Source: STATA estimation results by the author 

 

The measure of exposure to trade in this regression is import penetration. The 

results show that a 1 percent increase in the import penetration ratio will raise 

the level of manufacturing efficiency by 0.55 per cent. The significance of this 
                                                 
35 The variable definitions are provided in Appendix A2. 
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variable indicates that trade brings industries into contact with international best 

practice, fostering learning and efficiency growth, possibly as a result of 

xposure to information on product characteristics and improved technology. It 

al 

levels. The skill elasticity is 0.88 suggesting that a 1 per cent improvement in skill 

fficiency by 0.88 per cent. This indicates 

ur force are important for industry efficiency 
36, because the mix of goods produced and the factor proportions used to 

petition. 

e

may also be due to the fact that sectors with higher import shares could have 

attracted a disproportionately higher level of foreign participation, which could 

help explain the higher levels of efficiency recorded. Sectors closed from 

international competition and oriented to the domestic market may have missed 

opportunities for upgrading, quality improvements, cost reductions and 

productivity improvements that follow from increased competition. 

 

The measure of skill intensity in industry is also significant at the convention

intensity boosts overall manufacturing e

that skill improvements for the labo

gains

manufacture them depend on the skill competencies of local technicians. Skill 

competency is important for the labour force to produce at its full potential and 

to avoid factor and time waste. With more trade, South African employees in the 

manufacturing sector will find it relatively easier to obtain the know-how 

necessary for further technological upgrading, as well as efficiency growth. 

Indeed Hunt and Tybout (1998) report that a large majority of industries with 

productivity gains under liberalisation experienced an increase in their skill 

labour intensity of production. Increased skill intensity implies an improved 

underlying product mix or an increase in industry technological sophistication as 

a result of increased foreign com

 

                                                 
36 According to Miller and Upadhay (2000) too little openness does not allow a country to 
leverage its stock of human capital. Human capital investment without liberalisation of the 
external sector may lead to less efficiency and under utilisation of the skilled human resource. 
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A measure of technology infusion into industry is in form of new machinery and 

equipment expenditure by industries. An increase in machinery and equipment 

expenditure by 1 per cent will improve manufacturing sector efficiency by 0.13 

per cent. This variable is also significant, suggesting that since a substantial 

amount of machinery, equipment and intermediate inputs into the South African 

manufacturing sector are imported, it implies that significant improvement in 

industry efficiency will continue to depend on the level of openness of the 

national trade policy. More importantly, efficiency scores are also likely to be 

related to how the skilled labour force adjusts to these imported inputs. Indeed 

Schor (2004) reports that industries in Brazil in which increased competition 

occurred, new access to inputs that embody better foreign technology also 

contributed to productivity gains after trade liberalisation. 

 

A frequently suggested issue is the sensitivity of measured efficiency scores to 

e business cycle. Industry efficiency scores could be higher during booms and 

This chapter provided estimates of technical change and efficiency within an 

error components framework. Use is made of time invariant models and time 

varying decay models. In addition, a generalised time index is also employed to 

introduce more flexibility to the measures of technical change. The empirical 

th

lower during recessions. To deal with this problem, terms of trade are added to 

the base line model as another independent variable. The estimated coefficient on 

this variable is positive and strongly significant, suggesting that the levels of 

efficiency in particular industry in a given year do not necessarily indicate 

improvements in the application of technology. Indeed a 1 per cent improvement 

in the terms of trade will raise the level of industry efficiency by 0.68 per cent. 

 

2.6 CONCLUDING REMARKS 
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analysis is based on a balanced p frican manufacturing industries 

over the period 1980 to 2002. The models are able to account specifically for 

periods ised by 

regress. Analysis of these ome explanations for the 

latively low level of technological progress experienced in manufacturing 

tudy. 

ill increasingly depend on the skill 

ompetencies of local technicians. Skills allow the labour force to produce at its 

In the next chapter, attention is focused on modelling the determinants of total 

factor productivity and emphasis is placed on the channels through which trade 

affects manufacturing productivity. Indeed, since openness affects efficiency, 

there is a further need to answer two questions. The first regards the sign and 

anel of South A

of technological progress as well as periods that were character

periods helps to suggest s

re

during the period of the s

 

The results from the preceding investigation indicate that there is scope for some 

of South Africa’s industrial establishments to significantly improve their output 

level with the same set of inputs. The results suggest that greater exposure of 

industrial sectors to trade helped reduce negative deviations from the frontier 

output over the study period. Sectors with limited exposure to trade during the 

period of sanctions could have missed opportunities for efficiency gains. There is 

also evidence that more open sectors recorded generally better efficiency levels 

than the mean level of the entire manufacturing sector. Sectors closed from 

international competition and oriented to the domestic market may have missed 

opportunities for upgrading, quality improvements, cost reductions and 

productivity improvements that follow from increased competition. More 

importantly, since efficiency scores are likely to be related to how the labour 

force adjusts to imported inputs, skill improvements for the labour force will 

remain fundamental, because the mix of goods manufactured and the factor 

proportions used to produce them w

c

full potential and to avoid waste of inputs as well as time.  
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magnitudes of the interaction between trade and productivity, which is 

investigated in Chapter 3. The second relates to how efficiency affects labour use 

in manufacturing; this aspect is the subject of Chapter 4. It should be noted that a 

potential direction for future investigation could involve the computation of a 

malmquist measure of productivity change, comparing the results obtained with 

those generated in this chapter (Coelli et al, 1998). 
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CHAPTER 3 
 

TRADE AND TOTAL FACTOR P
 

RODUCTIVTY IN 
MANUFACTURING 

nction is estimated in which industry productivity is modelled as an 

                                              

 

3.1 INTRODUCTION 
 

While some literature on trade policy and market structure provides several 

mechanisms through which trade expansion may boost industry productivity37, a 

significant amount of theoretical literature still delivers disparate predictions 

regarding the impact of trade on productivity (Pavcnick, 2002:2). Hence, 

empirical evidence is still vital to inform the debate. In this chapter, therefore, a 

fundamental issue regarding the mechanisms through which increased trade 

affects industrial productivity is addressed using the South African panel data 

set to provide a comprehensive picture of the macroeconomic and structural 

determinants of manufacturing productivity. This data set combines the 

advantages of macroeconomic time series and microeconomic cross-sections. 

South Africa provides a good environment in which to investigate these issues, 

because trade policy over the last 25 years has exhibited significant variation; 

there has also been explicit heterogeneity across industrial sectors in response to 

trade expansion (Fedderke, 2001 Fedderke and Vaze, 2001, TIPS, 2001, Roberts, 

2000, Gunnar and Subramanian, 2000).  

 

To obtain a measure of total factor productivity in manufacturing, a production 

fu

   
 The first route is via imports; as imports expand, the ensuing competitive pressure results in 
igher productivity if domestic firms eliminate x-inefficiency or slack and use inputs more 
ficiently (Fernandez, 2003:3). The second mechanism in which trade may boost plant 
roductivity is by allowing for increased access to imported intermediate inputs of higher quality 

and broader variety (Iscan, 1997:1). The third channel is that increased trade may influence the 
incentives to invest in technological innovation (Gunnar and Subramanian, 2000:4). 

37

h
ef
p
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unobservable industry specific effect. This approach generates sector specific as 

ell as time-varying productivity measures. The investigation searches for the 

sfied through imports. 

w

channels through which measures of trade orientation interact with industrial 

characteristics and the macroeconomic environment to determine productivity. 

Previous estimates in the literature focussed only on measuring the impact of a 

single variable on productivity, namely trade policy (Fernandez, 2002:20). A 

more useful approach is to investigate the channels through which trade affects 

productivity. Since the analysis is confined to an identical country panel it is 

possible to consider many variables that might determine productivity, 

simultaneously.  

 

This chapter provides empirical estimates of the determinants of total factor 

productivity in South Africa’s manufacturing sector. It, therefore, begins with the 

discussion of the literature relevant to analysis of the productivity and trade 

linkage in Section 3.2. Section 3.3 looks at issues involved in measuring total 

factor productivity. The empirical specification is presented in Section 3.4. The 

data investigated is discussed in Section 3.5. The results, provided in Section 3.6 

are followed by concluding comments in Section 3.7. 

 

3.2 TRADE AND MANUFACTURING PRODUCTIVITY 
 
If there are benefits to a country’s manufacturing sector arising from trade, these 

benefits should come from two sources. The first source is greater efficiency in 

production through increased competition and specialisation. The second source 

is the opportunities that arise to exploit economies of scale in a larger market. 

Access to a larger market should encourage larger production runs in industries, 

thus reducing average costs. Trade expansion should, therefore, permit firms to 

increase in size and engage in more plant specialisation. In an environment of 

increased trade, consumers demand for variety will be sati
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Access to the world market also means that more products can be produced 

rofitably, which should generate gains from increased product diversity and 

eems to be directly associated with the production of 

adable goods, which implies that the benefits from foreign activities are likely 

000:2, and Muendler, 2002:2). These channels include: the foreign input push, 

e elimination, technological innovation and 

p

improve consumer welfare (Petersson, 2002:241). 

 

Proponents of trade liberalisation aim to promote productivity gains by exposing 

industries to fiercer international competition and facilitating access to the 

international market. They argue that establishments that face foreign 

competition are forced to adapt. In particular, plants are constrained to produce 

closer to the production frontier and that the frontier will move out faster. Most 

importantly, evidence indicates that manufacturing concerns exposed to trade 

pay higher wages, operate at a higher scale, produce with more capital and 

achieve higher productivity levels (Van Biesebroeck, 2003). Manufacturing total 

factor productivity s

tr

to be higher in two areas. First, benefits arise in places where the domestic 

market is small and foreign sales are a prerequisite to fully exploit scale 

economies. Second, benefits accrue where production technology lags best 

practice, providing ample scope for productivity improvements through 

imitation and adoption of foreign technology. The literature suggests a number 

of mechanisms or channels through which trade liberalisation affects 

manufacturing productivity (Fernandez, 2003:3, Van Biesbroek, 2003 Pavcnik, 

2

competitive push, competitiv

economies of scale. The channels are discussed in sub-sections that follow below. 
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3.2.1 Foreign input push 
 

Easier access to equipment and intermediates may allow a foreign input push at 

the firm level, because high quality equipment and intermediate goods allow 

industries to adopt new production methods. The use of these inputs raises 

fficiency, because the efficiency of foreign equipment and intermediate inputs is 

ively with increased 

ports of intermediate inputs and investments in machinery at the plant level 

rgue that access to higher 

uality or broader variety of foreign intermediate inputs through trade boosts 

e

higher than the efficiency of domestic inputs (Fernandez, 2003). In the same vein, 

studies of competitive effects of increased import penetration such as Krishna 

and Mitra (1998) and Tybout and Westbrook (1995) demonstrate that increased 

competition from imports, in fact, lowers the price-cost margin.  

 

Increased foreign competition leads to the closure of less productive factories or 

induces firms to shift their industrial focus (Van Biesbroek, 2003). However, 

foreign inputs may be only a minor component of the productivity change in 

some countries. Rather, it is foreign pressure that forces plants to raise 

productivity, because the shutdown probability of inefficient firms rises with 

competition from abroad. If productivity is negatively affected by trade 

protection, gains in productivity should associate posit

im

(Muendler, 2002:36). Grossman and Helpman (1991) a

q

plant productivity, which explains why firms engaged in export activities benefit 

from exposure to technology embodied in imported final goods. Such firms 

obtain, from imported capital goods, previously unavailable technologies to 

boost productivity. This increase in knowledge, in turn, leads to better technical 

efficiency. Therefore, differences in firm level efficiency will tend to be greater in 

industries protected from international competition, due to limited access to 

foreign technology, expertise or problems acquiring imported intermediate and 

capital goods, because of protectionism (Muendler, 2002). 
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3.2.2 Competitive push and the elimination of X-inefficiency 
 

Firms are said to respond strongly to increased competitive pressure and raise 

.2.3 Competitive elimination 

uct market may also induce more exits and cause a 

in a number of industries were found to stem from reshuffling resources from 

their efficiency. The turnover and the exit of the less productive firms contribute 

positively to productivity change. Since the removal of import barriers increases 

competition on the product market side, foreign imports constitute a competitive 

push on individual firms. Theory suggests that managers remove agency 

problems and innovate processes under fierce competition (Pavcnik, 2000:37). In 

particular, the elimination of X-inefficiency or slack occurs as imports expand. 

The ensuing competitive pressure results in higher productivity as firms use 

inputs more efficiently (Fernandez, 2003:3; Fernandez, 2002:4). Trade 

liberalisation, in essence, induces competitive pressure, which forces firms to 

raise their efficiency. 

 

By reducing protection, trade liberalisation lowers domestic prices, forcing high 

cost producers to exit the market. To compete against international producers, 

domestic firms must adopt newer and more efficient technology or use the same 

technology with less x-inefficiency in order to reduce costs (Tybout et al, 1991), 

which could result in a reallocation of output from less efficient to more efficient 

producers. These gains, however, result only if irreversibility of investment in 

capital equipment does not stop the exit of less productive plants (Pavcnik, 2000). 

 

3
 

Competition in the prod

competitive elimination of inefficient producers (Muendler, 2002:28). Increased 

competitive pressure makes the least efficient firms shut down and enables the 

surviving, competitive plants to increase market share. The increase in market 

share is what raises productivity. In Chile, aggregate productivity improvements 
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less to more efficient firms as a result of trade expansion. (Pavcnik, 2000:3). When 

trade barriers are removed, competitive elimination of the least efficient firms is 

said to strike more fiercely. Estimates from turnover probabilities confirm that 

the likelihood of survival drops markedly when trade barriers fall and that low 

efficiency firms go out of business more frequently (Muendler, 2002:4). 

 

Pavcnik (2000:6) finds that productivity improvements in Chile were indeed 

lated to trade liberalisation and that competition forced plants in formerly 

shielded sectors to restructure. Most importantly, exiting plants were, on 

tivity, competitive elimination may not 

ccur without costs. These costs result from the exit of firms, often resulting in 

nts of labour and capital. Fears related to the 

osts of labour displacement and plant bankruptcies may deter governments 

re

average, less productive than plants which continued to produce. Plant exit 

contributes to the reshuffling of resources within the economy and reallocation 

of market shares as well as resources from less to more efficient producers, which 

acts as an important channel for productivity improvements. However, even if it 

is granted that trade enhances produc

o

large relocations and displaceme

c

from exposing their domestic firms to foreign competition. 

 

3.2.4 Higher incentives for technological innovation 
 

Trade can spur innovation by enhancing industrial learning, since it facilitates 

international exchange of technical information and can improve the efficiency of 

the global research efforts in different countries. One of the links between 

international trade and productivity is through technical knowledge spillovers 

(Grossman and Helpman, 1991). International trade boosts research by 

transmitting information, increasing competition and entrepreneurial effort, 

while expanding the size of the market for innovative firms. Trade encourages 

modern technology, increases demand for skilled labour and promotes learning-
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by-doing.  Trade expansion may contribute to the exchange of ideas, adoption of 

technological knowledge and faster productivity growth. 

t, because the efficiency difference between foreign 

nd domestic inputs has only a minor impact on productivity in some cases. The 

e fact that foreign technology adoption takes 

me due to delays in learning, difficulties with factor complementarities and 

conflicting predictions about the evolution of plant productivity following a 

liberalisation episode. This conflict is especially apparent in cases where 

imperfect competition is present. On one hand, trade liberalisation exposes 

 

As indicated in the preceding paragraph, trade increases a firm’s incentive to 

engage in productivity-enhancing technological effort. In contrast, however, 

Rodrik (1991) finds that lower protection or higher import competition reduces a 

firm’s investment in productivity enhancing technological upgrades. 

Deraniyagala and Fine (2001:2) also argue that the magnitude of gains could be 

fairly low. If trade reduces the domestic market shares of unshielded domestic 

producers without expanding their international sales, their incentives to invest 

in improved technology will decrease as protection ceases. This effect reduces 

the benefits of tariff reductions that are supposed to lower the relative prices of 

imported capital goods and ease access to foreign technology for domestic firms 

(Pavcnik, 2000:37). It is also argued that liberalisation facilitates procurement of 

technology; however, it is questionable whether domestic plants actually acquire 

better technology, because acquisition is dependent on the flexibility of the 

domestic labour force. Muendler (2002:1) finds that foreign technology adoption 

may be relatively unimportan

a

explanation for this result lies in th

ti

differences in production arrangements. 

 

3.2.5 Economies of scale 
 

Even in the context of economies of scale, the theoretical trade literature offers 
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domestic producers to foreign competition, reduces their market power and may 

force them to expand output and move down the average cost curve, resulting in 

the exploitation of economies of scale. On the other hand, however, gains from 

economies of scale in developing countries may be unlikely, because increasing 

returns to scale are usually associated with import competing industries, in 

which output is likely to contract due to intensified foreign competition (Pavcnik, 

000:2). 

he difficulties plaguing measures of 

utward policy orientation across countries and over time are outlined in 

uffer from endogeneity bias, and a number of 

pecification problems. The results of these studies are sensitive to the sample of 

ountries used, as well as the time periods analysed, while the conclusions 

n or panel data (Harrison, 

1996). The difficulties attendant to interpretation of multi-country studies on the 

2

 

3.3 APPROACHES TO THE STUDY OF TRADE AND PRODUCTIVITY 
 

Three main methods have been applied to study the relationship between trade 

and productivity in the literature. These approaches include the macro-level, 

industry-level and micro-level. These three methods are discussed in sub-

sections that follow, below. 

 

3.3.1 The macro- level approach 
 

The macro-level approach undertakes cross-country comparisons using growth 

regressions associating output growth with an aggregate measure of trade 

openness. The findings from these studies suggest that open economies tend to 

grow faster (Sachs and Warner, 1995).  T

o

(Rodrik and Rodriquez, 2001). In particular, aggregate measures of openness fail 

to capture the differential incentives provided by trade protection to different 

industries. These studies also s

s

c

depend on whether the study employed cross-sectio
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trade growth nexus calls for attention to be focused on individual country 

xperiences. 

es or historical factors. To the extent that these do not vary 

over time, fixed effect estimates38 could in principle e 

 

fore, important to as

results from cross-country analysis hold up to more rigorous scrutiny than is 

would be desirable, allowing for a much more precise definition of the variables 

of interest (Deininger, 2003). 

3.3.2 The industry-level approach 

 due to export expansion and import substitution (Nishimizu and 

e

 

The concern regarding cross-country regressions is that the number of variables 

similarly affecting all countries is limited. In addition, many of these variables 

are likely to suffer from endogeneity or may be prone to mis-specification. 

Furthermore, many country specific variables relevant to productivity could be 

correlated with other regressors or may, in fact, be unobservable. Such variables 

include country polici

, , be used to deal with th

problem, but this is limited by the fact that cross-country time series data that are 

comparable are still relatively rare, especially in African countries, which has led 

scholars to exhibit considerable scepticism with regard to results from cross-

country regressions. It is, there sess the extent to which 

possible within individual countries, where data at a lower level of aggregation 

 

 

The industry-level approach attempts to circumvent the problems that plague 

cross country macro level studies by considering cross-industry regressions, in 

the spirit of the Solow residual regressions of total factor productivity growth on 

trade policy variables (Kim, 2000, and Lee, 1995) or on regressions of demand 

growth

                                                 
38 It is suggested that this methodology could face potential problems if some of the variables that 
are hypothesised to cause productivity changes are time invariant, or may be changing only very 
slowly over time and may. If these factors change only very marginally then they cannot be easily 
distinguished from country level fixed effects. 
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Robinson, 1984). The main weakness affecting these studies is that a single 

productivity measure could ignore cross-plant heterogeneity, which is a stylised 

fact in many countries and may be useful in investigating the impact of trade on 

productivity. Industry level studies have also been criticised by Muendler (2002) 

for the inability to unmask the underlying microeconomic process, as seen in 

Kim (2000).  

 

3.3.3 The micro-level approach 
 

Microeconomic studies use longitudinal data to trace the effects of trade 

xposure on firms or plants in selected countries using regressions derived from 

Colombia, respectively, although not without criticism. It is argued that the 

indicator variable for the trade reform period cannot isolate the corresponding 

productivity gains, because it also captures contemporaneous macroeconomic 

e

two main sources. The first source is derived from firm output growth generated 

in a Solow framework on an indicator variable for the period of trade reform 

(Krishna and Mitra, 1998). The second is based on plant TFP measures affected 

by trade policy orientation in the industry (Pavcnik, 2000 and Fernandez 2003). 

These two approaches are able to identify the effect of trade reform in Chile and 

shocks (Fernandez, 2002). Most importantly, this indicator could ignore the 

variation in productivity across industries. 

 

Section 3.3 reviewed the approaches mainly used to study the effect of trade on 

productivity. In Section 3.4, the study turns to the measurement of total factor 

productivity in manufacturing. 
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3.4 MEASURING TOTAL FACTOR PRODUCTIVITY 
 

The production function approach is the most popular method used to capture 

productivity and the link between growth nd foreign trade va s, p on 

assuming i

a riable rotecti

measures, industry specific characteristics and macroeconomic shocks. Two 

types of functions are employed. The first is an aggregate value added function, 

while the second is a gross output function. The analysis usually starts by 

ndustry si' technology at time t  can be described by a production 

function of the form: 

ititkitmitnit kmny εββββ ++++= 0 , ititit uw +=ε    (17) 

Gross output is given by ity , itn  is labour, itm  are intermediate raw material 

inputs, itk  is the capital used in industry i while, itε is the industry-specific 

fficien hat is composed t terms:  assumed to be known by the plant, 

                                                

e cy t  of wo  itw

but not by the researcher, and itu , which is the unexpected productivity shock 

not known to either the plant or the researcher. All these variables are also 

measured over each time period, t . 

 

The industry productivity measure relies on the difference between an industry’s 

actual output and predicted output. It is important to obtain consistent estimates 

of the coefficients in the production function. It is known that a plant’s private 

knowledge of its productivity )(w  affects its decisions about its choice of hiring 

labour, purchasing materials and investing in new capital, yet this process is 

unobserved by the econometrician. This information asymmetry introduces 

simultaneity bias39 (Fernandez 2003:5, Pavcnik, 2000:8 and Olley and Pakes, 

1996). 

 

it

 
39 To analyse the simultaneity problem we need a dynamic model of firm behaviour that allows 
for firm specific efficiency differences that exhibit idiosyncratic changes over time (Olley and 
Pakes, 1996) 
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Simultaneity bias arises because an industry’s pri te knowledge of its 

productivity affects its choice of inputs. More productive industries are more 

likely to hire more workers and invest in capital due to profitability, OLS 

estimation of a production func

va

tion may lead to estimates of the input 

coefficients that are hig east 

n estimation assumes that regressors, such as 

labour, are treated as e  be 

suffer from simultaneity bias (Fernandez 2003:5). F  

been employed to control the simultaneity problem. 

The first approach is to impose a normal distribution on the unobserved 

ecific efficiency is time-invariant, so it can be denoted by , and 

estimate a fixed effects model of the form: 

her than their true values. The use of ordinary l

squares for production functio

xogenous variables, yet input choices could indeed

endogenous. Since input choices and productivity are correlated, OLS estimates 

our main mechanisms have

 

heterogeneity and assume that the industry-specific efficiency is uncorrelated 

with the industry’s choice of inputs and use maximum likelihood estimation 

(Tybout et al, 1991). The second mechanism is to assume that the unobserved 

industry sp itw iw

itiitkitmitnit uwkmny +++++= ββββ0     (18) 

The fixed effects model only partially solves the simultaneity problem, because it 

only removes the effects of the time-invariant plant productivity component 

avcnik 000:8). However, during times of large structural adjustments, such as 

trade liberalisation, the assumption o

(P , 2

f unchanging productivity is not tenable 

nd fixed effects methodology could generate biased estimates of the input 

coefficients. Moreover, if one is interested in how industry efficiency evolves 

over time in response to a change in the trade regime then the assumption that 

plant productivity is constant over time does not help in tackling the problem. 

 

a
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The third mechanism uses an industry specific and time-varying efficiency 

easure that can be captured as a quadratic function of time (Liu and Tybout m

(1996). In this case, the production function is specified as: 

itititkitmitnit uwkmny +++++= ββββ0 ; 2
321 ttw iiiit ααα ++=   (19) 

In this framework, the production function is first estimated by fixed effects to 

obtain the input coefficient vector β . The residuals are then calculated by 

subtracting the actual from the predicted values of output, and, for each industry 

i , this residual measure is regressed on a constant, time and time squared. A 

productivity measure is then constructed using estimates of the coefficients from 

the second regression. This approach improves on the fixed effects methodology 

and requires a parametric specification of productivity, but is punitive, since 

many degrees of freedom are lost in the estimation process. 

 

While the traditional approach is anchored by the use of instrumental variables 

z 

(2003:12) and Driemeier, et al (2002:38). In the r 

to control simultaneity, an alternative approach was suggested by Olley and 

Pakes (1996) and modified by Levinsohn and Petrin (2001). This approach has 

found numerous applications, most notably by Pavcnik (2000:10), Fernande

 Olley-Pakes framework, labou

and materials are assumed to be freely variable, while capital is the state variable 

assumed to be affected by the distribution of the productivity shock. The 

observed firm decision, in this case, will be a function of the firm’s productivity.  

Inverting such a function allows for the anticipated, but unobserved, 

productivity shock to be controlled with the observed variables. Investment is 

used to model the anticipated productivity shock40. In this case, the inputs are 

divided into freely variable in  and im , while ik  is the state variable. The 

productivity shock w  is also a state variable impacting the decision rules of 
                                                

it

 
40 The weakness with using investment is that the methodology requires that non-zero investment by firms 
should not arise. In view of this requirement, Levinsohn and Petrin (2001) employ intermediate input 
demand functions. The demand for electricity as an inte
cannot be stored. Most importantly, energy use close

rmediate input is preferred, because electricity 
ly tracks the productivity term over time. 
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industries, while itµ has no impact on firm decisions; itµ  is also assumed to be 

e two state variables. 

     

i.i.d. Under perfect competition, input and output prices are common across 

firms, making it possible to assume invertibility and write investment as a 

function of th

( )ititit kwii ,=   (20) 

which can be inverted to yield:  

( )ititit kiiw ,=        (21) 

Equation (17  under the mo), notonicity assumption, can then be written as: 

( ) itititititm ukimitnit ny +++= ,φββ     (22) 

where 

( ) ( )ititititkititit kiwkki ,, 0 ++= ββφ     (23) 

Different measures of logarithmic productivity can be generated using two 

estimation methods, depending on whether a TFP measure or a no-shock 

productivity measure is considered. From equation (17) our TFP measure is 

iven as41: g

ititkitmitnititit tfpkmnyw =−−−=+ βββµ
∧

   (24) 

The derivation of the productivity measure that excludes the component of the 

shock to output that is uncorrelated with inputs follows Olley and Pakes (1996). 

One approach considered in Olley and Pakes (1996) is to employ a polynomial in 

iti  and itk  in the regression of output on the variable inputs to model the 

qualified variation in productivity42.   

 

                                                 
41 The TFP measure is essentially the “Solow” residual. 
42 A polynomial in investment and capital can be employed to help provide industry-specific and 

time-varying productivity. This measure does not need a specific functional form, yet it provides 

a tractable solution to the simultaneity problem (Driemeier, et al (2002:38). 
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3.5 ECONOMETRIC SPECIFICATION 
 

The estimation proceeds in two steps. First, time-varying and industry specific 

measures of total factor productivity are obtained. Second, the channels through 

which manufacturing productivity interacts with foreign trade variables, 

protection measures, industry specific characteristics and the macroeconomic 

nvironment are modelled in a regression framework. This two step approach 

iation across industries 

im  approach is superior to previous atte  t l  gl

change in the trade regime. The model also accounts for the potentia

endogeneity of trade policy by considering lagged trade measures as well as 

controlling for industry-specific characteristics ( Fernandez, 2002; Tybout and 

W

 

To a vesti  w n ne ta 

con anel based model for estimating 

de  represe  a

ν+

e

essentially relies on measures that exhibit significant var

over t e. This mpts hat re ied on a sin e 

l 

estbrook, 1995 ). 

tal f ctor productivity determinants can be in gated ithi a pa l da

text (Doornik and Hendry (2001)). A p

terminants of total factor productivity can be nted s: 
'xtfp µλγ ++= itititit .,....,,.....,1 NiTt =,     (25) 

wh tere he variables λ andµ  are time and individual ifi ec d a 

vector of explanatory variables. Two critical issues arise regarding the 

specification of the error component of the underlying model (Baltagi, 2000). The 

err a ed as e  co n n 

thi s e unobs l iv - ic

eff n urbance term. An alternative ifi n 

uti mponent model for the disturbances, which basically 

ts: the unobservable individual effect, the 

 

model, the time effect is individual-invariant and accounts for time-specific 

effects not included in the regression.  

spec c eff ts an  itx is 

or v riable for the disturbances can be designat  a on -way mpo ent. I

s ca e, the error is composed mainly of th ervab e ind idual specif  

ect a d the remainder stochastic dist  spec catio

lizes a two-way error co

composes the error term in three par

unobservable time effect and the remainder stochastic disturbance term. In this
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In the light of the above discussion, an error components model for the 

determinants of total factor productivity for the manufacturing sector can then be 

specified as: 

( ) ( ) ( ) ititititit MXTPtfp εββββ ++++= '
3

'
2

'
10    (26) 

Where TP is a trade policy measure, X consists of industry-level characteristics 

and M captures the role of macroeconomic factors, while the two way error 

component itε is given as:  

ittiit νλµε ++=        (27) 

here denotes the standard industrial classification for the 28 sectors from 301 

to 392 and  is the time period from 1980 to 2002. The symbol

w  i

t  iµ denotes a 

product-specific effect, while tλ denotes a time-specific effect and itν is the 

mainder assumed to be a white noise stochastic error term.  

fri tics 

uction and sales revenues, input use (labour categories and raw materials), 

vestment, exports and imports at the three digit ISIC industry code. The capital 

ross mark-up of an industry is 

rplus of that ind as a p e o e

mediate imports

impo services produce where e worl t use

uts in ocess in indus The ex -outpu io is 

re

 

3.6 THE DATA AND VARIABLES 
 

Productivity growth analysis is based on an industry-level panel data set of 

South African manufacturing firms provided by South A can Statis

Authority (STATSSA), Trade and Industrial Policy Strategies Secretariat (TIPS) 

and the South African Reserve Bank. For each industry, data is available on 

prod

in

stock is measured at constant 1995 prices. The g

the net operating su ustry ercentag f total int rmediate 

inputs plus labour remuneration less all net indirect taxes. Inter  

are rts of goods and d else  in th d, bu d as 

inp  the production pr tries. port t rat total 
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exports d al output e of d stic in ries. 

sity illed employment to total em ment. stry 

ner ment expenditure sured onsta 95 p

et s sales value of stries nd al ou

able 18 hows sector sizes in terms of market size. The large sectors are food,

otor ve ssories and basic iron and steel. 

02 2003 

ivided by the gross tot  valu ome dust Skill 

inten is the ratio of sk ploy Indu level 

machi y and equip is mea  in c nt 19 rices. 

Mark ize is the domestic  indu to total i ustri tput. 

T s  

m hicle parts and acce

 
Table 18: Proportion of industry sales to total manufacturing sales 
 
CODE SECTOR 1995 2000 2001 20
       

301 Food (301-304) 13.97 13.32 13.44 13.48 13.56 
305 Beverages (305) 4.94 4.55 4.72 4.39 4.89 
306 Tobacco (306) 2.09 1.69 1.83 1.82 1.89 
311 Textiles (311-312) 2.89 2.27 2.19 2.19 2.03 
313  Wearing apparel (313-315) 3.19 2.35 2.17 2.02 2.12 
316 Leather & leather products (316) 0.58 0.60 0.56 0.54 0.50 
317 Footwear (317) 0.86 0.50 0.39 0.36 0.35 
321 Wood & wood products (321-322) 1.92 2.02 2.02 2.07 2.20 
323 Paper & paper products (323) 5.18 2.80 2.61 2.57 2.37 
324 Printing, publishing & recorded media (324-326) 3.02 2.61 2.45 2.27 2.48 
331 Coke & refined petroleum products (331-333) 4.70 6.93 7.31 7.40 6.06 
334 Basic chemicals (334) 4.23 4.83 5.02 5.09 4.80 
335 Other chemicals & man-made fibres (335-336) 6.06 5.88 5.88 5.78 5.94 
337 Rubber products (337) 1.18 1.04 1.06 1.09 1.10 
338 Plastic products (338) 2.75 2.42 2.44 2.47 2.60 
341 Glass & glass products (341) 0.71 0.51 0.57 0.54 0.55 
342 Non-metallic minerals (342) 2.57 2.47 2.43 2.36 2.45 
351 Basic iron & steel (351) 6.96 7.48 7.09 7.92 8.53 
352 Basic non-ferrous metals (352) 2.28 3.47 3.58 3.54 3.09 
353 Metal products excluding machinery (353-355) 6.44 5.52 5.51 5.58 5.74 
356 Machinery & equipment (356-359) 5.21 4.39 4.35 4.40 4.67 
361 Electrical machinery (361-366) 3.17 2.94 2.78 2.76 2.82 
371 Television & communication equipment (371-373) 0.96 1.04 0.72 0.73 0.85 
374 Professional & scientific equipment (374-376) 0.40 0.31 0.33 0.33 0.34 
381 Motor vehicles, parts & accessories (381-383) 11.12 12.04 12.94 13.06 12.75 
384 Other transport equipment (384-387) 0.61 1.40 1.24 1.18 1.21 
391 Furniture (391) 1.49 1.40 1.24 1.18 1.21 
392 Other industries (392) 0.55 3.24 3.13 2.89 2.89 

 TOTAL 100 100 100 100 100 
Note: Data covers the entire manufacturing sector 
Source: Quantec Research, Trade and Industry Policy Strategies, www.tips.org.za 
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Tariffs are the sum of customs payments divided by the value of imports. The 

real effective exchange rate of the Rand ( )RER with base year 1995 is identified as 

series KBP5036J in the Reserve Bank Quarterly Bulletin Time Series. Inflation is 

defined as the change in the consumer price index published by Statistics South 

frica (STATSSA). Another interesting variable is machinery and equipment A

expenditure in the manufacturing sector. Evidence in Figure 9 shows a steady 

increase in this variable as a proportion of total capital expenditure especially in 

the most recent past. 

 

Figure 9: Manufacturing machinery and equipment expenditure, 1980-2001. 
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Source: Regression output, www.statssa.gov.za

Note: Data is for the entire manufacturing sector. 

 
 

Table 19 contains the descriptive statistics of the key variables used in the 

estimation process. It shows a degree of heterogeneity in some of the key 
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variables. For example, the mean export share is 13.4 per cent, covering a range 

marginally in excess of 0.2 per cent up to a maximum of 67 per cent. Import 

penetration also exhibits heterogeneity with a mean penetration rate of 20.4 per 

cent, a minimum of 0.5 per cent and a maximum of 89 per cent.  Industry 

Capacity utilisation is relatively more stable. The mean capacity utilisation rate is 

82 per cent, the maximum recorded is 97 per cent with a standard deviation of 

6.2. 

 
Table 19: Descriptive statistics for productivity variables 
 
Variable Definition Mean Standard 

Deviation 
Minimum Maximum 

EX Export share 13.40 13.79 0.23 66.95 
MZ Import penetration 20.35 17.47 0.53 89.07 
GM Gross mark up 18.54 20.63 0.69 202.77 
IM Intermediate imports 11.24 7.44 0.83 83.05 
MS Market share 3.57 3.19 0.31 14.71 
TARIFF Customs duties paid  6.84 6.48 0.06 42.96 
RAD Machinery expenditure 70.31 16.99 9.13 98.57 
RER Real exchange rate 97.13 15.01 59.8 129.3 
SKILL Skill intensity 36.23 12.85 9.58 76.14 
TOT Terms of trade 101.28 6.27 93.56 121.83 
CPI Consumer price index 73.83 45.41 14.90 157.80 
CAP Capacity utilisation 82.03 6.16 62.3 97.33 
      

Memorandum Items 
I Number of Industries 28 
T Number of Periods 23 
N Number of observations 644 
Note: For each industry, intermediate imports are generated as a ratio of intermediate imports to total 
output, the tariff variable is derived as the ratio of customs duties paid to imports, research and 
development is captured by the ratio of total machinery expenditure to total gross fixed investment. 
Source: Regression output, www.statssa.gov.za,  www.tips.org.za and www.reservebank.co.za. 

 
 
 
 
 
 
 
 
 
 
 
 
 

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  AAbbuukkaa,,  CC  AA    ((22000055))  



 88 
 

3.7 ECONOMETRIC RESULTS 
 
3.7.2 Estimating TFP determinants using static panel data estimators  
 

Two results are presented in this section. In Table 20, findings from applying the 

maximum likelihood procedure are provided; while in Table 21 results from 

estimating total factor productivity determinants using fixed effects within 

regression are reported. 

 

The expectation is that increased export shares should associate positively with 

total factor productivity. Import penetration ratios are expected to affect 

productivity positively if industries lower costs and become more efficient when 

import competition increases (Fernandez, 2003). However, if imports are 

endogenous with respect to domestic industries’ productivity, a negative 

correlation may arise. A negative correlation arises because some import 

ompeting industrial chapters attract imports by being relatively less productive. 

                                                

c

The reduction in tariffs is also expected to impact positively on industrial 

productivity growth.  

 

Furthermore, an increase in intermediate imports, increased skill intensity and 

growth in investment in machinery and equipment should impact positively on 

productivity. However, an appreciation in the real exchange rate or an increase 

in inflation should associate negatively with industry productivity performance. 

An increase in capacity utilisation should be positively related to manufacturing 

productivity43. 

 

 
43 TFP growth is likely to be sensitive to the business cycle because capital and labour inputs are 
difficult to adjust in the short-run, output fluctuations will be related to fluctuations in import 
and export shares. To deal with this simultaneity problem capacity utilisation is used as a 
dependent variable (Gunnar and Subramanian, 2000). 
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In the light of the expectations indicated above, Table 20 presents the results of 

the random effects maximum likelihood regression. The results show that the 

export output ratio had a positive and statistically significant relationship with 

total factor productivity. A one per cent increase in the export output ratio would 

increase total factor productivity by 0.78 per cent. Miller and Uphadhay (2000) 

reach a similar conclusion, namely, more openness associates with high total 

factor productivity using an aggregate sample that included African countries. 

Gunnar and Subramanian (2000) employing aggregate time series South African 

manufacturing data finds that a 10 percentage point increase in openness 

associated with an increase in total factor productivity by 5 per cent in the long 

n. 

uring sectors with 

latively less productive industries. In contrast Bjurek and Durevall (1998) using 

ts that benefit small industrial sectors.  

ru

 

The increase in import penetration had a significant negative association with the 

level of total factor productivity, suggesting that imports may be endogenous 

with respect to productivity in some domestic industries. A one per cent increase 

in the import penetration ratio would decrease total factor productivity by 0.63 

per cent. It seems imports are being attracted to manufact

re

Zimbabwean manufacturing industry data report that an increase by one 

percentage point in imports raised total factor productivity by 0.2 percentage 

points.  

 

Increases in market size had a negative impact on total factor productivity, 

indicating that productivity gains were higher for smaller industrial sectors. A 

one per cent increase in the market share would decrease total factor 

productivity by 0.26 per cent. Trade liberalisation seems to bring a decline in 

inefficiency ren
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Investment in equipment and machinery is used to proxy technology acquisition, 

since South African industries do not engage in substantial research and 

development activity, the bulk of research and development is likely to be 

embodied in capital equipment, as expected this variable had a positive and 

significant association with productivity. A one per cent increase in the 

machinery and equipment expenditure would increase total factor productivity 

by 0.48 per cent. A similar finding is reported in Gunnar and Subramanian (2000) 

where a 10 percentage point increase in the share of machinery and equipment 

investment was associated with an increase in total factor productivity by 3 per 

ent. The use of intermediate imports also represents an interaction between 

outh African firms and the outside world. An increased use of intermediates 

ad a positive and significant impact on productivity. A one percent increase in 

e intermediates would increase total factor productivity by 1.12 per cent. 

he tariff variable44 was significant but wrongly signed, suggesting that a one 

er cent increase in the tariffs would increase total factor productivity by 0.07 per 

 (2000) in which 

it was indicated that a tivity was nearly 3 

percentage points higher in sectors where tariffs were reduced by 10 per cent 

sectors where tariff e u nge  t a ru

ggests that the effect omi riffs  be n aft

 endogeneity of nominal s. T tima oe n arif

productivity equation was neg , ev hen eas o fs o

d roductivity equation; the a iate e t 

 negative. ey age at e hu

of responses e li isati nd t ct

c

S

h

th

 

T

p

cent. This is counter to the findings of Gunnar and Subramanian

nnual growth rate in total factor produc

compared with s wer ncha d. In he s me th st, 

Brazilian data su  of n nal ta  can  ide tified er 

controlling for  tariff he es ted c fficie t for t fs 

in the ative en w a m ure f tarif n 

inputs was a ded to the p ssoc d co fficien on 

tariffs on inputs remained The k mess is th  ther  is a ge 

degree of heterogeneity to trad beral on a that he effe  of 

                                                 
44 This results sugg sts the need to empe loy th tive ry no l ta te selv

 (2003) report gativ ciatio tw ri s a
ere associa th ta cline is ag m es 

ri

e effec indust mina riff ra s them es 
in empirical work. Fernandez s a ne e asso n be een ta ff rate nd 
productivity. Productivity gains w ted wi riff de s. Th ain e phasis the 
need to employ ta ff rates. 
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tariff reductions depends heavily on th erv d un rve a ist

ndustries (Schor, 2004). 

tilisation had an insignificant impa ty performance.

els of inflation and the real exchang  significant impa

uctivity. However, a real exchange rate e uld increase th

 real 

ction between export output ratio and 

e real exchange rate has a negative and significant impact on total factor 

e obs ed an obse d ch racter ics 

of the i

 

 Capacity u ct on productivi  

Current lev e rate had an in ct 

on prod  depr ciation sho e 

demand for and profitability of traded industries out put. Therefore,

exchange rate changes that stimulate exports and limit imports associate with 

higher total factor productivity. In Zimbabwe, Bjurek and Durevall (1998) report 

that increases in inflation reduced manufacturing total factor productivity, 

explaining the empirical regularity between higher inflation and lower economic 

growth (Miller and Uphadhay, 2000). 

 
The model in Table 21 also allows for interactions between variables in the 

estimation process. A number of interactions were found to be important for 

productivity. The first important block of interactions dealt with openness as 

measured by the export-output ratio. In this block the interaction between export 

output ratio and market shares had a positive and significant impact on 

productivity. Within this block, the intera

th

productivity. The other interaction in this group is between export-output ratios 

and inflation, this interaction had a negative and significant association with 

manufacturing productivity performance. 

 

The second vital block of interactions dealt with openness as measured by import 

penetration. The interaction between import penetration and market share 

impacted negatively on productivity. Within this block, interactions between the 

real exchange rate and inflation with import penetration had positive and 
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significant effects on productivity. The interaction with the tariff measure 

impacted negatively on industrial productivity performance. 

he third category concerns the interplay between machinery and equipment 

ith other measures. In this group, it is only the relationship with the real 

xchange rate variable that had a negative and significant impact on 

anufacturing productivity.  The fourth class of interactions captures the 

ndamental role of the rapport between other variables and intermediates on 

roductivity. The significant associations in this case are between intermediates 

nd market share as well as between intermediates and the real exchange rate. 

he latter had a negative effect while the former has a positive impact on 

roductivity.  

he final group of interactions deals with trade measures and levels of skill 

tensity in industrial sectors, the two associations are significant. It is however, 

e interaction between import penetration and skill intensity that is found to 

ith productivity 

performance. This latter finding may be hay 

and indicates the fundame  of trade in encou g

 To check the robustness of the results in b , t

total factor productivi an urin  ex e ab

 a fixed effects regression framew

 

T

w

e

m

fu

p

a

T

p

 

T

in

th

connect positively and in a statistically significant way w

related to that in Miller and Uphad

(2000) ntal role ragin  the use of 

skilled labour.  Ta le 20 he 

determinants of ty in m ufact g are amin d in T le 

21 in ork. 
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Table 20:  Estimating TFP determinants by m m li od re ion 

Random effects ML reg Dependent Variable TFP 

aximu keliho gress
 

ression: 
Variable Coeff Std. Err. Z P>|z| [95% Conf

Interval] 
icient. . 

Export output ratio 0.7751 0 0.4052 1.140.1887 4.11 0.00 51 
Import penetration ratio -0.6257 0. 3 -1.0384 -0.212105 -2.97 0.00 32 
Market size -0.2639 0.005 -0.4485 0.0941 -2.80 -0.0794 
Machinery expenditure 0.4659 0.1 16 0.08938 2.40 0.0 59 0.0846 
Intermediate imports 1.1152 0 3 0.000 0.7203 1.2014 5.5 .5101 
Tariff 0.0697 0.0169 4.13 0.000 0.0366 0.1028 
Capacity utilisation 0.1677 0.1065 1.57 0.115 -0.0410 0.3764 
Rand real exchange rate -0.0579 0.2179 -0.27 0.790 -0.4851 0.3691 
Inflation -0.8011 1.0747 -0.75 0.456 -2.9075 1.3052 

port output ratio market share 0.0579 0.0114 5.08 0.000 0.0355 0.0802 Ex ×
Export output ratio real exchange rate × -0.1254 0.0363 -3.45 0.001 -0.1967 -0.0542 
Export output ratio × inflation -0.7002 0.1725 -4.06 0.000 -1.0384 -0.3620 
Import penetration ratio ×market share -0.0122 0.0154 -0.79 0.428 -0.0423 0.0179 

port penetration ratio real exchange rate 0.0937 0.0438 2.14 0.032 0.0078 0.1795 ×Im
netration ratio tariff -0.0267 0.0065 -4.09 0.000 -0.0396 -0.0139 ×Import pe

Import penetration ratio × inflation 0.0403 0.1939 2.08 0.038 0.0232 0.7832 
Machinery expenditure×market share -0.0134 0.0128 -1.05 0.295 -0.0385 0.0117 
Machinery expenditure real exchange rate -0.1126 0.0431 -2.61 0.009 -0.1972 -0.0281 ×
Machinery expenditure× inflation 0.0276 0.1969 0.14 0.889 -0.3585 0.4137 
Intermediate import market share 0.0449 0.0146 3.08 0.002 0.0163 0.0735 s ×
Intermediate imports × real exchange rate -0.2331 0.0451 -5.17 0.000 -0.3215 -0.1447 
Intermediate imports × inflation -0.1791 0.1816 -0.99 0.324 -0.5349 0.1767 
Export output  ratio×  skill intensity -0.0616 0.0225 -2.74 0.006 -0.1056 -0.0175 
Import penetration ratio×  skill intensity 0.0458 0.0216 2.13 0.034 0.0036 0.0881 
Constant -0.1462 1.0658 -0.14 0.891 -2.2351 1.942 
/sigma_u 0.0708 0.0149 4.74 0.000 0.0415 0.1001 
/sigma_e 0.1228 0.0037 32.78 0.000 0.1155 0.1301 
Rho= 0.2496 0.0816  0.1190 0.4317 
    
Group variable sector Number of obs 589 
Time variable year Number of groups 28 
Log Likelihood 370.538 LR chi2 (24) 243.44 
Random effects gaussian Chibar2(01) 23.71 
Prob>chi2 0.0000 Prob>=chibar2 0.000 

Source: Estimation resul
Note: Detailed variable defin

ts by the author 
itions are provided in Appendix A.3. 

s in Table 20, the results in Table 21 show that the export output ratio had a 

ustries generated a robust improvement in 

anufacturing productivity. An increased application of intermediate imports 

A

positive and statistically significant relationship with manufacturing total factor 

productivity, while the increase in import penetration had a significant negative 

association with productivity performance. Increases in market size impacted 

negatively on the evolution of manufacturing productivity. A rise in investment 

in equipment and machinery by ind

m

also had a positive and significant impact on total factor productivity. Again the 

tariff variable was significant but wrongly signed. Capacity utilisation had a 
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positive but insignificant impact on the evolution of manufacturing productivity, 

while inflation and the real exchange rate had negative but insignificant impacts 

on the pattern of industrial productivity. 

 
The results for the interactions were also broadly similar. The interaction 

between export-output ratio and market shares had positive impact on industrial 

productivity. The interaction between export output ratios and real exchange 

rate as well as that between the export output ratio and inflation had negative 

and significant associations with manufacturing productivity. The interaction 

between import penetration and tariffs showed a negative and significant 

association with productivity performance. Machinery and the real exchange rate 

interaction had a negative impact on productivity, while the interaction between 

real exchange rate and intermediates associated negatively with productivity. 

Again, the effect of import penetration and skill intensity is found to be positive 

and significant, a similar result to that reported in Table 20. 
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Table 21: Estimating TFP determinants by fixed effects within regression 

Ran

 
dom effects within regression: Dependent Variable TFP  

Variable Coefficient. Std. Err. Z P>|z| [95% Conf. 
Interval] 

Export output ratio 0.8556 0.2122 4.03 0.000 0.4388 1.2725 
Import penetration ratio -0.8196 0.2245 -3.35 0.001 -1.3001 -0.3391 
Market size -0.3385 0.1162 -2.91 0.004 -0.5668 -0.1103 
Machinery expenditure 0.4572 0.1997 2.29 0.022 0.0648 0.0849 
Intermediate imports 1.1171 0.2107 5.55 0.000 0.7566 1.5846 
Tariff 0.0839 0.0201 4.17 0.000 0.0444 0.1236 
Capacity utilisation 0.1471 0.1211 1.21 0.225 -0.0908 0.3851 
Rand real exchange rate -0.0683 0.2223 -0.31 0.759 -0.5059 0.3693 
Inflation -2.0253 1.1266 -1.80 0.073 -4.2382 0.1876 
Export output ratio ×market share 0.0584 0.0135 4.32 0.000 0.0318 0.0849 
Export output ratio × real exchange rate -0.1245 0.0380 -3.28 0.001 -0.1991 -0.0498 

port output ratio inflation -0.6709 0.1848 -3.63 0.000 -1.0341 -0.3077 ×Ex
port penetration ratio market share -0.0109 0.0231 -0.47 0.638 -0.0562 0.0344 Im ×
port penetration ratio real exchange rate 0.0946 0.0448 2.11 0.035 0.0066 0.1825 ×Im
port penetration ratio tariff -0.0308 0.0078 -3.90 0.000 -0.0463 -0.0153 ×Im

netration ratio inflation 0.4226 0.2019 2.09 0.037 0.0259 0.8192 ×Import pe
Machinery expenditure market share 0.0013 0.0154 0.09 0.932 -0.0289 0.0316 ×
Machinery expenditure real exchange rate -0.1210 0.0442 -2.74 0.006 -0.2078 -0.0342 ×
Machinery expenditure inflation 0.1453 0.2057 0.71 0.480 -0.2587 0.5494 ×

rmediate import market share 0.0415 0.0178 2.33 0.020 0.0066 0.0765 Inte s ×
Intermediate import real exchange rate -0.2450 0.0469 -5.22 0.000 -0.3372 -0.1528 s ×
Intermediate import inflation -0.2021 0.1898 -1.07 0.287 -0.5749 0.1706 s ×

port output  rati  skill intensity -0.0929 0.0295 -3.15 0.002 -0.1501 -0.0350 o×Ex
port penetration ratio  skill intensity 0.1010 0.0375 2.69 0.007 0.0272 0.1747 ×Im

Constant 0.3042 1.0967 0.28 0.782 -1.8502 2.4587 
/sigma_u 0.1177  
/sigma_e 0.1243  
Rho= 0.4729 (fraction of variance due to u_i) 
Group variable sector Number of groups 28 
Time variable year Number of groups 28 
R-sq within 0.3910 Corr(u_i,xb) -0.7424 
Number of obs 589 Test that all u_i=0 F(27,537)=4.58 
F(24,537) 14.36 Prob>F 0.000 

Source: Estimation results by the author 
Note: Detailed variable definitions are provided in

 
 

.8 C
 

productivity performance in South African industries. 

how an important association between openness 

exposure to more advanced technologies. The results also show a negative 

 Appendix A.3. 

3 ONCLUDING REMARKS 

Increased trade affected 

The results in Tables 20 and 21 s

measures and productivity. Increased competition in foreign markets through 

export exposure benefits industry productivity. The benefits to productivity arise 

due to pressures for reduction in inefficiency and to lower costs from the 
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impact of import penetration on industry productivity. The estimated coefficient 

shows evidence that some import competing industrial chapters are relatively 

less productive, yielding a negative relationship between import penetration and 

productivity.  

 

The increased import of cheaper intermediate inputs is an important mechanism 

The interaction between imported 

termediates and market share impacted positively on productivity, while that 

with the real exchange rate and inflation impacted negatively on manufacturing 

productivity.  

for industry level productivity gains. The data set has information on imported 

intermediate inputs and industries did differ in the degree to which production 

relied on imported inputs. The effect of intermediate imports on productivity is 

positive and statistically significant.  

 

The results also cast some light on the issue of productivity and technology 

acquisition. Data on machinery and equipment purchases at the industry level is 

employed to estimate this effect. Machinery and equipment investment is indeed 

crucial for productivity gains in the light of trade expansion. The results show 

that machinery investment had positive effects on productivity. 

 

The analysis also models the impact of interactions on productivity. The key 

findings are that the interaction between export-output ratio and market shares 

impacted on productivity in a positive and significant manner. The interaction 

between export output ratios and the real exchange rate had a negative impact 

on manufacturing productivity. The effect of the interaction between export-

output ratio and inflation on productivity was negative. When import 

penetration and tariffs are interacted, there is a negative association with 

productivity. The machinery and the real exchange rate interaction impacts 

negatively on total factor productivity. 

in
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In conclusion, the analysis in Chapter 3 indicates important directions for policy. 

Most significantly, the results suggest positive payoffs for industrial productivity 

of an appropriately managed liberalisation of the external sector. Liberalisation 

of the external sector is good for competition and learning. Learning is available 

through increased access to world class intermediate inputs and technology. The 

ndings also indicate that some macroeconomic variables interact with trade 

policy measures to affect industrial performance. In terms of future research 

 

 

fi

directions, it would be interesting to examine the issue of productivity at a much 

lower classification level than the three digit categorisation. Such research should 

employ plant level rich data sets that were generated by the manufacturing 

censuses of 1991, 1993 and 1996 to examine issues related to trade, industry 

concentration and efficiency in South Africa as has been implemented in Ivory 

Coast (Harrison, 1994). 

 

After examining the issue of trade and productivity in Chapter 3, the impact of 

trade on derived labour demand is investigated in Chapter 4. While this issue is 

of critical significance, relatively few studies in Africa have examined this 

problem. Using South African trade and industrial data sets, an attempt is made 

to shed some light on these issues. 
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CHAPTER 4 

 

TRADE AND LABOUR DEMAND IN MANUFACTURING 
 

4.1 INTRODUCTION 
 

There are relatively few studies analysing the effect of trade-induced shifts in the 

composition of employment in developing countries, in general, and in their 

manufacturing industries, in particular. Yet, growth in trade and increased

foreign competition exact important effects on the economy. Trade may affect the 

efficiency with which firms use factors of production, such as labour, as well as 

the distribution of output within a sector between more and less efficient firms. 

 

he backdrop, however, is that the net effect of trade liberalisation on 

                                                

T

employment in manufacturing is not agreed a priori45 (Wacziarg and Wallack, 

2004:3).  

 

Since employment issues are of critical importance in South Africa’s 

manufacturing sector, the direct investigation of the impact of international 

competition on labour demand is required to meet needs in both academic and 

policy circles. Some effort in this direction is found in Gunnar and Subramanian, 

(2000), Petersson (2002) and Moolman (2003), among others. These studies 

succeed in revealing some important informative regularities; however, most 

other previous attempts ignored the role of trade or used highly aggregate data 

for analysis. In this study, a break with these past methodological tendencies is 

made. In addition, by relying on micro level data, the hope is that the substantial 

variability among industries that is resident within the three digit sectors will be 

 
45 A discussion of the plusses and minuses is provided in Section 4.2 of the study. 
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exploited. The contribution of this investigation, therefore, lies in using 

longitudinal South African manufacturing industries data to generate more 

actable and robust results. This approach allows for the control of industry 

 

sults are provided in Section 4.5, which is followed by concluding comments in 

ts of free trade, on the other hand, argue that free trade 

xport markets resulting in greater demand for products, greater 

tr

specific factors at the disaggregated level, in order to uncover the impact of 

competition on labour demand. Most importantly, the analysis employs data on 

imports by origin concorded to the industrial chapters, representing one of the 

first attempts to emphasise the issue of concordance in the analysis of the effects 

of trade on labour demand in South Africa. The issue of concordance is not trivial 

as it is important to tie imports directly to the industries in which the impact of 

trade on employment is being investigated. 

 

This chapter provides empirical estimates of the impact of trade on derived 

labour demand in South Africa. Initially, it discusses literature relevant to labour 

demand and trade analysis in Section 4.2. The empirical specification is 

presented in Section 4.3. The data investigated is discussed in Section 4.4. The

re

Section 4.6. 

 

4.2 TRADE AND LABOUR DEMAND  
 

Opponents of free trade argue that lower production costs and fewer regulations 

in foreign countries allow foreign firms to out-compete domestic producers. In 

this vein, trade liberalisation has substantially aggravated the employment 

situation, because higher imports have caused job losses in South Africa (ILO, 

1999). In other words, trade expansion leads to less domestic output and fewer 

domestic jobs. Proponen

expands e

domestic production and more jobs. The interest groups that are for and against 
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liberalisation appear to agree that it leads to labour displacements of some form. 

Davidson, Martin and Matusz (1999:272) suggest that such arguments are 

misguided and appear to propose that debate should instead focus on the impact 

of trade on factor markets. It is, for example, argued that trade expansion leads to 

an increase in labour demand elasticities and as a result places labour markets 

under increased pressure. Rising labour demand elasticities matter because 

higher elasticities can trigger more volatile responses of wages and employment 

to any exogenous shocks to labour demand (Krishna, Mitra and Chinoy 2001:392, 

Slaughter, 2001:29). 

 

In the classical model, movements of labour and capital across sectors allows 

countries to reap the benefits of trade openness. In this paradigm, trade gains 

obtain from the reallocation of resources towards sectors offering comparative 

vantage. In the Ricardian model, comparative advantage is a result of relative 

Ohlin vintage, 

 is due to varying relative factor endowments (Wacziarg and Wallack, 2004:4). 

ther factors. For the developed countries, 

ere should be a widening gap between unskilled and skilled relative wages.  

The Heckscher-Ohlin-Samuelson framework provides a clear prediction 

regarding the effect of trade on employment across sectors. Trade liberalisation 

export sector expands along with employment in that sector. Trade redistributes 

employment from the import substitute sector to the export sector. Empirical 

ad

technological differences across countries, while in the Heckscher-

it

In a simple Heckscher-Ohlin-Samuelson (H-O-S) model of comparative 

advantage, trade leads to a reallocation of resources and to production 

specialisation in those sectors that intensively use the country’s most abundant 

factor. For developing countries, the model predicts output shifts towards low-

skill labour intensive goods, increased demand for unskilled workers and an 

upward shift in their wage, relative to o

th

 

contracts the import substitute sector, reducing jobs in that sector, while the 
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evidence appears to contradict this prediction in many developing countries 

(Bussolo, Mizala and Romaguera, 2002:640). It is recognised that the HOS 

amework needs to be adjusted in the context of intra-industry trade (IIT), 

ments, because economic integration 

llows countries to exploit increasing returns to research and development 

fr

because a large part of trade is between countries with similar factor 

endowments trading in products that are vertically or horizontally differentiated. 

The analysis then needs to adjust for expansions and contractions that occur 

within industries. More fundamentally, it is argued that technical change affects 

IIT sectors more than the non-IIT sectors, because more product and process 

innovation occurs here. The sensitivity of IIT industries may, therefore, be 

greater in the sense that the adjustment to trade occurs more rapidly 

(Greenaway, Hine and Wright, 1999:488). 

 

New trade theory also posits sectoral labour shifts as a result of increased trade. 

For example, models with increasing returns to scale suggest that trade 

liberalisation may lead to agglomeration of production (Krugman, 1995). 

Grossman and Helpman (1991) indicate that trade policy openness facilitates 

transmission of technology. Labour reallocation, for example, occurs with a 

reduction in trading frictions, especially when technological transmission affects 

sectors differently. Another class of models suggest that the effects of 

liberalisation need not involve labour move

a

activities, yielding dynamic productivity benefits that need not stem from 

changes in specialisation patterns. In a nutshell, gains from trade are possible in 

the absence of intersectoral factor movements (Wacziarg and Wallack, 2004:2,3). 

 

Experience in industrialised countries has seen a large fall in employment 

amongst the unskilled workers, while that for skilled labour has risen. Wage 

levels for skilled workers have increased in relation to those of unskilled 

workers, a development consistent with the Stolper-Samuelson theorem 
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(Deardorff, 1994). This development is explained by the shift towards skill-biased 

technological growth and expansion in international competition. It should be 

pointed out that examinations of the impact of trade on labour markets in the 

context of the Heckscher-Ohlin theory has focused primarily on developed 

country contexts (Krugman, 2000, Milner and Wright, 1998,  Leamer, 1998 and 

Sachs and Shatz, 1994).  

 

While the Stolper-Samuelson and Heckscher-Ohlin theories hold in the long run 

in the degree of liberalisation across sectors, differences in the types 

f non tariff barriers across industries and differences in the level of organisation 

f labour across the manufacturing sector. These factors affect the extent to 

hich the impact of trade liberalisation as predicted the Heckscher-Ohlin theory 

ay hold in real life (Fedderke et al 2003). In view of this discussion, Section 

ade on derived labour demand in manufacturing. 

content approach, the growth accounting approach and an eclectic regression 

equilibrium, real world processes seldom reflect pure equilibrium states. Any 

empirical application of these theories must therefore take into consideration the 

dynamic adjustment to equilibrium that is an important aspect of the impact of 

trade on derived labour demand (Pesaran and Smith, 1995). In addition, theory 

implicitly presumes that the impact of trade liberalisation is uniform across 

industries. There are many reasons as to why the impact of trade liberalisation 

may actually differ across manufacturing sectors. Some of these reasons include 

differences 

o

o

w

m

4.2.1 looks at the approaches that have been employed to unravel the impact of 

tr

  

4.2.1 Approaches to the study of effects of trade on employment 
 

At the empirical level, three main approaches have been used to evaluate the 

impact of trade on employment in manufacturing (Sakurai, 2003:2 and 

Greenaway, Hine and Wright, 1999:489). These approaches include, the factor 
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framework based on static or dynamic labour demand equations. Each of these 

approaches is discussed below, in turn. 

loping countries would lead to a loss of 

bs. Other investigations following this line, such as Wood (1994), have been 

f the effect was not very large. 

 

4.2.1.1 The factor content approach 
 

In the factor content trade approach, trade in goods is interpreted as trade in 

factor content, which is embedded in the traded goods. This approach provides a 

link between changes in factor content trade as changes in relative factor prices 

(Deardoff and Staiger, 1988). In the factor content variant, estimates are made of 

the labour required to produce a given amount of exports or the amount of 

labour being displaced by a given amount of imports.   

 

Most of the earlier evidence based on factor content trade finds that trade 

induced variations in labour demand by skill are not sufficient to account for the 

actual movements in relative wages. Even work comparing relative product 

price changes to relative wage changes concludes that the role of trade is 

negligible. Sapir and Schumacher (1985) argue that since imports and exports of 

European Union and other OECD countries have similar labour contents, an 

expansion in trade would have minor effects on employment, although trade 

between the European Union and deve

jo

criticised for assuming, in their analysis, that similar technologies of production 

are used both in the north and south. Cortes and Jean (2000) and Krugman (1995) 

also conclude that the labour market impact of trade with developing economies 

has been modest. Sakurai (2003:2) calculates the factor content of trade embodied 

in Japanese exports and imports in order to estimate the effect of trade on 

employment and the wages of skilled and unskilled labour. He finds a negative 

effect of increased trade on the Japanese manufacturing labour market, but the 

magnitude o
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One of the limitations of the factor content analysis is that it is based on the 

assumption of competitive labour markets. The impacts of state regulations, 

unions, collective bargaining and institutional rigidities are ignored. However, in 

the era of increased globalisation, the patterns of economic growth and 

employment will depend upon domestic labour market conditions. Empirical 

evidence indicates that labour market regulations do interact with expanded 

trade (Bussolo, Mizala and Romaguera, 2002:664). Krishna, Mitra and Chinoy 

(2001:393) also suggest that the linkage between greater trade openness and 

labour demand may be empirically quite weak. This could be explained by the 

fact that most analyses ignore the impact of a variety of frictions affecting firm 

labour demand decisions. In particular, the inflexibility of industrial labour may 

be due to regulations affecting minimum wages or contractual wage agreements. 

Even state regulations, union collective bargaining or other institutional 

rigidities, can make labour market adjustment induced by trade policy behave 

rather differently.  

 

Milas (1999: 149) alludes to the view that employment and wage inflexibility are 

also caused by large firing and hiring costs, the threat of strikes and the role of 

unemployment benefits. In short, the labour market does not behave according 

to the perfectly competitive paradigm (Bussolo, Mizala and Romaguera, 

2002:640). Market rigidities, in practice, tend to extend the duration of 

nemployment when certain skills become obsolete. Shortages of labour with 

 in some sectors (Petersson, 

002:241).  

 

 

 

 

u

relevant skills may also hamper export expansion

2
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4.2.1.2 The growth accounting approach 
 

In the growth accounting variant, sources of employment are decomposed into 

domestic demand, trade and productivity elements. It is also generally found 

that trade factors have played only a minor role in job losses and productivity 

growth has been the main factor displacing labour in the short run. However, 

Gregory and Greenhalgh (1997) recover, using this approach, a positive gain in 

employment from trade changes, especially for financial services and primary 

and extractive sectors, but a loss for the manufacturing sector in the United 

ingdom.  

 Jean, 

000). Caves and Krepps (1993) also show the existence of pro-competitive 

production (Neven and Wyploz, 1996). 

 

K

 

The problem with the growth accounting approach is that components of 

employment change, namely domestic demand, trade and productivity are 

assumed to be independent (Greenaway et al, 1999). These components may, 

however, not be independent. For example, if imports stimulate faster 

productivity growth then it is possible that secondary effects due to trade are not 

being picked up by this method. In addition, trade induced productivity growth 

might be stimulated via various channels. For example, evidence is available that 

growth in trade is linked to growth in labour productivity (Cortes and

2

impacts of trade on technical efficiency. In the same vein, Bussolo, Mizala and 

Romaguera,  (2002:240) and Borgas and Ramey (1994) emphasise the effect of 

domestic labour market conditions and point to a role for reduced rents and 

unionised labour employment. Feenstra and Hanson (1996) show that trade 

expansion may result in relocation abroad of most labour intensive stages of the 

production processes. In addition, in an environment of increased competition 

from imports, firms adopt defensive changes in output prices and techniques of 
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Leamer (1994) argues that the growth accounting approach is flawed in a 

fundamental way; trade is not capable of explaining changes in aggregate 

employment, since employment in the tradable sector is derived as a residual, 

after adjusting for factor supplies and factor demands by the non-tradable sector 

as well as adjusting for technology. The growing globalisation of the world 

economy is, according to Leamer, the critical issue. Attempts to apportion 

relative importance to either trade or technology are, therefore, likely to be 

irrelevant.   

 

The growth accounting variant also does not adequately explain the impact of 

advanced countries, such as those in the European Union, should, therefore, 

expand intra-industry trade in a few sectors, producing differentiated and skill-

intensive products. This kind of specialisation may suggest a continuation of 

increased trade on labour demand in manufacturing in the light of intra-industry 

trade. An increase in intra-industry trade or the exchange of essentially similar 

products creates relatively low-trade induced adjustment costs and can facilitate 

further trade liberalisation (Greenaway and Milner, 1986). Intra-industry trade 

brings smaller adjustment costs than a concentration of production to a few 

sectors in line with comparative advantage. Wage flexibility and the ability to 

reallocate labour within, compared to between, sectors determines whether 

adjustment would be smoother due to intra-industry, as opposed to inter-

industry trade. Labour requirements are more similar under intra-industry trade, 

which involves the exchange of goods with similar production techniques, than 

between industries, because less retraining will be required and labour can 

transfer with ease (Petersson, 2002). The result is that there will be smaller effects 

on the distribution of incomes between labour, varyingly skilled, and capital. 

Under intra-industry trade, the distribution of manufacturing employment 

across regions and countries is likely to be similar. Deepening integration with 
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weak trade-induced employment creation in South African manufacturing 

(Petersson, 2002). 

 

4.2.1.3 Labour demand in a regression framework 
 

The regression approach essentially employs regression techniques that are 

implemented within the context of either static or dynamic46 labour demand 

equations. Greenaway, Hine and Wright (1999:491) using the dynamic variant, 

nd that, when trade is introduced, increases in trade volumes, both in terms of 

exports and imports, cause reductions in the level of derived labour demand. 

 

eased labour efficiency in the firm. 

creased import penetration induces the elimination of x-inefficiency and the 

rowd out domestic jobs, but seem to accompany booming sectors. 

 

fi

Disaggregating imports by origin provides supportive evidence for a positive

relationship between openness and incr

In

take up of new technology.  

 

Gunnar and Sabramanian (2000:29), using a static analysis with South African 

data, show that employment tends to fall less in the sectors where tariffs are 

reduced more aggressively. Their result questions the argument that trade 

expansion could aggravate the unemployment problem, as firms might reduce 

the workforce to remain competitive. Correlation analysis conducted in a static 

framework by Petersson (2002:258) also appears to suggest that employment 

changes were positively correlated with increased exports and imports. This was 

specifically more so with imports than exports, suggesting that increased imports 

do not c

In most of the Turkish industries considered by Krishna, Mitra and Chinoy, 

(2001), the hypothesis of no relationship between trade openness and labour 
                                                 
46 The bulk of the regression approaches have used the dynamic models of labour demand to 
account for labour market adjustment as well as quantify the poss
may result from more efficient use of labour. 

 
ible employment losses that 
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demand elasticities could not be rejected, a finding that was robust to changes in 

ork, or those based on surveys of firms, found that 

increasing trade, especially increasing imports from developing countries, had 

some negative impact on t e 

 using a longitudinal data set of manufacturing industries47 and 

controlling for industry specific factors,  

changes on Japanese employment. In this study, a substantial share of the decline 

age employment was accounted for by intensified import competition; 

furthermore, employment sensitivity increased with import share. 

 developing countries. For example, in 

Brazil, Singapore and Peru they found no relationship between a sector’s imports 

specification. Results from Japan also provide conflicting conclusions on the 

impact of increased trade on employment in firms; for example, Sakurai (2003:19) 

suggests that the effect of increased trade on the Japanese manufacturing labour 

market was not very large. However, studies that link Japan to other countries in 

a cross-industry framew

he employment and the wage levels of Japanes

manufacturing labour (Higuchi and Genda, 1999). Furthermore, Tomiura 

(2003:120)

finds a significant impact of import price

in aver

 

Empirical evidence of the effects of trade liberalisation on labour demand 

remains mixed. Levinsohn, (1999: 322) opens this debate by indicating that both 

job creation and destruction are possible, because jobs can be simultaneously 

created or destroyed in both expanding and contracting industries. Roberts and 

Tybout (1996) find that industry exit and entry do not increase with import 

competition, once demand shocks are controlled for. Papageorgiou et al (1991) 

uncover few relationships between trade liberalisation and transitional shifts in 

employment in nineteen liberalisation episodes that they examine over various 

periods ranging from 1960 to 1979 in

                                                 
47 A criticism has been levelle gainst using industry leve ta because this means focusing on 
net employment changes. If fect of trade liberali is to reallocate jobs within an 

d a l da
 the ef sation 

industry leaving the net employment about the same, industry-level data will be unable to detect 
this reallocation. One may then erroneously conclude that trade had little to no impact on jobs. 
See Levinsohn (1999). 
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and employment change. In the Philippines, evidence indicated that import 

liberalisation could be linked to a fall in employment in only one of the 

decontrolled sectors. It was only in Chile that the impact of liberalisation on 

manufacturing employment varied by sector, with export sectors expanding and 

import competing sectors contracting, though net employment increased. Such 

variations in results have been explained as resulting from r

markets. Indeed, it has been posited that sluggish labour market response to 

liberalisation is due  imperf t competition. Currie and Harrison (1997) 

 firms adjusted to trade reform by 

t permits the use of concorded, but 

ted, data on trade-intensity. More specifically, the impact of trade can 

estrictive labour 

trade to ec

document the case of Morocco, where many

reducing profit margins and raising productivity rather than laying off workers. 

In other countries, trade reform could generate a limited impact on employment, 

because the patterns of labour market regulations made it difficult to fire 

workers. 

 

4.3 ECONOMETRIC SPECIFICATION  
 

4.3.1 The analytical framework 
 

Empirical evidence shows that evaluating the impact of trade on employment by 

relying either on the factor content, or the growth accounting approaches, 

generates limited evidence, if any, of the direct effects of trade on employment. 

Available evidence also suggests that the impact of trade on derived labour 

demand can be modelled in a context tha

disaggrega

be discerned using a data set that allows categorisation of imports by country or 

region of origin. This approach facilitates a recovery of the effect of trade on 

technical efficiency in manufacturing. A simple model that incorporates a profit 

maximising firm in the context of a Cobb-Douglas production function of the 

form:   
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βαθ
ititit nkAy .=         (28) 

is built, where y denotes the firm’s real output level, and  denote 

homogenous inp  of capital

k n

uts  and labour, respectively. In equation (28) 

variablesα  and β represent coefficients of factor shares and θ provides for 

factors altering the efficiency of the production process.  

 

A profit maximising firm employs labour and capital at levels in which the 

al revenue product of labour is equated to the wage  and the marginal margin w

revenue product of capital equals its user cost r  (Sapsford and Tzannatos, 1993: 

150, and Hamermesh, 1986: 431). Ignoring capital, a firm’s output is given by 

expression (29), below: 

β
α

θ

β
α

it
iit

it n
r
wn

Ay ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=       (29) 

Taking logs to linearise the above expression yields a firm’s derived labour 

demand: 

( )itit y
r
w lnlnln 210 σσσ +⎟
⎠
⎞

⎜
⎝
⎛+=∗      (30) 

where ⎟
⎠

⎞
⎜
⎝

⎛
+

−+
βα

βαααθ lnlnln
0

A
( ),⎟⎜−=σ

βα
ασ
+
−

=  and 1 ( )βα +
1

2

The negative sign on 1

σ =  

σ implies that an increase in the price of labour relative to 

the price of capital results in a decrease in the firm’s labour demand. Technical 

efficiency, as well as the rate of technology adoption, is assumed to increase over 

me. As the labour force increasingly familiarises with installed technical 

prove. In this framework, increases in x-efficiency 

ill be correlated  trade expansion because it is assumed that more 

technology becomes a ailable with increased trade. The estimating equation in 

Sub-section 4.3.2 has to account for the of impact of trade on technical change. In 

line with Greenaway et al (1999: 491) parameter , in the production function, 

varies with time in the following way: 

ti

equipment its efficiency will im

w with

v

A
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( ) ( ) 210 δδδ
itit

T
it exmzeA i= ,  where 0,, 210 〉δδδ     (31) 

where T is the time trend, import penetration )(mz is equal to imports ( )z divided 

by domestic demand48 ( )d , and export share )(ex is measured as the ratio of 

exports ( )x to output ( )y . Since trade expansion implies increased competition 

from imports in the domestic market or   greater exposure of exports to the

international market, it implies that there will be induced efficiency effects in the 

use of the labour input. In this framework, a general formulation, in which an 

industry’s labour demand is affected by trade shares, can be given as:  

itititit
wln 0
⎞⎛∗ y

r
exmzTn lnlnlnln 21210 σσφφφσ +⎟

⎠
⎜
⎝

+−−−=  (32) 

with ( ) ( )
βα
ααασ −

−=∗ lln
0

βn ; 
+ 00 φδφ = ; 11 φδφ = ; 22 φδφ = ; ( )βα

θφ = . 
+

 

Labour demand is inherently dynamic in nature and panel data has the 

dvantage of allowing for the dynamics of labour adjustment. A dynamic 

e f

      

a

specification is preferred, because labour demand fluctuations can also be 

influenced by a number of factors such as seasonality, the business cycle, plant 

level idiosyncratic shocks as well as adjustment costs associated with hiring, 

training and firing. The factors causing labour demand fluctuations affect 

adjustment costs, which drives a wedge between the wages paid to labour and 

the marginal product. The existence of these costs implies that a firm’s demand 

for labour depends not only on current exogenous factors but also on the initial 

level of employment and the expectations about th  future level o  such factors, 

making the employment decision rule a dynamic problem (Dutta, 2004: 236). To 

properly capture the impact of adjustment costs, it is important to relate current 

to past levels of employment in industries. 

 

                                           
48 Domestic demand is defined as value of output of domestic industries plus value of imports. 
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One method of recognising adjustment costs is to distinguish between desired 

and actual levels of employment, ∗
tnln and tnln  respectively. Because of the 

existence of adjustment costs, only some fraction of the adjustment required to 

bring existing employment up to the desired level will be achieved during a 

single period. In a partial adjustment model, only some fraction, say λ ,of the 

desired employment change is achieved during the current time period. This 

dynamic adjustment mechanism can be stated as: 

( )11 lnlnlnln − =− nn π −
∗ − tttt nn       (33) 

where . Substituting (33) into (32) and rearranging, an expression for the 10 ≤≤ π

determinants of actual employment is generated as: 

13212100 −
∗

⎠
⎞

⎝
⎛

ititititit r
w

where ( )

lnlnlnlnlnln ++⎟⎜+−−−= nyexmzTn σσσφφφσ  (34) 

πσ −= 13  

Large values of π imply rapid adjustment, while low values imply slow 

adjustment.  The adjustment costs associated with the employment decision rule 

makes it possible for the level of employment to deviate from its steady state 

when adjustment to equilibrium is occurring. Again, if the employment measure 

is an aggregation across workers with differing adjustment costs, an additional 

g structure may be necessary to allow for the effects of labour heterogeneity49 

5) and Alonso, (2004:477) show that industries 

isplay significant rigidities in labour adjustment and the degree of adjustment 

la

(Nickell, 1986). Dutta (2004: 23

d

differs between industries as well as between types of labour, which is reflected 

in divergent persistence profiles. Furthermore, justification for a longer lag 

structure may be necessary if serially correlated technology shocks are present. 

Lags may also be justified in the labour demand function, once bargaining 

                                                 
49 Some empirical studies explicitly recognise the heterogeneity of labour types and account for 
this by specifying and estimating separa  of 
workers. This may be imp rtant because theoreti
of quasi-fixedness of different types of labour as in Alonso, (2004) 

te labour demand equations for different categories
o cal arguments highlight the differential degree 
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considerations are taken into account to capture sequences of bargaining or 

expectations f mation ab ). 

The employment equation needs to capture the impact of adjustment in derived 

labour demand. The adjustment dynami

lagged dependent variable among the regressors (Baltagi, 2001:129; 

hn et al, 2000).  

      ( )  

where consists of forcing var n, 

these include variables such as the extent of foreign competition, the degree of 

arket power, the level of import or export penetration for an industry and the 

or out future wages on output levels (Hamermesh, 1993

 

4.3.2 The estimating equation 
 

cs are normally characterised by the 

presence of a 

A

itittiit xnn µβδ ++= −1,lnln 35

iables which affect the efficiency of productioitX  

m

level of competing imports by place of origin. Assuming a two-way error 

component model, 

ittiit νληµ ++= ,       (36)  

where  is the time effect common to all industries, tλ iη  is the permanent but

unobservable, industry specific effect and 

 

itν  is the remainder of the error term.  

gressions fo

characterised by

due to the presence of a lagged dependent variable among the regressors. The 

second is the individual effects that characterise the heterogeneity among 

individuals. Inclusion of a lagged dependent variable makes the OLS estimator 

biased and inconsistent in estimating the coefficient of the dependent variable. 

Even the fixed effects estimator based on the within transformation will still be 

 

Dynamic panel data re of the rm represented in (35), above, are 

 two sources of persistence over time. The first is autocorrelation, 

biased and inconsistent for a typical panel where N is large and T  is fixed. The 

random effects GLS estimator is also biased in a dynamic panel data model. 
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While, the instrumental variable (IV) estimation method is  consistent, it does not 

necessarily generate efficient estimates of model parameters. Ahn and Schmidt 

(1995), show that the IV estimator does not make use of all the available moment 

conditions and does not take into account the differenced structure of the 

residual disturbances.  

 

Arrellano and Bond (1991) proposed a generalised method of moments (GMM) 

procedure to tackle the above problem. This procedure requires additional 

gonality conditions that instruments that can be obtained by utilising the ortho

exist between lagged values of the dependent variable and the disturbances.  The 

generalised method of moments in Arellano and Bond (1991:288) employs 

differences, rather than levels, for instruments dated 2−t and earlier, as in 

equation (37) below. 

( ) ( ) ( ) itttittitiit XLnnn νηλβαα +++++= −− 2211 lnlnln    (37)  

The remainder of the variables are as earlier defined, X  is the vector that 

contains explanatory variables and ( )Lβ  is a vector of polynomials in the lag 

operator. Allowance for a distributed lag structure for the independent variables 

may be necessary, because it is difficult to impose a common evolution for 

mployment following changes in the explanatory variable. This allowance, in 

 

4.3.2.1 The moment conditions 
 

The Arrellano and Bond (1991) generalised method of moments (GMM) 

procedure is more efficient than the Anderson and Hsiao (1982) estimator. The 

rationale for the procedure is that if the orthogonality conditions that exist 

e

essence, provides for the lack of clarity regarding the source of the dynamics in 

the employment equation. In a dynamic setting, a baseline differenced 

employment equation is recommended, so that the industry specific effects are 

transformed out.  
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between lagged values of itn and the disturbances itv are utilised, additional 

instruments can be obtained in a dynamic panel mod ssuming  is a vector 

f explanatory variables and the labour demand equation is represented as: 

el. A  itx′

o

itittiit xnn µβδ +′+=      vitiit−1, +=ηµ      (38) 

To get a consistent estimate of δ it implies the following moment conditions 

( ) 0=∆ −sitit nvE  2≥s        (39) 

Where ∆ is the first difference operator. These conditions imply that values of the 

dependent variable lagged two or more periods can be used as valid instruments 

in the first difference equations. Condition 39 may be expressed as 

( ) 0=∆′ ii vZE where ( )′∆∆=∆
iiTii vvv ,.....,3 is a vector and iZ is a matrix of 

instruments. 

 

⎤⎡ 1 0in

⎥
⎥

⎢
⎢ O

⎥
⎥

⎦

⎢
⎢

⎣

=

−2,1

21

,...,0

,

Tii

ii
i

nn

nn
     (40) 

rellano a  (1991) suggest that it is possible to exploit the exogenei

umption e or all of the explanatory variables outside the 

endent For example, the e predetermined such that 

o other e, then  

Z

 

Ar nd Bond ty 

ass  regarding som )( itx

dep variable.  if ) ar( itx

⎟
⎠
⎞⎜

⎝
⎛ ′′( isit vxE ) for ts p  and zer wis  only0≠ ′

−11 .,, isi xx   valid

t ced equation for period re trictly

2 ,...ix are  

instrumen s in the differen . If )( itx a  s  s

exogenous such that ( ) 0=isit vxE  for st, , then it is possible for all the 

21 ⎟
⎠
⎞⎜

⎝
⎛ ′′′ xxx ,....,, to be used as valid instruments for all the equations. This 

suggests that it is possible for explanatory variables to include a combination of 

both predetermined and strictly exogenous variables. This estimator can be 

iTii
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further utilised by replacing v∆ with the differenced residuals obtained in the 

one step consistent estimator to obtain a two step Arrellano and Bond (1991) 

GMM estimator (Baltagi, 2001:132).  In essence, the Arrellano and Bond (1991) 

approach uses lags of endogenous variables as instruments and is efficient, 

because it expands the instrument set as the panel progresses and the number of 

otential lags increases50. The resulting estimated equation would be unbiased, 

hile consistent estimates of t egression coefficients will be generated, so long 

ferenc  e gher order serial correlation. It is 

ded that if the validi ns ument set emplo ed is to b  relied 

eck for ser rel be  th ruments nd the residuals 

el should pl ed  th an t

PTIVE STATISTICS 

he 

ree digit  SIC level to determine the originating region from which, the 

tronger efficiency effects emanated.  

p

w he r

as the dif e equation is fre of hi

recommen ty of the i tr y e

upon, a ch ial cor ation tween e inst a

from the mod  be im ement  using e Sarg est51.  

 

 4.4 DATA AND DESCRI
 

A data set of South African manufacturing industries from 1988 to 2002 is 

available at the three digit level of disaggregation making it possible to 

implement dynamic labour demand equations. For this sample period of 

concorded data,  a longitudinal data set of 420 observations (28 industries in 15 

years) at the three-digit level is used. This detailed data set is important for an 

appreciation of the response of South African employment to international 

exposure and competition. The analysis incorporates imports by origin at t

th

s

 

                                                 
50 It should be pointed out that this GMM estimator that exploits only the orthogonality 

alid st diff  eq can ited. It ot all the 
identification of ti arian le ef nd it sn’t ta nsid the 

ondition  for s in 
1964) tests fo absen econd r serial co on in th  di ced 

 results of st sh  repo  Doorni 001). 

conditions v for fir
me inv

erenced
t variab

uations 
fects a

 be lim
 also doe

does n
ke into co

ow for 
eration 

orthogonality c s valid equation levels. 
51 Sargan ( r the ce of s  orde rrelati e first fferen
residuals. The  this te ould be rted see k et al (2
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The data set that i ploye spec ly assem  using ive of 

 integrated database of industrial, 

bour and trade statistics. The panel consists of 28 manufacturing industrial 

igit ISIC level of aggregation, from 1988 to 

002. The data contains information on inputs, output, industry characteristics 

he key variables are  which is the total number of employees in each 

dustry; is the average real wage in each industry; 

s em d is ifical bled  a d rsity 

sources to allow for the construction of an

la

sectors corresponding to the three d

2

and a number of policy variables.  

 

T N

is real output in each in W Y

industry; import penetration MZ is equal to imports divided by domestic 

demand, and export share EX is measured as the ratio of exports to output. For 

the origin of imports, the analysis concentrates on five regions: America, Europe, 

Asia, Oceania and Africa. Table 22 shows the summary statistics for the variables 

used in the employment analysis. Imports from Europe are the most important, 

followed by those from Asia and the Americas. Some industries are very open to 

imports, recording a maximum export to output ratio of 96.5 per cent. The 

average market share in the industrial sector is 3.6 per cent, while largest sector 

represents 15.9 per cent of domestic sales.  

 

Table 22: Summary statistics for employment variables 
 
Variable Definition Obs Mean SD Minimum Maximum 
N Number of Employees 644 51948.0 43619.0 2092.0 207068.0 
Y Output 644 11608.3 10168.7 928.7 58197.1 
W Real wage 644 49246.3 24431.2 16359.6 178821.2 
K Capital 644 5653.3 8786.9 96.5 56357.3 
Ex Export output ratio 644 14.5 14.9 0.2 76.5 
Mz Imports penetration ratio 644 21.2 18.4 0.4 96.5 
Ms Market share 644 3.6 3.2 0.2 15.9 
africa_mz Imports from Africa 420 59.0 85.4 0.0 741.5 
america_mz Imports from America 420 593.9 1030.3 2.7 7503.3 
Asia_mz Imports from Asia 420 898.1 1613.5 0.0 12600.0 
europe_mz Imports from Europe 420 1745.9 3311.9 5.7 26700.0 
oceania_mz Imports from Oceania 411 82.0 280.3 0.0 3154.2 

Notes: Variables measured in millions of Rand.  
Source: www.reservebank.co.za, www.statsa.gov.za, www.tips.org.za, http.trade@easydata.co.za, 
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As part of the exploratory data analysis, an investigation of the correlation 

between variables in our employment function is implemented. This is to gain 

some initial view regarding the types of associations that may obtain between the 

ariables of interest. Both parametric and non-parametric tests of hypothesis are 

Table 23:  Correlation between employment and determinants 

v

computed. Table 23, shows the results of the non-parametric covariance matrix 

for labour, output, real wages, capital input, export pressure, import penetration 

and market share. The results show that employment, output, capital input and 

market share are positively correlated, while employment, real wages, export 

pressure and import penetration have a negative association.  

 

 
Employment Employment Total 

output 
Real 
wages 

Capital 
stock 

Export 
pressure 

Import 
pressure 

Market 
share 

Employment 1.0000       
Output 0.7120 1.0000      
Real wages -0.4038 0.1876 1.0000     
Capital stock 0.5075 0.8219 0.2206 1.0000    
Export pressure -0.1129 0.0533 0.1060 0.1406 1.0000   
Import penetration -0.1355 0.0346 0.1536 0.2255 0.5365 1.0000  
Market  share 0.6901 0.9207 0.0725 0.8046 0.0273 0.0400 1.0000 

Note: Computed by the author 
Source: : www.reservebank.co.za, www.statsa.gov.za, www.tips.org.za, http.trade@easydata.co.za 
 

Table 23 presents the non-parametric test results. The results show that 

mployment and output, capital stock and market share have strong and e

significant positive correlation while employment and export pressure as well as 

import penetration have a significant negative association. This is an early 

indicator, although not necessarily a confirmation, of the efficiency effects on 

labour that arise due to increases in trade volumes. The test results in Table 24, 

are relevant, in the sense that they confirm whether the computed correlation 

between variables is actually statistically significant at the conventional levels. 
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Table 24: Non parametric tests for employment and its determinants 
 
Employment Total 

output 
Real 
wages 

Capital 
stock 

Export 
pressure 

Import 
pressure 

Market 
share 

Spearman’s rho 0.6827 -0.3771 0.4975 -0.1674 -0.2016 0.6984 
Prob > |t| 0.000 0.000 0.000 0.000 0.000 0.000 
Kendal’s tau-a 0.4928 -0.2577 0.3344 -0.1106 -0.1358 0.4985 
Prob > |z| 0.000 0.000 0.000 0.000 0.000 0.000 
Note: Spearmans and Kendall’s statistics computed using stata software 

urce : www.statsa.gov.zaSo , www.tips.org.za, http.easydata.co.za 

.5 ECONOMETRIC RESULTS 

he results are presented in two parts. The first part describes the estimated 

quations while the second presents the interpretation attached to the results. 

.5.2 Labour demand equation results 

he results of the estimation exercise are presented in Tables 25, and 26 below. 

he first table reports the baseline regression. In the baseline specification, 

erived labour demand is a function of real output, real wages and market size. 

his model is augmented by the impact of trade volumes and some interactions 

etween trade and wage effects. However, because the literature suggests that 

ere are some reasons to believe a priori that origin of imports may matter, this 

ffect is also investigated. The main trading regions are divided into the 

mericas, Europe, Asia, the rest of Africa and Oceania. The impact of region of 

rigin on derived labour demand is investigated in Table 26. 

mand in South 

nufacturing are reported. In lumn 2 of this Table, where the results 

from regression 1 are presented, output and wages have the expected impacts. 

rease in output leads to a r the level of derived labour demand, in 

both the short-run and in the long-run, while increases in wages, on the other 

 

4
 
T
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In Table 25, three baseline regressions for derived labour de

African ma co

An inc ise in 
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hand, have the expected negative effect on labour demand in the short-run. 

Industrial sectors with a large share of the domestic market had a significant 

impact on employment determination. The positive coefficient on lagged 

employment in the models suggests some persistence in both the wage and 

output effec s. The baseline speci n pe ms w  the nven  

statistical sense, with no reported second order serial correlation, suggesting that 

a valid instrument set consisting of lags of output, wages, and market share has 

been employed and the residuals are not correlated. 

 

Column 3 of Table 25 reports the second regression’s results. Here, import and 

export penetration ratios are introduced into the underlying baseline equation. 

The first thing to note is that not much 

basic model most of the variables are broadly similar in magnitude, yet the 

specification remains largely robust. An increase in output leads to a rise in the 

level of derived labour demand, while increases in wages, on the other hand, 

have a negative effect on labour demand. Turning to trade shares, the export 

share exerts a positive impact on derived labour d mand tha  is signi cant  

t level. This indicates tha n t e d an fac

 a positive impact o  d  d a lt  su

that export growth appears to exe  in us ore u

t the one per cent level as expected. These results suggest that import pressure 

akes industries to shed some of their employees in order to remain 

ompetitive. 

t ficatio rfor ell in  co tional

change occurs to the performance of the 

e t fi  at the

1 per cen t an increase i h emand for m u tured 

exports has n erived labour em nd. These resu s ggest 

rt pressure for d tries to hire m nits of 

the labour input. The current import penetration ratio is negative and significant 

a

m

c

 

The results presented in column 4 of Table 25 are the last augmentation to the 

baseline regression. Even in this last augmentation, an increase in output still 

leads to a rise in the level of derived labour demand and an increases in wages, 

leads to a decrease in labour demand in manufacturing. The focus here however, 
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is on the impact of trade on the slope of the labour demand function. It has been 

argued that increased openness makes it easier to substitute foreign for domestic 

workers (Borgas and Ramey, 1994). This hypothesis is examined by interacting 

import and export volumes with the real wage rate. For the export share, the 

ffect is positive but not significant; however, for import penetration the effect is 

 
 

e

negative and significant at the 1 per cent level. Since the effect of the interaction 

between current import penetration and real wage is significant at the 

conventional levels, some labour substitution in manufacturing appears to be 

taking place as trade openness increases.  
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Table 25: aseline labour demand models for South A anuf ing 
 
Model Nu ber 1 2 3 

B frican m actur

m
Dependent Variable n n nlog log∆ log∆∆    

Variable Coefficien t-ratio ffici t-ratio Coeffici t-ratio t  Coe ent ent 
Constant -0.0292 0. -0.0319 -7.27 -3.45 0023 0.22 

0.0 0 0.0005 0.04 128 2.11 .0677 2.19 
1log −∆ tn  

0.00 -0 -0.0157 -1.20 63 0.73 .0092 -0.35 
2log −∆ tn  

0.0 0 0.1708 3.04 942 3.91 .2208 3.23 
tylog∆  

0.01 0. 0.0622 1.17 99 0.67 0143 0.32 
1log −∆ ty  

0.0 -0 -0.0855 -1.75 508 3.03 .1205 -2.49 
2log −∆ ty  

( )trw /log∆  -0.0288 - -0 -0.1044 -2.32 2.00 .1242 -2.26 

( ) 1/log −∆ trw  0.00 -0 0.0621 1.53 09 0.05 .0446 -0.75 

0.00 -0 -0.0415 -0.73 68 0.22 .0557 -0.64 
2)/log( −∆ trw  

0.0 0 0.0085 0.53 308 1.98 .0012 0.07 
temarketsharlog∆  

1log −∆ temarketshar  -0.0534 -3 -0 -0.0562 -2.60 .16 .0432 -1.85 

0.00 0. 0.0049 0.56 53 0.59 0112 1.08 
2log −∆ temarketshar  

  0. 0.0343 2.89 0713 3.79 
tortexplog∆   

 0 -0.0096 -0.72  .0070 0.38 
1explog −∆ tort   

 0 0.0072 0.53  .0151 0.92 
2explog −∆ tort  

 -0 0.0355 2.86  .2111 -2.62 
timportlog∆   

  -0.013 -0.0168 -1.04 9 -0.38 
1log −∆ timport   

  0.047 0.0125 0.81 9 1.93 
2log −∆ timport  

( ) tt ortrw explog/log ∆×∆    0.0002 0.07   

( ) 11 explog/log −− ∆×∆ tt ortrw    0.0021 1.45   

( ) 22 explog/log −− ∆×∆ tt ortrw    0.0031 1.29   

( ) importrw t log/log ∆×∆    -0.0058 -2.45   

(∆ rw ) 11 log/log −− ∆× timport  -0.98 
t

    -0.0030 

( )∆ rw 22 log/log −− ∆× tt impor -1.65 t      -0.0045 

Wald (joint) 2χ (11)=42.62 [0.000]** 0.000]** 5[0.000]**  
2χ  (17)=93.09[  

2χ  (23)=415.
Wald (dummy) 

 χ (140)=2865 [0.000]**  χ  (140)=171.90[0.
2 2

034]* χ  (47) =2643[0.000]** 
2

 
Wald(time) 2χ (12)=63.56 [0.000]**  

2χ  (12)=174.2[0.000]** 20) =506.6[0.000]** 
2χ  (

Second order serial correlation N(0,1)=-0.5875[0.557] N(0,1)=-0.041[0.97] N(0,1) =1.41[0.16] 

Note: All models estimated in differences by instrumental variables and coefficients
by the author: 

 on time dummies are not reported. Source: computed 
www.statssa.gov.za, www.tips.org.za, http.trade@easydata.co.za 
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In Table 26, an examination of the region specific impact of trade on derived 

demand for labour is investigated. The first column in the table lists 

disaggregated imports, into those originating from America, Europe, Asia, Africa 

and Oceania. In Europe, South Africa’s key trading partners include UK, 

Germany, France, Netherlands and Italy.  Trade with America as a region is 

dominated by the USA, Canada, Mexico, Brazil and Argentina. The main 

countries in Asia that trade with South Africa are Japan, China, Hong Kong, 

ingapore, Taiwan, Korea and Malaysia. For Oceania and Africa, the key 

an manufacturing.  

 
 
 
 
 

S

countries involved are Australia, New Zealand and Egypt. 

 

Results from regression 4 in column 2 of Table 26 are based on the impact of 

imports from the most technologically advanced of the partner regions namely 

Europe and America. The results indicate a significant positive impact on 

derived labour demand of imports from both America and Europe. In regression 

5, imports from Asia are introduced. The results reported in column 3 indicate a 

significant positive association between imports originating from Europe and a 

strongly negative and significant association between manufacturing labour 

demand with imports from Asia. In regression 6, results of which are reported in 

the last column of Table 26, imports from Oceania and Africa are introduced. 

Findings indicate a positive impact from Oceania and a weak impact from the 

African region. In a nutshell, imports from Asia lead to the most noticeable loss 

in demand for labour in South Afric
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Table 26: Import origin and manufacturing labour dem

4 5 6 

and 
 
Model Number 
 nlog∆  n nlog∆  log∆  

Variable Coefficient t-ra Coeff t-ratio Coefficient t-ratio tio icient 
Constant -0.0218 -0 -9.60 -0.0236 -6.28 -4.09 .0278 

1log −∆ tn  0.0003 -0 -0.29 0.0043 2.02 0.20 .0033 

2−tlog∆ n  0.0040 -0 -2.33 -0.0001 -0.06 0.50 .0232 

tylog∆  0.0164 3.85 0.0109 2.64 3.06 0.0926 

1log −∆ ty  0.0018 1.33 -0.0002 -0.06 0.22 0.0679 

2log −∆ ty  0.0078 - -1.57 -0.0028 -1.11 0.77 0.0809 

( )trw /log∆  -0.0135 -0 -3.10 0.0069 0.98 -2.37 .1323 

( )/log∆ rw 1−t  0.0004 1.69 -0.0089 -1.75 0.07 0.0473 

2−t)/log(∆ rw  -0.0031 -0 -0.04 0.0035 1.02 -0.93 .0009 

temarketsharlog∆  0.0407 0.91 0.0188 0.97 2.22 0.0189 

1log∆ marketshar −te  -0.0545 - -1.87 -0.0336 -1.91 3.57 -0.0474 

2lo∆ g −temarketshar  0.0152 0. 1.13 0.0008 0.07 1.11 0126 

timpamer _lo∆ g   0.0291 0. 1.73 0.0086 0.62 2.04 0283 

1lo∆ g −− timpamer   0.0039 -0 -0.07 0.0114 0.79 0.31 .0009 

2_lo∆ g −timpamer  -0.0159 -0 -0.29 -0.2175 -1.16 -1.12 .0005 

timpeuro _lo∆ g   0.0193 2.02 0.0295 2.26 2.11 0.306 

1lo∆ g −− timpeuro   0.0166 1.12 0.0102 0.78 1.17 0.0207 

2_log −∆ timpeuro  -0.0142 -1.45 0.0182 1.63 0.0284 2.00 

timpasia _log  ∆   -0.0021 -2.33 -0.0110 -1.16 

1_log −∆ timpasia    -0.0297 -2.02 -0.0429 -3.95 

2_log −∆ timpasia    -0.0347 -3.90 -0.0209 -1.73 

timpoceania _log∆      0.0089 2.00 

1_log −∆ timpoceania      -0.0000 -0.02 

2_log −∆ timpoceania      -0.0085 -2.05 

timpafrica _log∆      0.0109 1.00 

1_log −∆ timpafrica      -0.0083 -1.29 

2_log −∆ timpafrica      -0.0002 -0.02 

Wald (joint) 2χ (17)=51.4[0.000]** 
2χ (20)=232.4[0.000]** 

2χ (26)=748.6[0.000]** 
Wald (dummy) 

 
2χ (140)=255.2[0.000]**  

2χ (39)=7950[0.000]**  
2χ (38)=748.6[0.000]** 

Wald (time) 
 

2χ (12)=52.7[0.000]** 
2χ (12)=280.6[0.000]** 

2χ (12)=121.9[0.00]** 
Second order serial correlation N(0,1)=--0.27 [0.786] N(0,1)=-0.647 [0.51] N(0,1)=-0.258 [0.796] 

Note: Estimates in differences by instrumental variables. The variables are as defined in table 24. 
Source: computed by the author: www.statssa.gov.za, www.tips.org.za, http.trade@easydata.co.za 
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4.5.2.2 Role of product and time specific effects 
 

As indicated in equation 38 it is possible to model the impact of the product-

t specific-effects are time-invariant 

haracteristics such as the degree of market competition in different industries, 

 the impact of policies such as the General Export 

centive Scheme, the impact of membership in the WTO, the effect of sanctions 

                                                

specific and time-specific effects. Produc

c

information asymmetry in the industrial sector52 and the degree of product 

differentiation. Other product specific characteristics are related to government 

influences that apply to specific industries, unobservable entrepreneurial and 

managerial skills in different industries and the language and business culture. 

These effects are captured by product specific dummies as data for these 

variables is unavailable.  

 

Time-specific effects capture the effects of policy interventions and trade policy 

shifts. These shifts include

In

or the role of the government of national unity since 1994, where conditions that 

cut across all industrial sectors were created. Time effects can also capture 

significant changes in productivity due to innovation or to other noticeable 

effects such as the impact of the depreciation of the Rand in 2002. The impact of 

global crises53can also be classified as time specific. Again, since data on these 

key changes is unavailable, their effects are captured using time-specific 

dummies. For simplicity, it is assumed that product-specific and time-specific 

effects are fixed parameters to be estimated and all the remainder of the 

disturbances are stochastic, independent and identically distributed. An 

 

and the rest of the world differs from product to product. 
53 Such as crises include the East Asian and Russian financial crisis of 1997 and 1998 respectively 
as well as the September 11 crisis in the US. 

52 Availability of information to enable exporters or importers of commodities in South Africa 

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  AAbbuukkaa,,  CC  AA    ((22000055))  



 126 
 

extension of equation 5 from Table 26 is done to provide results indicating the 

impact of these effects in Table 27.  

 
Table 27: Product and time specific effects in manufacturing 
 
Variable/Model Number 5 
Product specific effects Coefficient t-ratio 
Food  -0.0176 -2.66 
Beverages  0.0224 2.15 
Tobacco  0.0021 0.40 
Textiles  -0.0142 -2.58 
 Wearing apparel  0.0002 0.03 
Leather & leather products -0.0323 -4.41 
Footwear  -0.0023 -0.41 
Wood & wood products  0.0036 0.80 
Paper & paper products  -0.0259 -2.37 
Printing, publishing & recorded media  0.0061 1.19 
Coke & refined petroleum products  0.0122 1.64 
Basic chemicals  0.0039 0.56 
Other chemicals & man-made fibres  0.0077 1.55 
Rubber products  0.0138 2.89 
Plastic products  -0.0051 -0.67 
Glass & glass products  -0.0221 -2.60 
Non-metallic minerals  -0.0169 -1.44 
Basic iron & steel  0.0029 0.34 
Basic non-ferrous metals  -0.0038 -2.57 
Metal products excluding machinery  0.0057 1.26 
Machinery & equipment  0.0378 1.76 
Electrical machinery  -0.0221 -1.74 
Television & communication equipment  0.0169 1.34 
Professional & scientific equipment  0.0285 2.94 
Motor vehicles, parts & accessories  -0.0143 -0.97 
Other transport equipment  -0.0103 -1.53 
Furniture  0.0061 0.83 
Time specific effects Coefficient t-ratio 
1992 0.0099 0.98 
1993 0.0038 0.33 
1994 0.0082 0.65 
1995 0.0201 2.48 
1996 0.0205 1.64 
1997 -0.0098 -0.84 
1998 0.0087 0.42 
1999 0.0099 0.53 
2000 -0.0121 -0.83 
2001 -0.0593 -2.74 
2002 0.0593 3.23 

Source: computed by the author:  
 
The results in Table 27 show that food, textiles, leather and leather products, 

paper and paper products, glass and glass products and basic non ferrous metals 

exerted negative and statistically significant product specific effects. This 

suggests that there are some unique characteristics in these products that tend to 

reduce derived labour demand in the manufacturing sector. There is need to 

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  AAbbuukkaa,,  CC  AA    ((22000055))  



 127 
 

identify these characteristics using firm level surveys targeting these industry 

4.5.2.3 Interpretation of the overall results 

hese results can be explained in a number of ways in terms of the existing trade 

ose associated with comparative advantage, because it allows firms to take 

chapters. Positive and significant product specific effects were also recorded in 

beverages, rubber products and the professional & scientific equipment sectors. 

Regarding the time specific effects, the impacts over the period under review 

were generally positive, with statistically significant impacts recorded in 1995 

and 2002. The only negative time specific impact on manufacturing employment 

is recorded in 2001. This suggests that the question of the decline in employment 

in manufacturing over the period under review can be unravelled by looking 

more closely at the product specific characteristics. 

 

 

T

theories. More intuitively, the debate on employment effects of trade lies also on 

the question of whether trade between South Africa and the rest of the world is 

of inter-industry or intra-industry type. Inter-industry trade refers to 

international exchange of widely dissimilar goods. Such trade between South 

Africa and its trading partners stems from differences in the rankings of sectoral 

comparative advantage. Explanations for inter-industry trade in the context of 

South African trade should, therefore, be consistent with the Ricardian and 

Heckscher-Ohlin models.  

 

Intra-industry trade, on the other hand, is the simultaneous importing and 

exporting of similar products. For South African manufacturing, intra-industry 

exchange should produce extra gains from international trade over and above 

th

advantage of larger markets. Indeed, new trade models provide simple 

explanations for observed intra-industry patterns by linking it to imperfect 

competition, consumer preferences and other features of industrial organisation. 
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Trade models argue that there is increased efficiency, through achievement of 

scale economies, and welfare gains, due to a larger choice of varieties for 

consumers (Petersson, 2002). In addition, moving from one industry to another 

owing to inter-industry adjustment is expensive, because workers’ capital 

depreciates necessitating retraining. However, intra-industry trade makes 

human capital portable across firms, so that, even though some firms exit the 

market, adjustment costs will be smaller. 

 

South African trade with Europe and the America’s appears to be based on fairly 

long established trade links. An increasing share of South African trade with 

Europe and America is likely to be of the intra-industry type. The impact of 

import trade with Europe and the Americas on derived labour demand in South 

African manufacturing is positive.  

 

Isemonger (2000) finds an upward trend in the overall level of intra-industry 

l and 

lectrical engineering industries are from Europe. There are also strong links 

between Europe and South Africa regarding foreign direct investment. Inward 

trade manifested at all levels in South African industry. In the same vein, 

Peterson (2002), using South African data, also finds an increase in trade 

following liberalisation in 1994 and that large differences in intra-industry trade 

existed among sectors, while trade with the European Union was dominated by 

differentiated and skill-intensive industries. Motor vehicles and machinery 

represent more than half of this expansion in trade with the European Union. 

The level of intra-industry trade with Europe in equipment and machinery has 

played an important role in the industrialisation of South Africa, because 

machinery and equipment producing sectors lie at the heart of production and 

technical change (Sichei and Harmse, 2004). Europe is also one of South Africa’s 

most important sources of imports, particularly for capital goods and technology. 

Major investment in South Africa’s automobile, chemical, mechanica

e
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FDI has a positive relationship with imports, because FDI and trade complement 

each other (Markusen and Venables, 2000). If intra-industry trade is increasing or 

is dominating inter-industry trade in some sectors, then industrial and trade 

policies for products should be designed in a way to reap maximum trade 

benefits.  

 

While trade between South Africa and Asia has been growing rapidly, it appears 

to have reduced demand for South African labourers in the import competing 

industries. While import penetration from Asia exerts a largely negative impact 

on derived labour demand for South African manufacturing that with Oceania 

xerts a positive impact. Products from Asia that are similar to those made in 

South African industries tend to displace South African products and labour. 

Indeed, the textile industry in South Africa is facing competition from textiles 

from Asia. The average impact of imports from Africa was largely insignificant.  

 

4.6 CONCLUDING REMARKS 
 

South Africa has, over the last quarter of a century, experienced the effects of 

globalisation and the growth in trade that comes along with it. Naturally, the 

impact of expanding trade volumes on manufacturing labour markets in 

particular, has generated a fair amount of debate. More specifically, there has 

been concern that the impact of trade on the country would be reflected largely 

in job losses, because the South African manufacturing sector was assumed to be 

unable to adjust or compete with those in the north and East Asia. Other 

arguments have posited that since the country has a low wage base, it would 

experience rapid expansion as firms relocated to South Africa from the rest of the 

world. The interest in labour adjustment in manufacturing is profound in South 

e
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Africa, because of the contin or decline in manufacturing 

employment (and employment, in general). 

 

hapter 4 investigated the impact of trade on industry level outcomes for the 

entire South African manufacturing industry. A dynamic labour demand 

ating imports and exports and is estimated in a panel 

The baseline equation appears properly 

are improved. The results uncover some 

vidence of foreign labour substituting for South African workers in the 

t factor adjustment. It is, 

nto account possible factor adjustments in all 

ued stagnation 

C

equation was built incorpor

that uses a constructed rich database. 

specified, and adequately accommodates changes in specification as well. The 

results show that import volumes generally caused reductions in the level of 

derived labour demand. The reductions in derived labour demand results from 

the fact that increased trade and openness serves to increase the efficiency with 

which labour is utilised in an industry. In a nutshell, increased import 

penetration serves to reduce inefficiency and encourages the use of new 

technology. The positive impact of export expansion on derived labour demand 

supports results from efficiency estimates that indicate the importance of skilled 

labour. Increased trade requires emphasis on skill development for the labour 

force, because intra-industry trade benefits can only arise in an environment in 

which the skill competencies of labour 

e

manufacturing sector.  

 

Some of the trade flows between South Africa and its trading partners is of the 

inter-industry type, stemming largely from differences in sectoral comparative 

advantage, while some of the trade flows are increasingly of an intra-industry 

type. Some of the products entering South Africa are produced at lower cost 

abroad than can obtain for similar products in South Africa; such commodities 

have tended to displace South African products and labour. The analysis 

presented here shows that trade has the potential to exac

therefore, important to take i
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products and in all the key spheres of policy. These spheres of policy exist at the 

level of industrial policy, trade policy and in bilateral and multilateral 

here are important avenues in which this analysis can be expanded given more 

eful to explore the relationship 

r different categories of labour especially given the wealth of literature on the 

agreements. In this vein, it is important to conduct periodic analysis at industry 

and firm level to identify product specific factors affecting labour demand. 

 

T

finely graded data. For example, it would be us

fo

skills gap. Investigating groupings of industries by relative factor intensity is 

another important area. Most importantly, it is worth pursuing issues related to 

the speed of adjustment and the importance of intra-industry trade, especially 

with data broken more frequently, covering a longer period of time. Other 

extensions will merit the analysis of imperfect competition in the labour market 

as well as investigating the impact of imports on derived labour demand at 

bilateral levels. 
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CHAPTER 5 
 

SUMMARY AND POLICY IMPLICATIONS 

 

5.1 INTRODUCTION 
 

This thesis reviews the evolution of trade policy in South Africa over nearly the 

last quarter of a century and indicates the performance of the manufacturing 

sector during that period. In analysing productive efficiency, emphasis is placed 

on understanding total factor productivity and its components. The literature on 

stochastic frontiers and efficiency measurement is reviewed to provide the 

baseline analytical framework. The methodologies for decomposing the sources 

f total factor productivity into efficiency and technical change are explained. 

inks. Finally, the effect of trade on derived labour demand 

is part of the research is the use of a 

o

The methodologies are then applied to South African manufacturing data set to 

estimate efficiency and technical change. Using the results from the empirical 

work, the evolution of how the TFP components are related to the liberalisation 

episodes is explored.  

 

The thesis also focused on the key determinants of total factor productivity with 

emphasis placed on the channels through which trade affects manufacturing 

productivity. Again, South African manufacturing data is used to investigate the 

suggested theoretical l

is analysed. An interesting aspect of th

unique South African data set to investigate the postulated theoretical arguments 

regarding the behaviour of manufacturing. The main conclusions and 

implications of the research are summarised in Section 5.2, while the areas for 

further research are indicated in Section 5.3 below. 
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5.2 CONC
 

LUSION: OVERALL POLICY IMPLICATIONS 

 number of policy implications emerge from the analysis. These include and are A

not restricted to the following: 

 

5.2.1 Trade and industrial productivity policies 
 

Panel data econometric techniques are used to estimate productivity loss due to 

technical inefficiency and to determine the pattern of technical change in South 

African manufacturing industries. The results indicate scope for the average 

South African industrial establishments to improve their output level by as much 

as 14 per cent with the same set of inputs. However, openness appears to have 

been important for efficiency improvement in manufacturing. The estimation 

results also show that increased competition in foreign markets through export 

exposure benefits industry productivity. The benefits to productivity arise due to 

pressures for reduction in inefficiency and to lower costs from the exposure to 

more advanced technologies. Investment in equipment and machinery which 

represents technology embodied in capital equipment had a positive association 

with productivity. An increased use of intermediates also improved industrial 

productivity. 

 

The results suggest that policy should focus on the improvement in the 

technological competencies of the labour force in terms of skill augmentation. 

Improvement of technical skills is required to enable local technicians to produce 

at full potential, avoiding waste of time and materials.  Government policies 

should continue to allow companies to access good quality equipment at 

competitive world prices. Most importantly, policies should be designed to 

provide information and support that encourages industries to up grade their 
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technical competencies. This support is required for the attainment of a 

competitive edge that is necessary to gain comparative advantage. Government 

support is also needed in some enterprises to carry out restructuring and 

industrial training in new technology, marketing as well as international 

romotion. An outward oriented technology policy is therefore, an important 

complement of this overall process. 

h. A liberal external environment has a role to play in the 

cquisition of improved technology and the encouragement of foreign 

reducing tariff categories and encouraging greater uniformity in their range and 

number. Tariff rationalisation is important for administrative purposes and to 

p

 

Promotion of modern export oriented industries can be done through enhanced 

incentives for technological catch-up. Part of the process for catch-up requires 

easier access to intermediates as well as to capital goods. The evidence on 

industrial efficiency suggests that South African industry may need to reorganise 

more regionally to capture the advantages of economies of scale that are required 

to improve industry-wide efficiency. 

 

Overall, policy reversal is not recommended because open trade policy has an 

important role to play in fostering international best practice, learning and 

efficiency growt

a

participation. The level of openness of South African trade policy in future will 

continue to determine access to international finance as well as to knowledge for 

skills upgrading. Trade has proved to be important in productivity improvement 

by increasing access of the manufacturing sector to better foreign machinery and 

equipment.  

 

Tariff rationalisation is therefore a key aspect of trade policy that will ensure 

increased competition. Tariff liberalisation needs to be continued, in particular, 

to reduce the high dispersion in tariff rates. It is important to simplify tariffs by 
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remove uneven protection that obtains in manufacturing. Removal of uneven 

protection will widen gains that arise from trade by encouraging manufactured 

exports. 

 

5.2.2   Trade and labour market policies 
 

The investigation of the impact of trade on industry level outcomes for the entire 

South African manufacturing industry shows that exports increased demand for 

labour in manufacturing while import volumes generally caused reductions in 

the level of derived labour demand. The import effect results from the fact that 

increased trade and openness serve to increase the efficiency with which labour 

is utilised in industry. In a nutshell, increased import penetration serves to 

reduce inefficiency and encourages the use of new technology.  Commodities 

produced at lower cost from Asia in particular, tended to displace South African 

products and labour. South African trade with Europe and America appeared to 

absorb manufacturing labour. The findings show that trade has the potential to 

exact factor adjustment and needs to be taken into account in the policy sphere. 

In this vein, it is important to conduct periodic analysis at the industry and firm 

levels to identify product specific factors that affect labour demand. Policies that 

promote labour market flexibility are required to allow manufacturing to adjust 

to the changing and more competitive external environment. 

 

In the light of the empirical evidence on efficiency and labour demand, it is 

important for South African industry to reorganise more regionally to capture 

the advantages of economies of scale. Intra-industry trade with Europe and 

America already provides South Africa with the global networks of production, 

where it supplies to the world market. In this arrangement, South Africa benefits 

from the use of the latest internationally available production and marketing 

techniques. These networks are important for accelerating the country’s 
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development by transferring technology and innovation, as well as bringing new 

eas, to increase its competitive advantage. This comparative advantage should 

EARCH 

ea 

 the 

is study. Future 

uctivity at a much lower classification 

 industry concentration and efficiency 

 South Africa. 

nded given more finely graded data. For example, it would 

ful to explore the relationship for different categories of labour especially 

given the wealth of literature on the skills gap. Grouping of industries can also be 

done by relative factor intensity to provide another important area for 

 also worth pursuing issues related to the speed of adjustment 

 

oncern issues of imperfect competition in the labour market. Finally, it would be 

id

be used to expand the untapped trade potential particularly, with the rest of 

Africa. 

 

5.3.   AREAS FOR FURTHER RES
 

There are potential directions in which the investigation of trade, productivity 

and labour demand in South African manufacturing can be extended. In the ar

of technical change and efficiency, further investigation could involve

computation of a malmquist measure of productivity change. The results 

obtained should then be compared with those generated in th

research should examine the issue of prod

level than the three digit categorisation. Such research should employ plant level 

rich data sets that were generated by the manufacturing censuses of 1991, 1993 

and 1996 to examine issues related to trade,

in

 

On the issue of trade and labour demand, important avenues exist in which 

analysis can be expa

be use

investigation. It is

and the importance of intra-industry trade, especially with data broken more 

frequently, covering a longer period of time. Other extensions that merit analysis

c
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interesting to investigate the impact of origin of imports on derived labour 

demand at the bilateral rather than regional level. 
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APPENDIX 
 

Appendix A1: Technical efficiency in panel frontier models 
 

Two types of panel data production frontier models can be adopted in measuring 

chnical efficiency. In the first, technical efficiency is allowed to vary across 

nstant through time for each industry. However, the 

ssumption of time invariance of technical efficiency may be weak in long 

 

A1.1 Time-invariant technical efficiency 

 

xist on 

te

industries, but is assumed co

a

panels. The second type of panel data production frontier models allows 

technical efficiency to vary across industries and through time for each industry. 

Kumbhakar and Lovell (2000:97) provide a detailed discussion regarding panel 

frontiers. 

Since observations e I industries indexed Ii ,....,1= by through T time 

periods, indexed by . A Cobb-Douglas production frontier with time 

invariant technical efficienc

Tt ,...,1=

y can be written as:  

∑ −++=
n

iitnitnit vXY ,lnln 0 µαα      A.1 

Where itv represents random statistical noise and 0≥iµ represents technical 

inefficiency. The structure of the production function is assumed to be constant 

through time and no allowance is made for technical change. In essence, this 

ilar to the cross-section production frontier except for the addition of 

time subscripts to output, inputs and to the statisti

model is sim

cal noise. The parameters of 

the model and technical efficiency can be estimated in a number of ways54. 

 
                                                 

po ation of a 
stochastic production frontier panel data with time invariant technical efficiency is structurally 
similar to the procedure followed in cross-sectional data. 

54 It should be inted out that maximum likelihood estimation of panel data estim
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This is the simplest panel model to estimate. In order to adapt this model to the 

efficiency measurement the requirement  that 

(a). Fixed effects model 

 

i 0≥µ has to be met. It is further 

( )2assumed that itv are ,0 viid σ  and are uncorrelated with the regressors. No 

distributional assumption is required for the iµ , it can be correlated with the 

egressors or w . Since r ith itv iµ  are treated as fixed or non-random, they become 

 be e ated along with theindustry specific intercept parameters to stim  nα s. This 

odel can be estimated by OLS in the form: m

∑ ++=
n

vXY ,lnln 0 αα       A.2 

Where the ( )ii u−= 00

itnitniit

αα  are the industry-specific intercepts. Estimation is 

accomplished either by suppressing 0α  and estimating I industry specific 

intercepts or by retaining 0α  and estimating ( )1−I industry-specific intercepts or 

by applying a within transformation, in which all data are expressed in terms of 

deviations from industry means and the I intercepts are recovered as means of 

industry residuals55. A normalisation is employed after estimation in which: 

{ }ii 00 ˆmaxˆ αα =         A.3 

ultant is derived from: and the res iµ

ii 00 ˆˆˆ ααµ −=          A.4 

this ensures that all 0ˆ ≥iµ  and the industry-specific estimates of technical 

efficiency are then given by: 

{ }iiTE µ̂exp −=         A.5 

In a fixed-effects model one industry will be 100 per cent technically efficient, 

and the technical efficiencies of others are computed relative to the technically 

                                                 
55 Each of these variants is referred to as the least squares dummy variables (LSDV). 
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efficient industry. The

properties for the industry-specific technical efficiency. The drawback is that 

 fixed effects model is simple and has nice consistency 

while the fixed effects ( iµ ) are intended to capture variation across industries in 

al efficiency, they also capture the effects of all phenomena 

that vary across industries but are time invariant for each industry. 

 

(b). Random effects model 

time-invariant technic

 

In this model the iµ  are randomly distributed with constant mean and variance, 

are assumed to be uncorrelated with the regressors and with the itv . No 

distributional ass ptions are made regarding um iµ  only that it should  non 

negative. Th t 

 

 be

e itv  are required as before to have zero expectation and constan

variance. This modification allows for the inclusion of time-invariant regressors 

in the model and the model can be written as: 

( )[ ] ( )[ ]∑ −−++−=
n

iiitnitniit EvXEY µµαµα lnln 0  

∑ −++=
n

iitnitn vX **
0 ln µαα       A.6 

where the underlying assumption that the iµ are random rather than fixed 

permits some of the  to be time invariant. This random effects model fits into 

the one wa  model in panel data literature and can be 

ralised least squares GLS method. Once 

 and 

nitX

y error components

estimated by the standard two step gene
*
0α snα have been estimated using feasible GLS, the can be generated 

from the residuals by means of equation A.7 below: 

*
iµ

∑ ∑ ⎟
⎠

⎞
⎜
⎝

⎛
−−=

t n
nitniti XY

T
lnˆˆln1ˆ *

0
* ααµ      A.7 

Estimates of iµ are again obtained by means of normalisation such that: 
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{ } ** ˆˆmaxˆ iiii µµµ −=         A.8 

he estimates will be consistent as bothT  T and I  tend to infinity. Estimates of 

A1.1 Time-varying technical efficiency 

in operating environments that are comp

remain constant for long time periods. While it is desirable to relax this 

ost of additiona

d approach or method of moments56. 

 

Cornwell, Schmidt, and Sickles (1990) and Kumbhakar (1990) proposed a 

                                              

industry-specific technical efficiency are then obtained by substituting iû  into 

equation A.5. In tune with the fixed effects model, estimators for the random 

effects model also require that at least one industry be 100 per cent technically 

efficiency so that the technical efficiencies of the remaining industries are 

measured relative to the technically efficient industries. 

 

 

The assumption that technical efficiency is constant through time is very strong 

etitive. Technical inefficiency cannot 

assumption, the relaxation however, happens only at the c l 

parameters to be estimated. Two approaches have been followed in the 

estimation of the time-varying technical efficiency model. The first approach has 

time-varying technical efficiency modelled using fixed or random effects and the 

second by maximum likelihoo

 

(a) Fixed effects and random effects models 

stochastic production panel data model with time-varying technical efficiency. 

The model is specified as: 

∑ −++=
n

ititnitntit vXY µαα lnln 0  

   
56 If the independence and distributional assumptions are tenable, then it is possible to use 
maximum likelihood estimation. It is also possible to estimate parameters in equation A.9 using 
method of moments. 
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∑ ++=
n

itnitnit vXlnαα        A.9 

where t0α is the production frontier intercept common to all industries in period 

t , ittit µαα −= 0 is the intercept for industry i in period t , the remainder of the 

variables are as previously defined. With an TI × panel it is not possible to obtain 

estimates of all TI • intercepts itα , the N slope parameters nα  and 2
vσ . Cornwell, 

Schmidt, and Sickles (1990) addressed this problem by specifying: 

   2
321 tt iiiit Ω+Ω+Ω=α     A.10 

While this reduces the number of intercepts to be estimated, Lee and Schmidt 

(1993) proposed an alternative specification in which the itµ  in equation A.9 are 

specified as: 

( ) iit t µαµ •=          A.11 

Where the function ( )tα is specified as a set of time dummy variables tα . This 

model is appropriate for short panels. Once the stα and iµ  are estimated, then 

)µαµαµ ˆˆˆˆ  and { } (∑ −= { }itTE µ̂exp −=     A.12 
i

ititit
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Appendix A2: The Battese and Coelli (1992) specification  

 frontier production functions for 

panel data with time-varying or invar ficiencies  spiri attese and 

Coelli (1992) can be estimated. In part , Battese a elli (1 ) propose a 

stochastic frontier production function fo

are assumed to be distributed as trun

permitted to ary systema cally with The mode  be ex sed as: 

 

Maximum likelihood estimates of stochastic

iant ef  in the t of B

icular nd Co 992

r panel data which has firm effects that 

cated normal random variables, and are 

v ti  time.  l may pres

( )itititit xY µνα −+=    ,...,1,,....,1 TtNi == ,    3 

where  is the logarithm of the output of the -th industry in the -th time 

period; s a vector f  inputs o -th industry in the 

 A1

itY i t

itx  i  1×k   o f the i -th  time period; t

α is a vec or of unknown parametest  ; the itν  are random variables which are 

assumed to be iid ( )2,0 σ ( )( )( )Ttiit −−= ηµνN , and in dent of tdepen he µ exp , 

where the iµ  are non-negative random variables that are assumed to account for 

technical inefficiency in production and are assumed to be as truncations at 

zero of the

iid

( )2,σµµN  distribution; η  is a parameter to be estimated; and the panel 

lli (1996) utilises the arameteriza f Battese a orra ( ) to replace 

 µσ+   and 

of data need not be complete. 

 

Coe p tion o nd C 1977

2σν  and 2σµ  with ( )22

2

σµσν
σµγ
+

=22 σνσ = 22  in the context ofe 

hood e ation.  The parameter,maximum likeli stim  γ , lies between 0 and 1 and this 

in 

attese and Coelli (1992). 

range is searched to provide a good starting value for use in an iterative 

maximization process.  The log-likelihood function of this model is presented 

B
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The imposition of restrictions upon model A.13 can provide a number of the 

special cases of this particular model which have appeared in the literature such 

as Battese, Coelli and Colby (1989), Battese and Coelli (1988), Pitt and Lee (1981), 

Aigner, Lovell and Schmidt (1977) as well as Stevenson (1980.  Predictions of 

individual industry technical efficiencies from stochastic production frontiers can 

be derived in which the measures of technical efficiency relative to the 

production frontier (A13) are defined as: 

(( )iiiiiii XYEXYEEFF ,0|/,| ** == µµ       A14 

where  is the production of the -th industry, which will be equal to *
iY i ( )iYexp  

when the dependent variable is in logs.  The  will take a value between zero 

and one.  The results of implementing the Battese and Coelli (1992) specification 

produces estimates in Table A2.1 and A2.2 below and efficiency estimates are 

found in  Table A2.3 and Table A2.4. These results employ output rather than 

value added for the Cobb-Douglas and translog functions respectively. 

 

Table A2.1: Maximum Likelihood Estimates: Cobb-Douglas production function 
Stochastic frontier model: Dependent Variable ln(y) 

iEFF

Variable Parameter Coefficient Standard error t-ratio 
)ln(K  kα  0.1466 0.0355 4.12 

)ln(N  nα  0.2162 0.0280 7.71 

)ln(M  mα  0.4507 0.0225 20.04 

t  
tα  0.0120 0.0020 6.17 

Constant 
0α  1.9121 0.1409 13.57 

igma-squared 0.2873 0.0464 6.19 S 2σ  
γ  Gamma 0.9501 0.0093 102.60 
µ  mu -0.1026 0.1889 -0.54 
η  eta -0.1643 0.0035 -4.68 

Log likelihood function 366.1463 
LR test of one sided error 1076.8774 
Maximum no. of iterations 100 
No. of cross sections 28 
No. of time periods 23 
Total no. of observations 644 

Note: Error components specification using output rather than value added. 
ource: FRONTIER 41 Regression output from data obtained from www.tips.org.zaS , www.statssa.gov.za 
nd www.resbank.co.za  a
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Table A2.2: Maximum Likelihood Estimates: Translog production function 
 

Stochastic frontier model: Dependent Variable ln(y) 
Variable Parameter Coefficient Standard error t-ratio 

)ln(K  kα  0.5805 0.2297 2.53 

)ln(N  nα  0.3995 0.2366 1.69 

)ln(M  mα  -0.2552 0.2059 -1.24 

t  
tα  0.0345 0.0089 3.84 

)ln()ln( NK ×  knβ  0.0457 0.0237 1.93 

)ln()ln( MK ×  kmβ  -0.1254 0.0304 -4.12 

)()ln( tK ×  ktβ  0.0058 0.0012 4.94 

)ln()ln( MN ×  nmβ  -0.2273 0.0260 -8.73 

)()ln( tN ×  ntβ  -0.0008 0.0011 -0.74 

)()ln( tM ×  mtβ  -0.0070 0.0017 -4.05 

)ln()
2
1( 2K  kkβ  0.0054 0.0327 0.17 

)ln()
2
1( 2N  nnβ  0.1341 0.0319 4.21 

)ln()
2
1( 2M  mmβ  0.4995 0.0450 11.09 

)ln()
2
1( 2t  ttβ  -0.0003 0.0002 -1.25 

Constant 
0α  1.6830 1.1193 1.41 

Sigma-squared 2σ  0.3078 0.0400 7.69 

Gamma γ  0.9627 0.0039 248.07 
µ  mu -0.0109 0.4107 -2.65 
η  eta -0.0163 0.0025 -6.47 

Log likelihood function 479.2915 
LR test of one sided error 1099.3067 
Maximum no. of iterations 100 
No. of cross sections 28 
No. of time periods 23 
Total no. of observations 644 

N
So

ote: Error components specification using output instead of value added. 
urce: FRONTIER 41 Regression output from data obtained from www.tips.org.za, www.statssa.gov.za 
d www.resbank.co.za  an
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Table A2.3 : Cobb Douglas function technical efficiency Estimates 

89 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002
0.939 0.938 0.937 0.936 0.935 0.934 913

S_305 0.807 0.804 0.801 0.798 0.795 0.792
0.983 0.983 0.983 0.982 0.982 0.982 0.976
0.640 0.635 0.630 0.625 0.621 0.616

S_313 0.653 0.649 0.644 0.639 0.634 0.630 569 0.564 0.559 0.553 0.548 0.543
0.562 0.557 0.552 0.546 0.541 0.535 5 0.479 0.473 0.467 0.461 0.455 0.450 0.444 0.438
0.579 0.574 0.569 0.564 0.558 0.553

S_321 0.639 0.634 0.629 0.624 0.620 0.615
0.822 0.819 0.816 0.813 0.811 0.808
0.799 0.796 0.793 0.790 0.787 0.784

S_331 0.689 0.685 0.681 0.677 0.672 0.668
S_334 0.814 0.812 0.809 0.806 0.803 0.800

848 0.845 0.843 0.841 0.838 0.836
603 0.598

0.704 0.700
S_341 0.560 0.555 0.550 0.544 0.539 0.533
S_342 0.598 0.593 0.588 0.583 0.578 0.572
S_351 0.811 0.808 0.806 0.803 0.800 0.797 1 0.788 0.785 0.781 0.778 0.775 0.772 0.769 0.765 0.762 0.758 0.755 0.751 0.748 0.744 0.741
S_352 0.839 0.837 0.834 0.832 0.829 0.827
S_353 0.860 0.858 0.856 0.854 0.851 0.849

767 0.763 0.760 0.756 0.753 0.749
S_374 0.696 0.692 0.688 0.684 0.680 0.675
S_381 0.976 0.975 0.975 0.974 0.974 0.974
S_384 0.905 0.903 0.902 0.900 0.899 0.897
S_391 0.702 0.698 0.694 0.690 0.686 0.681

92 1.000 1.000 1.000 1.000 1.000 1.000
Mean effic. in year 0.770 0.767 0.764 0.761 0.758 0.754

Industry 1980 1981 1982 1983 1984 1985 1986 1987 1988 19
S_301 0.932 0.931 0.930 0.929 0.928 0.927 0.926 0.925 0.923 0.922 0.921 0.920 0.918 0.917 0.916 0.915 0.

0.789 0.786 0.783 0.779 0.776 0.773 0.770 0.766 0.763 0.760 0.756 0.753 0.749 0.746 0.742 0.738 0.735
S_306 0.982 0.981 0.981 0.981 0.980 0.980 0.980 0.979 0.979 0.979 0.978 0.978 0.978 0.977 0.977 0.977
S_311 0.611 0.606 0.601 0.596 0.591 0.585 0.580 0.575 0.570 0.565 0.559 0.554 0.549 0.543 0.538 0.532 0.527

0.625 0.620 0.615 0.610 0.605 0.600 0.595 0.590 0.585 0.580 0.575 0.
S_316 0.530 0.524 0.519 0.513 0.507 0.502 0.496 0.490 0.48
S_317 0.548 0.542 0.537 0.531 0.526 0.520 0.514 0.509 0.503 0.498 0.492 0.486 0.480 0.474 0.469 0.463 0.457

0.610 0.605 0.600 0.595 0.590 0.584 0.579 0.574 0.569 0.564 0.558 0.553 0.547 0.542 0.537 0.531 0.525
S_323
S_324

0.805 0.802 0.799 0.796 0.793 0.790 0.787 0.784 0.781 0.778 0.774 0.771 0.768 0.764 0.761 0.758 0.754
0.781 0.778 0.774 0.771 0.768 0.764 0.761 0.758 0.754 0.751 0.747 0.743 0.740 0.736 0.732 0.729 0.725
0.663 0.659 0.654 0.650 0.645 0.640 0.636 0.631 0.626 0.621 0.616 0.612 0.607 0.602 0.597 0.591 0.586
0.797 0.794 0.791 0.788 0.785 0.782 0.779 0.776 0.772 0.769 0.766 0.762 0.759 0.756 0.752 0.749 0.745

S_335 0. 0.833 0.831 0.828 0.826 0.823 0.820 0.818 0.815 0.812 0.809 0.807 0.804 0.801 0.798 0.795 0.792 0.789
S_337 0.623 0.618 0.613 0.608 0.
S_338 0.720 0.716 0.712 0.708

0.593 0.588 0.583 0.578 0.573 0.567 0.562 0.557 0.551 0.546 0.540 0.535 0.529 0.524 0.518 0.513 0.507
0.696 0.692 0.687 0.683 0.679 0.674 0.670 0.666 0.661 0.657 0.652 0.647 0.643 0.638 0.633 0.629 0.624
0.528 0.522 0.517 0.511 0.505 0.500 0.494 0.488 0.483 0.477 0.471 0.465 0.459 0.453 0.447 0.442 0.436
0.567 0.562 0.556 0.551 0.546 0.540 0.535 0.529 0.524 0.518 0.512 0.507 0.501 0.495 0.490 0.484 0.478
0.794 0.79
0.824 0.821 0.819 0.816 0.813 0.810 0.808 0.805 0.802 0.799 0.796 0.793 0.790 0.787 0.784 0.781 0.777
0.847 0.844 0.842 0.840 0.837 0.835 0.832 0.830 0.827 0.825 0.822 0.819 0.817 0.814 0.811 0.808 0.806

S_356 0.922 0.921 0.919 0.918 0.917 0.916
S_361 0.813 0.811 0.808 0.805 0.802 0.799
S_371 0.

0.914 0.913 0.912 0.910 0.909 0.907 0.906 0.904 0.903 0.901 0.900 0.898 0.897 0.895 0.893 0.892 0.890
0.796 0.793 0.790 0.787 0.784 0.781 0.778 0.774 0.771 0.768 0.765 0.761 0.758 0.754 0.751 0.747 0.744
0.746 0.742 0.738 0.735 0.731 0.727 0.723 0.720 0.716 0.712 0.708 0.704 0.700 0.695 0.691 0.687 0.683
0.671 0.666 0.662 0.657 0.653 0.648 0.644 0.639 0.634 0.630 0.625 0.620 0.615 0.610 0.605 0.600 0.595
0.973 0.973 0.972 0.972 0.971 0.971 0.970 0.970 0.970 0.969 0.969 0.968 0.967 0.967 0.966 0.966 0.965
0.895 0.894 0.892 0.890 0.889 0.887 0.885 0.884 0.882 0.880 0.878 0.876 0.874 0.872 0.870 0.868 0.866
0.677 0.673 0.668 0.664 0.659 0.655 0.650 0.646 0.641 0.636 0.632 0.627 0.622 0.617 0.612 0.607 0.602

S_3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.751 0.748 0.744 0.741 0.737 0.734 0.730 0.727 0.723 0.720 0.716 0.713 0.709 0.705 0.701 0.698 0.694  

Note: Error components
Source: FRONTIER 41 R

 specification
egression ou

 using output instead of value added. 
tput from data obtained from www.tips.org.za, www.statssa.gov.za 

and www.resbank.co.za  
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Table A2.4 : Translog Production function technical efficiency estimates 
 

0.900 0.898 0.897 0.895 0.894 0.892
S_305 0.881 0.879 0.877 0.875 0.874 0.872 844 0.842 0.839 0.837 0.834
S_306 0.983 0.982 0.982 0.982 0.981 0.981 0.976 0.975

0.737 0.733 0.729 0.726 0.722 0.718 0.651 0.646
0.722 0.718 0.714 0.710 0.706 0.702 668 0.664 0.659 0.655 0.650 0.646 0.641 0.637 0.632 0.627
0.739 0.735 0.732 0.728 0.724 0.720 84 0.680 0.676 0.671 0.667 0.662 0.658 0.654 0.649
0.706 0.702 0.698 0.694 0.690 0.685

21 0.735 0.731 0.728 0.724 0.720 0.716
23 0.897 0.895 0.894 0.892 0.890 0.889

0.937 0.936 0.935 0.934 0.933 0.931

0.959 0.959 0.958
0.680 0.676 0.671

0.822 0.819 0.817 0.814 0.811 0.808 0.806 0.803 0.800 0.797 0.794 0.791 0.788 0.785 0.782 0.779 0.775 0.772
_341 0.678 0.674 0.670 0.665 0.661 0.657 0.652 0.647 0.643 0.638 0.633 0.629 0.624 0.619 0.614 0.609 0.605 0.600 0.595 0.589 0.584 0.579 0.574
_342 0.709 0.705 0.701 0.697 0.692 0.688 0.684 0.680 0.676 0.671 0.667 0.662 0.658 0.653 0.649 0.644 0.640 0.635 0.630 0.626 0.621 0.616 0.611
_351 0.947 0.947 0.946 0.945 0.944 0.943 0.942 0.941 0.940 0.939 0.938 0.937 0.936 0.935 0.934 0.933 0.932 0.931 0.930 0.929 0.928 0.927 0.926

S_352 0.982 0.981 0.981 0.981 0.980 0.980 0.980 0.979 0.979 0.979 0.978 0.978 0.978 0.977 0.977 0.977 0.976 0.976 0.975 0.975 0.975 0.974 0.974
S_353 0.929 0.928 0.927 0.926 0.924 0.923 0.922 0.921 0.919 0.918 0.917 0.916 0.914 0.913 0.912 0.910 0.909 0.907 0.906 0.905 0.903 0.902 0.900
S_356 0.972 0.971 0.971 0.971 0.970 0.970 0.969 0.969 0.968 0.968 0.967 0.967 0.966 0.965 0.965 0.964 0.964 0.963 0.963 0.962 0.961 0.961 0.960
S_361 0.918 0.916 0.915 0.914 0.912 0.911 0.910 0.908 0.907 0.905 0.904 0.902 0.901 0.899 0.898 0.896 0.895 0.893 0.891 0.890 0.888 0.886 0.884
S_371 0.931 0.930 0.929 0.928 0.927 0.926 0.924 0.923 0.922 0.921 0.920 0.918 0.917 0.916 0.914 0.913 0.912 0.910 0.909 0.908 0.906 0.905 0.903
S_374 0.887 0.885 0.883 0.881 0.880 0.878 0.876 0.874 0.872 0.870 0.868 0.866 0.864 0.862 0.860 0.858 0.856 0.853 0.851 0.849 0.847 0.844 0.842
S_381 0.834 0.831 0.829 0.826 0.823 0.821 0.818 0.815 0.813 0.810 0.807 0.804 0.802 0.799 0.796 0.793 0.790 0.787 0.784 0.780 0.777 0.774 0.771
S_384 0.988 0.987 0.987 0.987 0.987 0.986 0.986 0.986 0.986 0.986 0.985 0.985 0.985 0.985 0.984 0.984 0.984 0.984 0.983 0.983 0.983 0.982 0.982
S_391 0.788 0.785 0.782 0.779 0.776 0.773 0.769 0.766 0.763 0.759 0.756 0.753 0.749 0.746 0.742 0.738 0.735 0.731 0.727 0.723 0.720 0.716 0.712
S_392 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Mean effic. in year 0.864 0.862 0.860 0.858 0.856 0.854 0.852 0.850 0.848 0.845 0.843 0.841 0.839 0.837 0.834 0.832 0.830 0.827 0.825 0.822 0.820 0.817 0.815

Industry
S_301

1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002
0.890 0.889 0.887 0.885 0.883 0.882 0.880 0.878 0.876 0.874 0.872 0.870 0.868 0.866 0.864 0.862 0.860

.851 0.848 0.846 0.0.870 0.868 0.866 0.864 0.862 0.859 0.857 0.855 0.853 0
0.981 0.981 0.980 0.980 0.980 0.979 0.979 0.979 0.978 0.978 0.978 0.977 0.977 0.976 0.976
0.714 0.710 0.706 0.702 0.698 0.694 0.690 0.686 0.681 0.677 0.673 0.668 0.664 0.660 0.655S_311

S_313 0.698 0.694 0.690 0.685 0.681 0.677 0.673 0.
S_316

17
0.717 0.713 0.709 0.705 0.701 0.697 0.692 0.688 0.6

S_3
S_3

0.681 0.677 0.672 0.668 0.664 0.659 0.655 0.650 0.646 0.641 0.636 0.632 0.627 0.622 0.617 0.612 0.608
0.712 0.708 0.704 0.700 0.696 0.692 0.688 0.684 0.680 0.675 0.671 0.666 0.662 0.658 0.653 0.649 0.644

S_3
S_324

0.887 0.885 0.883 0.882 0.880 0.878 0.876 0.874 0.872 0.870 0.868 0.866 0.864 0.862 0.860 0.858 0.856
0.930 0.929 0.928 0.927 0.926 0.925 0.924 0.922 0.921 0.920 0.919 0.917 0.916 0.915 0.913 0.912 0.911

S_331 0.869 0.867 0.865 0.863 0.861 0.859 0.857 0.855 0.852 0.850 0.848 0.846 0.843 0.841 0.839 0.836 0.834 0.831 0.829 0.826 0.824 0.821 0.818
S_334 0.964 0.964 0.963 0.962 0.962 0.961 0.961 0.960 0.959 0.959 0.958 0.957 0.957 0.956 0.955 0.955 0.954 0.953 0.952 0.952 0.951 0.950 0.949
S_335 0.970 0.970 0.969 0.969 0.968 0.968 0.967 0.967 0.966 0.966 0.965 0.965 0.964 0.964 0.963 0.962 0.962 0.961 0.961 0.960
S_337 0.757 0.753 0.750 0.746 0.743 0.739 0.735 0.732 0.728 0.724 0.720 0.717 0.713 0.709 0.705 0.701 0.697 0.692 0.688 0.684

_338 0.835 0.832 0.830 0.827 0.825S
S
S
S

 
Note: Error components specification using output instead of value added. 
Source: FRONTIER 41 Regression output from data obtained from www.tips.org.za, www.statssa.gov.za 
and www.resbank.co.za  
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Appendix A3: Variable definitions 
Variable Definition 
Africa_mz Value of imports from the African region in millions of Rand 
America_mz Value of imports from the American region in millions of Rand 
Asia_mz Value of imports from the Asian region in millions of Rand 
CAP The percentage utilisation of production capacity. Therefore 100 

percent would refer to full capacity utilisation. 
CPI Consumer price index 1995=100 
DD Domestic demand is equal to total output plus imports minus exports. 

The import-domestic demand ratio is an indication of how much of the 
domestic demand is satisfied by imports. 

EX The export-output ratio is a measure of how much of South Africa’s 
industrial output is exported. The export-output ratio is equal to total 
exports (X) divided by total output (Q) of an industry times one 
hundred: Export-output ratio = (X / Q)*100. 

Europe_mz Value of imports from the European region in millions of Rand 
Fixed capital productivity Fixed capital productivity is a measure of output per unit of fixed 

capital input. Fixed capital productivity is equal to total output (Q) 
divided by the fixed capital input (C), i.e. the capital stock:  
Fixed capital productivity = Q / C = output per unit of fixed capital 
input. 

GM The gross mark-up of an industry is the net operating surplus of that 
industry as a percentage of total intermediate inputs plus labour 
remuneration for that industry. It excludes all net indirect taxes. 

Gross domestic fixed 
investment 

Gross domestic fixed investment consists of buildings and construction 
works, transport equipment, machinery and other equipment and 
transfer costs 

IM Intermediate imports refer to the imports of goods and services 
produced elsewhere in the world, but used in the industry of the 
country under consideration and consumed in the production process. 
Intermediate imports exclude the importation of production factors. 

K Fixed capital stock consists of buildings and construction works, 
transport equipment, machinery and other equipment and transfer 
costs.  

Labour productivity Labour productivity is the ratio between output (Q) and the labour 
input (LI) used to produce that output:  
Labour productivity = Q / LI = output per unit of labour input. Labour 
productivity can be expressed as output per worker (by dividing total 
output by total number of workers employed. 

M Value of materials input in millions of Rand. 
MS Proportion of industry sales to total manufacturing sector sales 
MZ The import-domestic demand ratio or import penetration is equal to 

total imports (Z) divided by total domestic demand (DD) times one 
hundred: Import-domestic demand ratio = (Z / DD)*100. 

MZ1 Import leakage is a measure of how much is imported to satisfy local 
demand. Import leakage is equal to total imports (Z) divided by total 
imports added total output (Q) times one hundred: Import leakage = 
[Z / (Z + Q)]*100. 

N Employment figures indicate the number of paid employees and 
include casual and seasonal workers. Employment consists of three 
main categories, namely highly skilled, skilled and semi-and unskilled 
labour. 

oceania_mz Value of imports from the Oceania region in millions of Rand 
RAD Expenditure by industries on machinery and equipment in 
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Variable Definition 
millions of Rand. 

RAD1 Ratio of expenditure by industries on machinery and 
equipment to total gross domestic investment 

RER Rand real exchange rate 1995=100 
SKILL Ratio of skilled employees to total number of employees 
TARIFF Ratio of customs duties paid by industry to total imports 
TE Technical efficiency scores 
TOT Terms of trade index  1995=100 
V Value added= Value added at basic prices + Net indirect taxes on 

products (by government). 
Y Final output of goods by industry used or consumed by individuals, 

households and firms and not processed further or resold 
Notes: Where necessary nominal variables are deflated with an appropriate price index to obtain 
real series.  
Source:TUhttp://ts.easydata.co.za UT; TUhttp://www.tips.org.zaUT; TUhttp://www.resbank.co.zaUT; 
TUhttp://www.statssa.gov.za UT 
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