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Against the background of the rapid evolution of mobile communication systems in the areas of service

provision and capacity enhancement described above, the main focus of the research is on coded space-time
processing techniques. The use of space-time processing is an attractive solution because it can mitigate

the effects of multipath fading as well as suppress co-channel interference, therefore, significantly improving

system performance. The topics are presented in the context of designing mobile communication systems

where the two core areas of spatial processing and error coding are to be integrated in an optimum way. Of

particular importance in this thesis, will be those CDMA based solutions for the mobile sector and the new

performance analysis issues that need to be addressed as a result of the introduction of heterogeneous services
and service environments into a single, mobile cellular access network. Furthermore, novel applications of

turbo transmit and receive antenna diversity and beamforming techniques to mobile cellular access networks

aimed at increasing the efficiency of such networks are considered. The thesis has the following goals:

• To establish a general spatial/temporal channel model for use in the evaluation of coded space-time
processing concepts applied to CDMA networks.

• To analyze the performance of uncoded cellular CDMA systems incorporating space-time techniques using
analytical methods in a number of realistic application scenarios.

• To design, implement and evaluate coding strategies for incorporation into the space-time CDMA systems.

This objective can be broken down into the following items:

Space-time coding systems when considering multiple transmit antennas for the downlink.

Coded space-time systems when considering multiple receive antennas for the uplink.

This thesis introduces many (some novel) space-time turbo coded techniques to increase the downlink capac-
ity of a cellular CDMA network using multiple transmit antennas. For improving the uplink capacity, coded
space-time diversity and beamforming techniques, employing multiple receive antennas, are considered. In

order to quantify the performance improvements that may be achieved, a framework for the evaluation of

 
 
 



these systems are constructed. Using this framework the BEP of all the space-time coding systems are de-
rived analytically, and evaluated under identical propagation scenarios. The results presented show that the

use of space-time turbo coded processing is an attractive solution since it can improve system performance
significantly under conditions of multipath fading for both the uplink and downlink. It is shown that the

two core areas of spatial processing and channel coding can be integrated in an optimum way to increase

the capacity of existing cellular CDMA networks.

Key Words: Mobile Digital Wireless Communication, Multiple-Access Communication, Error Correction
Coding, Multiple Transmit and Receive Antenna, Space-Time Diversity and Beamforming, Turbo Transmit

Diversity.
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Gemeet teen die agtergrond van die snelle ontwikkeling van mobiele kommunikasiestelsels en dienste, asook

die fisiese beperkings gestel deur beskikbare bandwydte en seindrywing, ondersoek die proefskrif ruimte-tyd
kodeerde prosesseringstegnieke vir huidige en toekomstige multi-gebruiker CDMA sprei-spektrum kommu-

nikasiestelsels. Die gebruik van ruimte-tyd prosessering is uiters geskik vir mobiele kommunikasie aangesien
dit die effekte van multipad voortplanting en ko-kanaalsteurings teen kan werk. In die proefskrif word die

twee kern areas van ruimte prosessering en foutkorreksiekodering optimaal geintegreer. Die proefskrif het
die volgende doelwitte:

• Om 'n algemene ruimte/tyd kanaalmodel op te stel waarmee die voorgestelde foutkorreksie kodeerde
ruimte-tyd prosesseringskonsepte en algoritmes teen evalueer kan word. Laasgenoemde kanaalmodel sluit

ook ruimte-tyd korrelasie modelering in.

• Om die verwerrigting van ongekodeerde ruimte-tyd sellulere CDMA kommunikasiestelsels te evalueer deur
middel van analitiese metodes onder realistiese toepassingskondisies.

• Om die ontwerp, implementering en verwerrigtinganalises van ruimte-tyd kodeerde sellulere CDMA kom-
munikasiestelsels uit te voer vir insluiting in huidige en toekomstige CDMA kommunikasiestelsels. Hierdie
doelwit word verder onderverdeel:

Ruimte-tyd koderingstelsels wanneer multi-antenna elemente by die basisstasie-sender vir seintrans-

missie in die voorwaartse pad beskikbaar is.

Gekodeerde ruimte-tyd stelsels wanneer multi-antenna elemente by die basisstasie-ontvanger vir

seinontvangs in die tru-waartse pad beskikbaar is. Hier word gekyk na beide ontvanger diversiteit en
antenna patroonvorming.

• Om die verwerrigting van ruimte-tyd kodeerde sellulere CDMA kommunikasiestelsels te evalueer deur

middel van analitiese metodes onder realistiese toepassingskondisies.

Hierdie proefskrif stel verskeie (sommige uniek) ruimte-tyd turbo gekodeerde tegnieke voor vir die kap-
asiteitverbetering van sellulere CDMA kommunikasiestelsels in die voorwaarste pad wanneer van multi-

anttena elemente vir seintransmissie gebruik gemaak word by die basisstasie. Om die kapasiteit in die

 
 
 



tru-waartse pad te verbeter word foutkorreksie kodeerde diversiteit en patroonvormingstegnieke voorgestel

vir implementering by die ontvanger basisstasie. Die navorsingsresultate dui daarop dat die voorgestelde
ruimte-tyd kodeerde prosesseringstegnieke uitstekend geskik is vir die verbetering van beide die voorwaartse
en tru-waartse paaie. Die proefskrif Ie hiermee die grondsiag vir die ontwerp en evaluasie van ruimte-tyd
prosesseringstegnieke vir toekomstige CDMA sellulere kommunikasienetwerke.

Sleutelwoorde: Mobiele Syferkommunikasie, MuIti-Gebruiker Kommunikasie, Foutkorreksiekodering, Multi-

Versend en Ontvangs Antennas, Ruimte- Tyd Diversiteit en Antenna Patroonvorming, Turbo Versend Di-

versiteit.
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1 INTRODUCTION

"Imagination is more important than knowledge, for knowledge is limited while imagination
embraces the entire world."

During the past ten years, there has been an explosive growth of personal and mobile wireless services

whose ultimate goal is to support universal personal and multimedia services without regards to mobility

and location. These future services are intended to provide image, video and local area network applications

requiring high-speed data transmission that may be more than 1000 times faster than present systems [1].

Current development trends in telecommunications are driven by user requirements, which include access
to a diverse range of services for anyone, anywhere, anytime and at the lowest possible cost. In an ideal

world, this would ultimately lead to one worldwide mobile solution, using one radio-access network and one
single core network. Physical limits imposed by the mobile radio channel cause performance degradation

and make it very difficult to achieve high bit rates at low error rates over time dispersive wireless channels.

In order to understand the importance of this thesis, the contributions are sketched against the background

of an ever increasing user population that is placing increasingly stringent demands on existing and planned

communication networks for high quality flexible services.

Smart antennas have recently been proposed for wireless communications [2, 3, 4, 5]. The use of multiple

element antenna arrays is an attractive solution because they can mitigate the effects of multipath fading

as well as suppress co-channel interference, thereby significantly improving system performance. These
antenna arrays may be employed either at the transmitter or the receiver. In a cellular radio system,

it is generally most practical to employ an antenna array at the base station rather than at the mobile

terminals. Then, in transmitting from the mobile to the base station (uplink channel), receiver diversity is

achieved through a multiple receive antenna array, while in transmitting from the base station to the mobiles

(downlink channel), transmit diversity is achieved through a multiple transmit antenna array. To further
improve system performance, both spatial (multiple antennas) and temporal (multipath combining and

coding) processing can be combined so that both the time and space or angular domains can be efficiently

 
 
 



exploited. This joint space-time processing can be adopted at both the base stations and mobile stations to
improve the system performance and capacity by orders in magnitude [6, 7].

In this thesis, the focus is on coded transmit diversity and its achievable performance when used in cellular
CDMA systems. Transmitter diversity has traditionally been viewed as more difficult to exploit than receiver

diversity, in part because of the challenging signal design problem: the transmitter is permitted to generate a
different signal at each antenna element. The addition of coding complicates the signal design problem, but

increases the transmitter diversity degrees of freedom, and also the potential of optimal space-time coded

diversity gain.

In this chapter, a brief introduction into some of the newest developments in mobile communications is

presented. Specific emphasis is placed on the infra-structural evolution of second generation mobile com-
munication networks to third generation mobile communication networks. Then, the goals and specific

contributions of this thesis are listed in Section 1.2. The basic definitions and operating principles of an-
tenna arrays and coded space-time processing for spread spectrum code division multiple access (CDMA)
are presented in Section 1.3, as a basis for the work covered in this thesis. Finally, the organization of this
thesis is described in Section 1.4.

Mobile communications at the beginning of the 21th century is characterized by a diverse set of applications

using many incompatible standards. In order for today's mobile communications to become truly personal

communications in this century, it will be necessary to consolidate the standards and applications into a
single unifying framework. The eventual goal is to define a global third generation mobile radio standard

called the Future Public Land Mobile Telecommunications System (FPLMTS).

The success of the European second generation system, GSM, has created a mass market for mobile com-

munications, reaching high terminal penetration in global markets. At the end of June 1998, there were 293

members of the GSM memorandum of understanding (MoU) association from 120 different countries world-
wide. There are currently 278 GSM networks in operation serving 95 million subscribers, and these are still
growing. A further boost to the mass market will be the introduction of multi-mode multi-band terminals,

such as GSM/DCS 1800/PCS 1900, GSM/satellite and many other handset combinations. The penetration
for mobile communications in developed countries is expected to rise to 50%-80% within the time frame

from the introduction of Universal Mobile Telecommunication System (UMTS) [8,9]. The UMTS system is
only one of many new third generation systems being developed around the world, and serves as illustration

for our current discussion.

UMTS cannot be developed as a completely isolated network with minimal interface and service intercon-
nection to existing networks. Both UMTS and existing networks will need to develop along parallel, even

convergent paths, if service transparency is to be achieved to any degree. This would then, in the end, allow

UMTS services to be supported, although at different levels of functionality, across all networks. Another

important requirement for seamless operation of the two standards is GSM-UMTS hand-over in both di-
rections. Restrictions on the applicability of hand-over may be necessary for particular services and when

services are different between the systems. This will require modifications of existing GSM specifications.
GSM networks also need to be protected from unwanted side-effects caused by functions needed to support

cross handovers.

 
 
 



UMTS wideband code division multiple access (WCDMA) is one of the major new third generation (3G)

mobile communication systems being developed within the FPLMTS framework. It represents a substantial

advance over existing mobile communications systems. Above all else it is being designed with flexibility for
users, network operators and service developers in mind and embodies many new and different concepts and

technologies. UMTS seeks to build on and extend the capabilities of today's mobile, cordless and satellite
technologies by providing increased capacity, data capability and a far greater range of services using an

innovative radio access scheme and an enhanced, evolving core network.

As the demand for user data rates increases in the long term, UMTS will be developed to support even higher

data rates, perhaps one or two orders of magnitude greater (provided appropriate spectrum is allocated). In
later phases of UMTS development there will be a convergence with even higher data rate systems, known

as broadband radio access networks (BRAN), using mobile wireless local area network (LAN) technologies
(microwave or infrared) providing data rates of, for example, 155 Mbit/s in indoor environments. Figure

1.1 illustrates the mobility and coverage of UMTS compared with GSM and BRAN.
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GSM - Global System for Mobile Communications
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In practical implementations of UMTS, some users may be unable to access the highest data rates at all

times. For example, the physical constraint of radio propagation and the economics of operating a network

will mean that the system services might only support lower data rates in remote or heavily congested areas.

Therefore, in order to ensure that the subscriber is always able to use his or her terminal, services will be

adaptive to different data rate availability and other quality of service (QoS) parameters. For this reason

UMTS is also being designed to offer data rate on demand, where the network reacts adaptively to the user's
demands, the customer's profile and the current status of the network. The use of packet-oriented transport

protocols is being studied so that UMTS can enhance these abilities. Together, the combination of packet
data and data rate on demand will remove technical barriers for the user and make operation of the system
much cheaper - there will be no worries about how and when to connect to the network.

 
 
 



Table 1.1 and Figure 1.2 show the projected required frequencies per service in typical busy hours for the

years 2005 and 2010. The conclusion is that roughly 580 MHz will be required in the year 2010. The

requirement includes the bands currently designated for second generation (2G) systems, and the bands
designated as core bands for UMTS, plus new spectrum resources fully and flexibly exploited. It is envisaged
that the increase in penetration after 2010 will not be significant [8, 10]. The use of services requiring wider

bandwidth, however, is expected to increase, which will lead to increasing spectrum demand.

Year 2005 2010

High interactive multimedia1 22 MHz 82 MHz
Medium and high multimedia2 113 MHz 241 MHz
Switched data 12 MHz 9 MHz
Simple messaging 2 MHz 2 MHz
Voice 220 MHz 220 MHz

Total 369 MHz3 554 MHz4

Total (allowing for spectrum division) 406 MHz 582 MHz
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In order to ensure that the FPLMTS vision is sustained in the long term, its capabilities will need to be

progressively increased by the addition of new technologies. A selection of these are detailed below.

 
 
 



1.1.3.1 Re-configurable Terminals. Future mobile terminals will have to exist in a world of multiple stan-

dards - both 2G and those of other members of the FPLMTS family. Also, standards themselves are

expected to evolve. In order to provide universal coverage, seamless roaming and non-standardized services,

some of the elements of the radio interface (e.g. channel coder, modulator, demodulator, etc.) will no longer

have fixed parameters, they will rather take the form of a "toolbox" whereby key parameters can be selected

or negotiated to match the requirements of the local radio channel. In addition to the ability to adapt to

different standards described above, downloadable terminals will enable network operators to distribute new

communications software over the air in order to improve the terminals' performance in the network or to
fix minor problems.

1.1.3.2 Application and Service Download. In using today's multimedia terminals (for example PCs), users

have learned to accept the idea that the capabilities of the terminal can be modified over time by software

downloading. It is now commonplace for a user to download a new "plug in" (for example a video or audio
codec) to access new types of content. The introduction of multimedia services in UMTS will take this
concept into the mobile domain.

1.1.3.3 Broadband Satellite Systems. Several broadband satellite systems are also planned for deployment

in the post 2002 time frame (designed to offer data rates beyond 2 Mbit/s and into the Gigabits domain).
Some of these systems may offer compatibility with UMTS service concepts using satellite frequency alloca-

tions in the 20/30 GHz range. The requirements of the terminal equipment and higher power consumption
will necessitate larger transportable or fixed terminals.

1.1.3.4 Space-time Techniques. As will be discussed throughout this thesis, space-time techniques are a

key way to enhance the capability of mobile communication services in the long term, and are currently

regarded by many within the wireless communications industry as a core system component in future-
generation mobile networks. For example, the current UMTS standard already provides for antenna array

use. The pilot bits available in the dedicated physical channels ensure that space-time technology can

be introduced in the future. As an example of a space-time processing technique, antenna arrays react
intelligently to the received radio signal, continually modifying their parameters to optimize the transmitted
and received signal. More detail concerning these techniques are given in Section 1.3.

Clearly radio technologies are no longer confined to serving the needs of mobile or rural telecommunications

users. In fact, it can be said that radio technology has been liberated and that it is today viewed as a
viable alternative to access technologies such as fiber and copper. This liberation of radio technology from
its traditional role as a mobile or rural access system is further exemplified by Figure 1.1. UMTS solutions,

for instance, can be applied to many different mobility and service provision scenarios, with other high

speed radio access technologies like wireless local area networks and mobile broadband systems extending

the applicability of radio based access solutions to almost any conceivable scenario.

In order to understand the importance of this thesis, the goals and contributions are sketched against the

background of an ever increasing user population that is placing increasingly stringent demands on existing

and planned communication networks for high quality, flexible services. Of particular importance in this
thesis, will be those CDMA based solutions for the mobile sector and the new performance analysis issues
that need to be addressed as a result of the introduction of heterogeneous services and service environments

 
 
 



into a single, mobile cellular access network. Furthermore, novel applications of transmit antenna diversity

techniques to mobile cellular access networks aimed at increasing the efficiency of such networks will be

considered.

Against the background of the rapid evolution of mobile communication systems in the areas of service

provision and capacity enhancement described above and the role of smart antenna concepts therein, this
thesis has the following goals:

• To establish a general spatial/temporal channel model for use m the evaluation of coded space-time
processing concepts applied to CDMA networks.

• To analyze the performance of uncoded cellular CDMA systems incorporating space-time techniques using
analytical methods in a number of realistic application scenarios.

• To design, implement and evaluate coding strategies for incorporation into the space-time CDMA systems.
This objective can be broken down into the following items:

Space-time coding systems when considering multiple transmit antennas for the downlink.

Coded space-time systems when considering multiple receive antennas for the uplink.

This thesis examines the topic of combined diversity and turbo coding systems in CDMA. Several novel

results and techniques are developed which allow significant performance improvements under a range of

conditions in cellular CDMA systems.

• Turbo encoding and its applicability to transmit diversity and receive beamforming/diversity scenarios
for cellular CDMA is investigated and illustrated.

• New analytical models are developed to provide a simple mechanism of evaluating the performance of the
existing space-time coding proposals. These analytical models facilitate a direct comparison of various

techniques.

• The field of knowledge is extended by introduction of a particular class of layered space time codes for

CDMA, namely turbo transmit diversity (TTD).

Parallel concatenated TTD (PCTTD).

Serial concatenated TTD (SCTTD).

Super-orthogonal TTD (SOTTD).

• The work of previous authors in the field of space-time trellis codes is extended. The relationship between
multiple trellis coded modulation (MTCM) and good space-time code design techniques is shown.

 
 
 



• New analytical models are developed for determining the performance of space-time trellis codes based
on MTCM techniques. New metrics for measuring space time code quality and for examining the relative

"goodness" of existing space-time codes are derived.

• The relationship between turbo coded space-time turbo codes in receive diversity and directional antenna

(beamforming) systems is examined.

Theoretically, the most effective technique to mitigate flat fading in a wireless channel is transmitter power
control. In addition, if the channel multipath conditions as experienced by the receiver are known at the

transmitter, the transmitter can pre-distort the signal in order to compensate for the distortion introduced
by the channel at the receiver. Other effective techniques are time, frequency and space diversity. When
possible, wireless communication systems should be designed to encompass all forms of available diversity

to ensure adequate performance [11].

From a practical point-of-view, space diversity reception in the uplink is one of the most effective and, hence,

widely applied techniques for mitigating the effects of multipath fading. The classical approach is to use

multiple antennae at the receiver and perform combining or selection and switching in order to improve the
received signal quality. The major problem with the receive diversity approach at the mobile terminal, is

cost, size and power. As a result, antenna diversity techniques have almost exclusively been applied to the

base stations. In this thesis, the use of multiple transmit/receive antennas at the base station is considered,

when combined with advanced forward error correcting codes to increase system capacity of cellular CDMA
communication for both the uplink and downlink.

The reasoning behind the use of space-time processing techniques (which include smart antennas as a special

case) is the optimization of the cellular spectral efficiency of the network. This is realized by implementing
more than one antenna element to optimally transmit or receive signals by using both temporal and spatial

signal processing techniques in the transceiver. Well known techniques such as antenna sectorization (spatial
signal processing), diversity combining (spatial and temporal signal processing) and beamforming arrays

(spatial and temporal signal processing) are considered to be examples of space-time processing. In fact, all

antenna array systems can be considered to be space-time processors.

CDMA communications are interference-limited systems, due to the presence of self and mutual interference

signals at the receiver antenna. This is because all users communicate simultaneously in the same frequency
band [12, 13]. The received signal suffers multipath fading created by the reflections and diffraction by

many obstacles, such as buildings and hills located between the mobile. Multiple access interference (MAl)

is often produced which significantly reduces the link capacity. Thus, advanced techniques to counteract

these impairments are indispensable in order to minimise MAL Forward error correction (FEe) coding can
be regarded as a time diversity technique when it is combined with interleaving of sufficient depth. Thus,

FEC aims to correct errors caused by noise and interference in the CDMA communication environment.

Channel coding is an extremely complex topic to which entire books are dedicated. The reader is referred

to Lin and Costello [14] or Clark and Cain [15] for detailed introductory discussions on FEC coding, and to

 
 
 



Viterbi and Omura [16], Petersen and Weldon [17], Gallager [18], Berlekamp [19, 20] and Biglieri et at. [21]
for advanced discussions of both information theoretic and algebraic foundations of channel coding.

Channel
Coding

Trellis coding, encapsulating both trellis coded modulation (TCM) and multiple trellis coded modu-

lation (MTCM), and

Parallel (turbo) and serial concatenated convolutional and block codes with iterative decoding, and

Turbo trellis coded modulation.

Turbo codes and its trellis coded variants are the parallel concatenation of two recursive systematic con-

volutional (RSC) codes separated by an interleaver and decoded using iterative decoding techniques. The
discussion here is confined to the more general concepts of turbo processing. In Chapter 4, a more detailed

discussion on turbo codes and their application to CDMA communications will be presented.

 
 
 



The Viterbi algorithm was introduced in 1967 as a computationally efficient method for performing maximum

likelihood (ML) decoding of convolutional codes [22]. Since then, it has found numerous other applications

including maximum likelihood sequence estimation (MLSE) equalizers [23], trellis-coded modulation [24),

and multiuser detection [25, 26, 27, 28]. Along these lines, it was soon recognized that the iterative method

of decoding turbo codes was also suitable for many other applications, and could be incorporated as a
d(:lsign methodology for advanced receiver design. Examples of sub-systems include source decoding [29),

symbol detection [30), equalizers [31] and multiuser detectors [32, 33, 34J. Also, in line with the thesis goals,

combinations with multiple transmit and receive antennas.

Communication receivers typically consist of a cascade of signal processing intensive subsystems, each op-

timized to perform a single task. In a "conventional" receiver, the interface between subsystems involves
the passing of bits, or hard-decisions, down the stages of the chain. Whenever hard-decisions are made,

information is lost and becomes unavailable to subsequent stages. Additionally, stages at the beginning of
the processing chain do not benefit from information derived by stages further down the chain. The interface

between stages can be greatly improved by employing the same strategy used to decode turbo codes. In

[30] the term "turbo processing" was coined to describe the general strategy of iterative feedback decoding
or detection. The latter processing forms the basis for the space-time turbo coded processing techniques for
the downlink. These techniques are covered in detail in Chapters 5 and 6.

1.3.1.1 Coded Cellular CDMA. It is well known that CDMA systems exhibit maximum capacity potential

when combined with FEC coding [13, 35, 36, 37, 38]. In fact, most FEC systems, especially those with
low code rates, expand bandwidth and can be viewed as spreading systems. The positive trade-off between

greater distance properties of lower rate codes and increased cross-correlation effects (due to shorter sequence

length) is fundamental to the success of coded CDMA. From information theory it is known that the

maximum theoretical CDMA capacity can only be achieved by employing very low rate FEC codes utilizing

the entire bandwidth, without further spreading by the multiple access sequence [38, 39, 40, 41].

Viterbi [35, 38] has proposed the use of orthogonal convolutional codes as low rate code extensions for

code-spreading CDMA. Recently, two new classes of low rate codes with improved performance have been

proposed. Pehkonen et al. [42, 43J proposed a coding scheme that combines super-orthogonal turbo codes

(SOTCs) with super-orthogonal convolutional codes (SOCCs) [38]. A different approach was taken by
Frenger et ai. [40,41), where a class of nested rate-compatible convolutional codes (RCCC), with maximum
free distance (MFD), was derived.

In [44), performance gains achieved in a RAKE based CDMA system with convolutional versus trellis coding

were reported. Codes were constructed over an MPSK signal set by taking a standard Ungerboeck type
code for MPSK modulation and multiplied by a binary pseudo-noise sequence, thereby spreading the signal

over a large bandwidth. It was reported that this approach did not yield a performance advantage over
standard convolutional codes, with the conclusion that it is better to exploit the low distance properties of

low rate convolutional codes as opposed to using higher order modulation schemes for efficient signalling.

A different approach to trellis coded CDMA was investigated by Woerner et ai. [45]. In this approach

the trellis code is constructed over the set of possible signature sequences rather than over some 2D signal

constellation. Instead of expanding the number of signal points in the 2D constellation, the signal points were

expanded over a set of orthogonal spreading sequences. A carefully designed trellis then allows only certain
combinations of sequences that have a large total minimum distance. By increasing the number of sequences,
the actual minimum distances between sequences have been decreased. The trellis code compensates for

this decrease by increasing the minimum distance of the code above that of the uncoded system.

 
 
 



For non-optimum multiuser receivers, such as the MF or RAKE, coding gain comes at the cost of increased
MAl level. A limitation to the use of low rate coding comes when the spreading is reduced to such a level that

the MAl does not appear Gaussian anymore. By using more powerful codes than those used by Boudreau
et ai. [44], the issue of spreading versus coding can be more adequately addressed. For a finite effective

code rate (and hence a finite spreading ratio), the level of MAl, under AWGN equal power conditions, is

fixed. If the MAl was truly Gaussian in nature, turbo codes should perform in a similar way as if applied
to an AWGN channel. For a RAKE receiver with perfect channel estimation, the soft input turbo code

will perform equally well in an AWGN and a fading channel. The power of turbo coding approaching the

Shannon bound in narrow band systems, implies that almost optimum performance should be achievable

with coded CDMA systems under similar signalling conditions.

The introduction of spatial aspects into the cellular problem through the innovative use of antennas now
offers new possibilities to extend the receiver algorithms mentioned above. Specifically, the use of multiple

antennas at both the transmitter and the receiver adds a new dimension to the CDMA receiver problem as
it allows for the improved separation of users' signals. Through the use of space-time processing techniques,

the levels of MAl and fading a receiver has to cope with can be significantly reduced, thereby increasing the
capacity of the overall system. In the latter parts of this thesis, the above mentioned receiver structures,

used in conjunction with coded space-time processing, are discussed in detail.

With this in mind, the purpose of space-time processing systems should become clearer. Essentially, space-

time processing techniques provide an integrated approach to fight channel impairments on two fronts.

Firstly, by introducing diversity into the system to minimize the effects of fading on the received signal and

secondly by adaptively changing the radiation pattern of the antenna system to minimize the total MAl seen

by the receiver. Whereas both techniques are well known, the power of space-time processing lies therein
that the basic principles of beamforming and diversity are incorporated in the overall system design. Thus,

space-time processing is defined as:

Space-time processing is the minimization of fading and MAl through the integrated use of multiple an-
tennas, advanced signal processing techniques, advanced receiver structures and forward error correction.

Based on this definition, the main aim of space-time techniques for mobile systems is to maintain an
acceptable level of error performance and, hence, to maximize the signal-to-interference and noise ratio

(SINR) for each user in the system.

Combinations of implicit (coded) and external (i.e., multiple transmit/receive antennae) for space-time

diversity and beamforming processing can be used to improve both the downlink and uplink QoS of CDMA

cellular communications. As will be shown in this thesis, it is important to note that the overall system
gains that can be achieved with these space-time coded systems, depend heavily on the error correction

strategy employed.

Following along the lines of the discussion above, the general definition of space-time processing is extended

to incorporate coding. In the context of the thesis, two concepts need to be defined, namely space-time

coded processing (or simple space-time coding), and coded space-time processing. These are defined as:

Space-time coded processing refers to the combined use of adaptive antenna arrays and forward error
correction coding in the downlink of a cellular network to maximize the combined space-time diver-

sity /beamforming and coding gain.

 
 
 



Coded space-time processing refers to the use of adaptive antenna arrays, followed by a forward error

correction coding strategy in the uplink of a cellular network to make maximum use of the available

diversity /beamforming gain.

Thus, in space-time coding the signal processing involved with the use of multiple transmit antennas and

coding are combined to provide a so called space-time coding gain in the downlink. For coded space-time
processing systems multiple receive antennas are considered combined with coding in the uplink. For both

the uplink and downlink channel diversity, beamforming or combined diversity /beamforming techniques
may be considered.

In general, space-time processing techniques can be classified according to Figure 1.4. Diversity techniques

require a number of signal transmission paths, called diversity branches, that carry the same information
but have, ideally, uncorrelated multipath fading, and a circuit to combine the received signals or to select

one of them. This definition of diversity differs from beamforming where it is normally assumed that the
signals arriving at the antenna array are perfectly correlated. Whenever the signals on the various antenna

elements are not perfectly correlated, the beamforming pattern is influenced in a detrimental way. At some
point, due to a lack of correlation, the beam pattern will revert back to an omni-directional pattern. Lack of

correlation is normally induced by the environment through which the received signal is propagated and also
due to the spacing of the antenna elements. Whenever the correlation, Pij, between branch i and j, is less

than perfect, that is Pij < 1, there will be some diversity gain present in the system. Diversity combining
is different from antenna array processing and beamforming in that it combines signals at baseband or

at a intermediate frequency to increase the signal level without affecting the individual antenna pattern.

Beamforming techniques, on the other hand, exploit the differential phase between different antennas to

modify the antenna pattern of the whole array. In this arrangement, once the signals are combined, the

whole of the array has a single antenna pattern.

1.3.2.1 Transmit Diversity. For narrowband TDMA many techniques have been proposed to provide trans-

mit diversity. These techniques can broadly be categorized as

• space-space transmit diversity (polarized antennas are often used to realize space-space transmit diver-
sity) ,

• space-frequency transmit diversity and space-phase transmit diversity (the introduction of frequency
offsets [46] and phase-sweeping [47, 48], to convert a frequency non-selective channel into a frequency

selective channel is a technique used to realize such a transmit diversity scheme), and

• space-time transmit diversity (examples are FIR pulse shaping techniques imposing intentional inter-
symbol interference (ISI) [49, 50, 51, 52, 53], delay diversity [54, 55, 56], and space-time antenna-hopping

(also known as round-robin antenna selection [57]) diversity schemes.)

Many of these techniques can easily be extended to CDMA. A general classification of transmit diversity

techniques, for TDMA and CDMA, can be summarized as follows:

Transmit Diversity with Feedback [58, 59].

In these schemes, implicit or explicit (closed loop) information is fed from the receiver to the transmitter

in order to configure the transmit diversity structure. Winters [58, 60] considered switched diversity with
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feedback while Raleigh et al. [59] considered spatio-temporal-frequency water pouring, a technique based

on channel feedback response. These techniques are limited in practice by vehicle movements and/or

interference which cause a mismatch between the state of the channel perceived by the transmitter and
that perceived by the receiver.

Transmit Diversity with Training Information [49, 50, 54, 61].

Linear processing at the transmitter is used to distribute encoded and control (e.g. transmitter power)

information to the antenna sub-sequences. Feed-forward or training information is utilized to estimate

the link from the transmitter to the receiver. The first scheme of this type was proposed by Wittneben

[50], which includes the delay diversity scheme presented by Seshadri et al. [54] as a special case. Lu et

al. [61] has considered a technique where channel reciprocity was assumed by assigning the same antenna

weights to the transmitter and receiver via implicit (open loop) feedback.

Hybrid Feedback/Training Transmit Diversity.
In practice, the information update rate is slow, and channel reciprocity cannot be guaranteed because

of vehicle movement and/or interference. Here, the feedback and training estimates are combined to
compensate for the channel response at both the transmitter and receiver. In this way the best features

of both open and closed loop channel state estimation are combined.

Blind Transmit Diversity [47, 48, 54, 62, 63].

No feedback or feed-forward information is required. Instead, blind transmit diversity exploits the use

of multiple transmit antennas combined with channel coding to achieve diversity. An example of this
approach is to combine phase sweeping transmitter diversity [47] with channel coding [48]. Here a small

frequency offset is introduced on one of the antennas to create fast fading. Another scheme is to encode

the information by a channel code and then to transmit the code symbols using different antennas in
an orthogonal manner. This can be achieved by either considering frequency multiplexing [62], or time

multiplexing [54]. Also in the case of CDMA, orthogonal spreading sequences can be assigned to the
different transmitting antennas [63]. When appropriate channel coding is employed, it is possible to relax

the orthogonality requirement, with the benefit of achieving diversity and coding gain.

Two promising transmit diversity techniques well suited to CDMA are code-division transmit diversity
(CDTD) and time-division transmit diversity (TDTD). These techniques will be covered in detail in Chapter
3.

1.3.2.2 Receive Diversity. With receive diversity systems, the fact that the signals arriving at different

locations fade at different rates, are therefore utilized [64]. A system employing a receive diversity combiner

uses signals induced on various antennas placed a few wavelengths apart at different locations and combines

these signals in one of many ways [65]. These combining techniques can broadly be categorized as follows:

Selection Combining (SC) [66]. This is the simplest receive diversity technique, that simply selects the
best of the available diversity branches. The selection may be based upon the power of the desired signal,

the total power, or the SINR available at each antenna.

Maximal Ratio Combining (MRC) [67, 68, 69, 70, 71]. In this method the signals from all of the
diversity branches are weighted according to their individual SNRs and then summed. Here, the individual

signals must be co-phased before being summed to produce an output SNR equal to the sum of the
individual SNRs. This technique gives the best statistical reduction of fading of any known linear diversity
combiner.

 
 
 



Equal Gain Combining (EGC) [66]. The equal gain combiner adjusts the phases of the desired signals

and combines them in-phase after equal weighting. This allows the receiver to exploit signals that are

simultaneously received on each branch. The possibility of producing an acceptable signal from a number
of unacceptable inputs is still retained, and performance is only marginally inferior to MRC and superior

to SC.

1.3.2.3 Beamforming. Receive beamforming refers to the use of adaptive antenna arrays in the uplink of

a cellular network to focus the antenna beam on a specific user, thereby increasing the antenna gain in the

direction of the user and suppressing transmissions received from interfering users.

In the case of TDMA and FDMA systems the beamforming system may use pencil antenna beams [72] to

focus on the active users, whereas in CDMA systems, the system can increase the SNR in the uplink by
introducing nulls in the antenna pattern in the direction of strong interfering signals.

In a manner similar to receive beamforming, transmit beamforming can be used in the downlink of a

cellular system to focus all the energy radiated by the base station onto a single user or cluster of users
[73]. Transmit beamforming reduces the interference experienced by mobile communication systems in the

downlink by concentrating all radiated electromagnetic energy in the direction of a user or group of users,
avoiding geographical areas where no users are active.

Fixed Beamforming [75, 76, 77]. The first application of antenna arrays in beamforming is that of fixed

beamforming networks.

One-shot Beamforming [76, 77]. A slightly more general case of a fixed beamforming network would

be a one-shot beamformer. A one-shot beamformer is defined as a beamforming array where an opti-

mal radiation pattern or antenna weights are determined using a single operation. Such beamforming

techniques are also known as statistically optimal techniques as they determine a weight vector which
is optimum in some statistical sense. Specifically, the weight vector is determined by minimizing a cost

function. Minimizing the cost function will maximize the signal quality at the output of the beamformer.

One of the most popular techniques is the minimum mean square error (MMSE) algorithm, which is

widely used.

Adaptive Beamforming [77, 78, 79, 80, 81]. There are several reasons why it is not desirable to solve
the optimum weight vector directly. Since the mobile environment varies with time, the solution of the

weight vector must be updated periodically. Typically, the change in the channel from one adaptation
cycle to the next will be small. Also, since the data required to estimate the weight vector is noisy, it

is desirable to use the current weight vector to determine the next weight vector. This would result in
a smoothing of the weight vector reducing the effect of noise. When a training sequence is used in the

adaptation process, the beamforming method is known as non-blind beamforming, while the solution of

the weight vector, without the use of training sequences, is known as blind beamforming.

Because the uplink of a cellular network is, in general, the capacity limiting factor, it might seem that receive

diversity and beamforming systems will yield greater capacity advantages than the transmit diversity and

beamforming systems. However, the increased downlink quality afforded by transmit space-time techniques

may lead to fewer dropped calls during handovers (because of the better signal quality estimates available

to the mobile), increasing the overall QoS. In addition, the downlink of a cellular system in future wireless
systems will also be a limiting aspect due to for example downloading of large files to a mobile terminal

 
 
 



from a server and the limited possibilities to implement space-time signal processing techniques at mobile

receivers.

It is therefore clear that both transmit and receive space-time processing techniques are of great importance

in wireless communication systems.

1.3.2.4 Multi-beam and Switched-beam Antennas. In addition to diversity and beamforming systems, smart

antenna techniques such as multi-beam and switched-beam antennas can also be used to increase the capacity
of CDMA systems. In [82], experimental test results show that a multi-beam antenna array with fixed beam

azimuths can increase the capacity of a CDMA system compared to a system using sectorized antennas.

Furthermore, in [83, 84] it is shown that switched-beam antennas can both increase the capacity of a CDMA

systems, as well as extend the radio coverage by increasing the carrier-to-interference ratio (CIR).

This thesis will consider the performance of the cellular system in terms of parameters such as bit error rate,

rather than the operation and performance of specific algorithms for the control of the antenna radiation
pattern. In this regard, many algorithms exist for the adaptation of the weights associated with each

radiating element (on a global or peruser basis) and for the combining of signals received on radiating

elements.

The analysis of the bit error probability (BEP) and outage performance of CDMA systems have received
much attention in literature. The analysis of basic asynchronous CDMA systems in Additive White Gaussian

Noise (AWGN) channels using a Gaussian approximation of the interfering signal is presented in [85,86]. In
[87,88,89], upper and lower bounds on the average error probability for CDMA systems in AWGN channels

are presented. The evaluation of CDMA systems was extended in [90] to include multipath fading channels,
where the fading coefficients were either Rayleigh or Rician distributed random variables. Additionally,

a detailed analysis of the performance of a CDMA system over Nakagami channels is presented in [91].

Performance analysis methodologies that utilize more accurate descriptions of specifically the MAl present

in the cellular network are presented in [92], with extensions to the modeling of the MAl presented in
[93, 94, 95].

All of the above mentioned performance analysis methodologies considered only basic CDMA systems with
no smart antenna systems included. The basic smart antenna systems that are most often analyzed are

receive diversity systems. In [67, 68], optimum diversity combining and equalization techniques for TDMA

mobile radio systems are evaluated. In these references, it is clearly shown that diversity techniques can
significantly increase the performance of mobile radio systems. These results are extended in [69, 96, 97]

where it is shown that diversity matched filters and combining techniques such as MRC, EGC and SC
can significantly increase the performance of mobile radio systems over Nakagami channels. The same is

true for frequency selective fading channels, as is indicated in [98] and [99] where it is shown that space
diversity techniques may improve system performance by as much as 10 dB. The system gains described for

TDMA systems are also realizable in CDMA systems. In [100], the performance of a microcellular CDMA

system over slow and fast Rician fading radio channels with forward error correction coding and diversity is

presented. In this paper, it is clearly shown that increasing the order of the diversity system increases the

system capacity, a result which is confirmed in [64, 101, 102, 103]. In addition to diversity systems, smart
antenna techniques such as multibeam and switchedbeam antennas can also be used to increase the capacity
of CDMA systems. In [82], experimental test results show that a multibeam antenna array with fixedbeam

azimuths can increase the capacity of a CDMA system compared to a system using sectorized antennas.

 
 
 



The promise of increased system capacity through the use of multiple transmit and receive antenna tech-

niques such as diversity and beamforming have lead to the detailed analysis of such systems. In [104, 105,
106], the application of antenna arrays to TDMA systems such as GSM is described. These results are ex-
tended to CDMA system in a number of papers. For example, in [78, 107, 108, 109] interference cancellation

systems using antenna arrays are described as examples of CDMA systems using antenna arrays to increase

system performance by limiting interference. This theme is central to a number of applications of antenna
arrays in limiting MAL In [110] for instance, a linear receiver for direct sequence spread spectrum multiple

access systems with antenna arrays and blind adaptation is described.

Various other system analysis approaches to determine the gains afforded by smart antenna techniques in
CDMA systems can also be found in literature. In [111, 112], simulation and experimental results are used

to show the gains that can be achieved through the use of smart antennas as beamforming arrays. However,
as was stated in the goals of this thesis, an analytic solution to this problem is required. Various approaches
to obtaining analytical solutions have also been published. In [113], the system gain is determined based on

the approach of calculating the increase in signal to interference and noise ratio (SINR) that can be achieved
by transmit and receive beamforming techniques. Such an approach can yield a first order approximation

of system gains, but does not take a number of physical realities, such as the distribution of users and
fast/slow fading, into account. In [70, 114], the analysis is extended to include aspects such as multipath
scattering, fading and, to a lesser extent, user distribution. In [115], these effects are analyzed for CDMA
systems without antenna arrays and where the fading parameters are arbitrarily chosen as opposed to being

calculated based on the physical scenario in which the cellular system is deployed. In [116, 117, 118], the
performance of adaptive antenna array systems has been treated were the effects of fading correlation, fading

and antenna array configurations are discussed respectively. In [116], a power based approach as described

above is used to determine the effect of fading correlation on diversity communication systems.

As has been discussed in the foregoing sections and in [119, 120, 121, 122, 123, 124, 125], (coded) space-time

techniques have the ability to improve the performance of a mobile communication system in a number of
ways. Specific advantages of space-time techniques are that they yield:

• Reduction of co-channel interference to improve QoS and/or increase the frequency re-use factor. This
point is especially important in CDMA-based systems in which the system capacity is interference limited.

• Reduction in delay spread and fading. By beamforming and diversity techniques, the SINR of the system
can be improved in a fading environment. Related to this is the reduction of the effect of angular spreading

of the received signal due to scatterers around the mobile (which is close to the ground) by narrow beams

being formed on the arriving signals.

• Reduction in outage probability. Outage probability is the probability of a channel being inoperative due
to an increased error rate. For example, by reducing interference using space-time techniques, the outage

probability can be reduced.

• Increase in transmission efficiency. Due to the high directivity and gain of the space-time system, base
station range may be extended, and a mobile may be able to transmit using less power resulting in longer

battery life.

 
 
 



• Reduction in hand-off rate. When the capacity of a cellular system is exceeded, cell splitting is used to
create new cells, each with its own base station and new frequency assignment, with increased hand-off

as a result. Hand-off may be reduced by space-time processors which can create independent beams.

• Reduction in cost, complexity and potential network architecture simplification. There is no doubt that
dynamic hand-off, dynamic channel assignment, and dynamic nulling (all features of space-time systems)

require more complexity. However, careful consideration should also be given to the overall improvement

of system reliability, QoS, etc. when comparing space-time systems to conventional systems.

While antenna arrays provide many advantages, these must be offset against cost and complexity factors.

A number of important points to be considered are

• in practical situations, the antenna array performance may be adversely affected by channel modeling
errors, calibration errors, phase drift and noise which is correlated between antennas.

In covering the vast topic of space-time processing, this thesis concentrates mainly on three aspects, namely

the space-time channel and system models, space-time coded processing for the downlink channel, and coded
space-time processing for the uplink.

• In this chapter, an introduction into some of the newest developments in mobile communications is pre-

sented. Specific emphasis is placed on the evolution of second generation mobile communication networks
to third generation mobile communication networks. A literature survey of forward error correcting codes

and space-time processing techniques is presented as a basis for the work presented in this thesis.

• In Chapters 2 to 3, extensive background information on channel impairments and space-time channel
and system models are presented. Together these chapters provide the necessary background information
required to understand specific space-time processing techniques. The two main smart antenna tech-

niques covered are adaptive beamforming systems, transmit and receive diversity systems, as well as the

derivation of the BEP performance of these techniques in cellular environments.

• Chapter 4 presents a detailed discussion of the channel coding techniques. Specifically, detailed discussion

of convolutional, turbo and TCM FEC are presented. Also, the performance of convolutional and turbo

coding for CDMA is analyzed and, as a means of comparison, results on the AWGN channel are presented.

Given the presented material on space-time processing and FEC coding, the following three chapters focus

on the combination of the latter techniques to maximize the coding and spatial diversity /beamforming gains
on offer.

 
 
 



• Chapter 6 considers extensions of the layered space-time turbo coding techniques to turbo transmit
diversity techniques and turbo processing.

• To improve the uplink system performance and capacity, Chapter 8 concentrates on coded space-time

receive diversity, beamforming, and combined diversity and beamforming systems.

1. High speed data rates, symmetric and reasonably continuous transmission and minimum delays.

2. Moderate data rates, medium to large files, asymmetric and bursty transmission and tolerance to a range of delays.

3. Already identified spectrum is 395 MHz (70 MHz GSM+150 MHz GSM 1800 + 20 MHz DECT +155 MHz terrestrial

UMTS).
4. Trunking inefficiency and guard-bands must be allowed for, due to multiple operators and public/private and service category

segmentation. This is assumed to improve from 10% in 2005 to 5% in 2010.

 
 
 



2 SPATIAL/TEMPORAL CHANNEL MODEL

The gain offered by space-time processing relies on many parameters, some of which are beyond the control

of the design engineer, but which should be modeled accurately when analyzing such systems. Specifically

four main areas of influence can be identified, namely: (i) the propagation path of the signal, (ii) temporal
fading, (iii) the scattering environment and, (iv) the angular distribution of subscribers. These factors

influence the system performance and careful attention should be given to the different aspects for optimal

system design [126]. For this reason a thorough understanding of the various aspects influencing space-time

performance is needed.

When realistic channel models of a mobile communication system are available, efficient signal processing

schemes can be devised to improve system performance, and accurate system analysis can also be performed
to predict system capacity and performance. In general, models describe parameters such as received signal

strength, power delay profiles and Doppler spectra, which are important for the analysis of systems with
omni-directional antennas. Of high importance in space-time systems, is knowledge of the direction of arrival

(DOA) of the received signals, which is not available from conventional models. In this chapter, important
effects are described such as multipath fading, and models for the scattering surrounding the mobile and

base station. It is of importance to note that, due to the difference in angular dispersion at the mobile
and base station, the propagation characteristics in the uplink and downlink might be different (channel

non-reciprocity), and this is of significance in space-time based system performance analysis. The presented
channel model will be used in later chapters to evaluate the performance of space-time CDMA systems

under a variety of conditions.

 
 
 



• Shadowing (The particular scattering environment (i.e. trees, buildings) along a path at a given distance
will be different for every path, causing variations with respect to the nominal value given by the path loss
model. Some paths will suffer increased loss, while others will be less obstructed and have an increased

signal strength. This phenomenon is called shadowing or slow fading and exhibits log-normal fading

statistics.) ;

• Number of multipath components and the distribution of their envelopes (These effects are a result of
the local scattering environment around the mobile and/or base station);

• Temporal fading (Due to its fundamental importance in a mobile environment, this effect is described in
detail in Section 2.1.2, with emphasis on a space-time fading environment); and

• Correlation (Multipath components generated by a single area of local scatterers may show considerable
correlation, with the correlation depending heavily on assumptions made concerning the spatial distri-
bution of local scattering elements. Correlation is a very important concept in space-time systems since
it influences the antenna pattern in beamforming (see Section 3.3.1.1) and the amount of diversity gain

achievable in the system. The effect of correlation is considered in detail in Section 3.3.1.1, after the
discussion of appropriate channel models for space-time systems).

The above mentioned propagation characteristics influence mainly the performance of the beamforming

algorithm used, as well as the performance of the combining algorithm used in the case of space-time
systems relying on both beam steering and diversity techniques. Most beamforming algorithms used assume

that the signals arriving at each element of the array are highly correlated (Pij >0.8) [127]. However, this
assumption depends heavily on the composition of the local scattering area surrounding the mobile.

2.1.1.1 Path Loss. If a wireless channel's propagating characteristics are not specified, it is usually inferred

that the signal attenuation versus distance behaves as if propagation takes place over ideal free-space. The

model of free space treats the region between the transmitting and receiving antennas as being free of

all objects that might absorb or reflect RF energy. It is further assumed that, within this region, the
atmosphere behaves as a perfectly uniform and non-absorbing medium. Furthermore, the earth is treated
as being infinitely far away from the propagating signal. In this idealized free-space model, the attenuation

of RF energy behaves according to an inverse-square law.

Based on experimental evidence, the cause of fading can be attributed to large-scale fading and/or small-

scale fading. Large-scale fading (or shadowing) has path loss as a result with effects as described in Section

2.1.1. Small-scale fading manifests itself in two mechanisms, namely signal dispersion (time-spreading of the
signal) and time-variant behavior of the channel. Due to motion between the transmitter and the receiver

the channel is time-variant as a result of the propagation path changing. The rate of change of these

propagation conditions accounts for the rapidness of the fading (rate of change of the fading impairments).
Small-scale fading is generally statistically described by either a Rayleigh [128, 129], Rician [129, 130] or

Nakagami-m [130, 131, 132] distribution. The model choice depends mainly on the operating environment

of the communication system. If the multiple reflective paths are large in number and there is no line of
sight (LOS) signal component, the envelope of the received signal is traditionally statistically described by a

Rayleigh probability density function. When there is a dominant non-fading signal component present, such

 
 
 



as a LOS propagation path, the small-scale fading envelope is described by a Rician pdf. In addition to the
attractive mathematical properties of the Nakagami-m fading model, it has also been shown in [133, 134]

that the Nakagami model can be used to accurately describe the fading behavior of multi path signals and the

varying physical scattering processes. The distribution of these multipath signal parameters is dependent

on the type of environment (i.e., macro-, micro- or pico cell).

The distribution of the DOA of multipath signals is often assumed to be uniform over (0, 27f] [135, 136]. To

determine the performance of a space-time system, channel models that include the effect of the DOA need
to be constructed. A critical aspect that determines the DOA at either the base station or the mobile, is

the scattering environment around the transmitter and receiver.

For a detailed discussion of spatial scatterer models, the text by Ertel et ai. [137] may be consulted. Two

typical scattering models commonly used are the circular disk of scatterers model (CDSM) [138], and the
Gaussian scatterer (GS) model [139]. The CDSM is the "classical" spatial model, while the GS model is

more realistic in certain environments. In this section the CDSM originally proposed by Jakes [138] and
used in Lee [140] is presented.

2.1.3.1 CDSM DOA [116, 138, 140, 141]. Making extensive use of the results by Van Rheeder et ai. [141],
the DOA pdf at the base station is derived here for the CDSM shown in Figure 2.1.

Base station

•I.. -I
dx

Circular Density
Scatterers

If the mobile is located at the co-ordinates (0,0), then the pdf of the location of scatterers around the mobile
is given by
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Limits on the parameter rs were determined by fixing 1; and then computing the points at which the resulting
line intersect the scattering circle in Figure 2.1. Limits on 1; were determined by finding the angles of the

two tangent lines connecting the scattering circle with the base station.
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Note that this result is valid for v > 1 and 0 :s v :s 1, i.e., when the base station is located outside the
scattering circle and when the base station is located inside the scattering circle, respectively.

Figure 2.2 depicts pq"lI(¢' v) as a function of both ¢ and v. From this figure, the following observations

can be made. For large v, the situation where the mobile terminal is far from the base station, and all the

scatterers are close to the mobile, the pdf approaches an "impulse-like" density. Conversely, for small v, the
situation where the mobile is close to the base station and the scattering circle is large (non line of sight

(NLOS) propagation), the pdf approaches a uniformly distributed density. Using (2.6) and setting v equal

to zero, the latter uniform DOA density is calculated as 1/27f, V¢.

2.1.3.2 CDSM Correlation [141]. In the CDSM it is assumed that all signals arrive at the base station
within ±.6 of the angle ¢o, and that the ith received signal path is uniformly distributed with height 1/2.6.
Using the results of Lee [142], the fading correlation between two antenna elements, spaced dx apart, can
be written as two components Rxx and Rxy

j+rr/2+rf>O
Rxx cos [27f(dx/ A) sin ¢ ] pq,(¢) d¢ (2.7)

-rr /2+rf>o
j+rr/2+rf>O

Rxy sin [ 27f(dx/ A) sin ¢] pq,(¢) d¢. (2.8)
-rr/2+rf>

where Rxx denotes the correlation of the real components of the signal received at the two antennas, and
Rxy denotes the correlation of the real component of the signal arriving at the one antenna element and the
imaginary component arriving at the other antenna element.

 
 
 



From (2.6) with v constant, the density prp(¢) is used to derive Rxx and Rxy as series expansions of integer

order Bessel functions. Substituting (2.6) into (2.7) and (2.8), and using geometric substitutions and some
numerical analysis the correlation of fading approximations is found to be [141]

[ (
27rdx ) (27rdx ) ] (27rdx )Rxx ~ Jo ~ cos¢o + h ~ cos¢o cos -A- sin¢o ,

[ (
27rdx ) (27rdx ) ] . ( 27rdx. )Rxy ~ Jo ~ cos¢o + J2 ~ cos¢o sm -A- sm¢o ,

JR'ix +R'iy

I (27rdx ) (27rdx )1Jo ~cos¢o + h ~cos¢o .

~=1
~=2°
~=3°
~=5°
~=10°
~=20°
~=30°
~=40°

Figure 2.3 depicts the fading correlation envelopes for the CDSM DOA when ¢o = 45°. In Figure 2.3,

increasing values of 6. denote larger scattering areas (as would be found in micro-cells with NLOS propa-
gation). Thus, whereas 6. = 40° may be used to represent a NLOS micro-cell, a value of 6. = 10° may be

used to represent a macro-cell. From the figure it is then clear that the CDSM indicates that larger antenna
spacing is required in macro-cellular environments to decorrelate signals received by a diversity receiver.

Conversely, this would mean that with fixed antenna spacing, larger diversity gains could be achieved in
an environment where severe scattering is present than in an environment where few scattering points are

present.

 
 
 



In addition to dependence on the distribution of scattering elements, DOA distribution of signals in a cellular
system is also dependent on the distribution of subscribers in a cell. In [126], Lotter showed that the manner

in which subscribers are clustered together in angle (as would be the case on a road), significantly influences

the gains that may be achieved by a space-time system. For instance, if the reference user and an interfering

user are co-located in angle, no antenna pattern can be formed in either the up- or downlinks to reduce

the interference experienced by the reference user. Therefore, the gain offered by, for instance, a transmit

beamforming system to users in the relevant cell is negligible. On the other hand, having subscribers
clustered in certain areas means that antenna sectors can be narrowed, thereby reducing interference to

adjacent cells and increasing the overall network performance, even if the performance of all individual cells

is not increased.

A number of approaches to the modeling of user locations have been followed in literature. For example,

in [143] a uniformly distributed mobile user density is proposed, with a highway traffic distribution model
presented in [144] and a modified Gaussian distribution proposed in [1]. The most accurate description of
user locations would be gained from practical measurements at each site of interest. These assumptions
are sufficient in the intended environments. A more general pdf that describes the user distribution, and is

applicable to many scenarios, has been proposed in [126].

According to Section 2.1.2, the choice of a channel model depends mainly on the operating environment of

the communication system, with Rayleigh distributions commonly used for NLOS and Rician distributions
commonly used for LOS propagation environments. An alternative to these fading distributions is the

Nakagami or mdistribution [132]. This distribution is defined as

2 (m)m 2ps(s) = -- - s2m-l e-ms /ll
r(m) n '

where s denotes the received signal strength in volts, m is a parameter determining the fading characteristics
of the signals and n = E(S2).

One of the main advantages of the Nakagami distribution is its wide applicability. Specifically, the Nakagami
distribution is equivalent to the Rayleigh distribution when m = 1, the onesided exponential distribution

when m = 0.5, and it can also be used to model the Rician distributions with sufficient accuracy by setting
[129, 130]

where K denotes the Rice parameter (average direct power/average scattered power). In addition to the

attractive mathematical properties, it has also been shown in [133] that the Nakagami model can be used

to accurately describe the fading behavior of multipath signals. Specifically it is shown that the Nakagami
distribution can be used to describe varying physical scattering processes.

One of the important requirements in a spatial-temporal channel model is to incorporate the effect of the
non-homogeneous geography of the cell into the temporal fading model used. Consider the case where, for

 
 
 



instance, each multipath echo received at the base station is subject to Rayleigh fading. The question that
arises is whether it is accurate to assume that all of the received multipath echos will have the same statistical

fading distribution. Is it not possible that some of the received paths may contain a LOS component changing
the distribution of the fading envelope from Rayleigh to Rician, or perhaps that some paths may exhibit

more severe fading, i.e., as described by a one-sided exponential distribution? Examining results from

extensive measurements, this is in fact the case. For example, in the experimental study in [145], the urban

propagation channel is modeled as a Rician channel with varying K parameter. This indicates that an

accurate model would describe the fading effects on each received multipath signal at the base station.

Following the approach of Lotter [126, 146], the fading process on each of the received multipath signals can

be modeled by incorporating information on the DOA of the multipath signals at the base station. Utilizing

the properties of the Nakagami distribution, varying degrees of fading can be approximated by the correct
choice of the m parameter. In order to develop a relationship between the fading exhibited by a signal and

its DOA, the results of [145] were used in [146].

Thus far, all the elements required to accurately model the cellular channel have been presented. In Section

2.1, the concepts offading, scattering environments, subscriber distribution and correlation were introduced.
These aspects were further developed in this chapter where more comprehensive treatments of the CDSM
and GS model were presented. In addition, the distribution of the fading envelope of multipath signals was

explained in Section 2.2. In this section, all of the aspects of the channel model described in detail in the
preceding section are combined and it is shown how a comprehensive channel model for use in the evaluation

of cellular system models can be constructed.

Figure 2.4 depicts the process of constructing a channel model as a simple flow diagram. Let us first turn
our attention to the choice of a cellular environment. This choice between the different cellular environments

can firstly be viewed as a choice between a high-rank and a low-rank channel model. Environments with

very low angular spread of the received signals are deemed to be low-rank channels and, in these cases, the

description of the local scattering environment becomes less important. On the other hand, when the angular
spread of the received signals is expected to be larger, the channel model can be described as high-rank, and
consequently the description of the local scattering environment is of higher importance. Thus, in the case

of a high rank channel model (which would be the predominant case in cellular environments), a decision
must be made as to whether to describe the scattering area surrounding the base station or a mobile using
the CDSM or the GS model. Both models will yield accurate results, with the GS model yielding a more

general description.

The choice of the scatterer model will determine three additional channel model parameters, namely the

correlation between the received signal envelopes at different points in space, the pdf of the received signal at
the base station subsystem (BSS) and the characteristics of the temporal fading present on each multipath

signal. The correlation between the received signal envelopes at different points in space will determine the

possible gains that can be achieved using diversity systems. As the possible diversity gain is significantly

influenced by the correlation between the fading envelopes, this part of the channel model is extremely

important in order to accurately estimate the overall system performance. Whereas the correlation charac-
teristics of the channel model influence mainly the diversity performance of the system, the pdf of the DOA
at the BSS influences the performance of a beamforming system, as well as the fading characteristics of the
received signals.
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Finally, the choice of cellular environment will determine the characteristics of the fading envelope of each

received multipath signal. Generally, the received signal envelope is described as either Rayleigh, Rician

or Nakagami. The Nakagami description provides the most general description of the fading characteristics

and the use of this distribution is described in Section 2.2.

In addition to the choice of the environment, the choice of the user distribution will also significantly influence
the performance of the cellular system. Thus, an estimation of the distribution of the user population based
on the geographical environment where the users are active is required as one of the core ingredients of

 
 
 



the channel model, specifically in the case of systems including beamforming. The general assumption of a

uniform user distribution will tend to yield average performance results.

Path loss, fading, scattering environment and user distribution are some of the key aspects limiting the

performance of space-time processing systems and is crucial in determining mitigation techniques. With
the process described in Figure 2.4 completed, a comprehensive description of the cellular environment

is available. This description incorporates the major aspects that influence the performance of a cellular
system and therefore the resulting channel model can be used to evaluate the performance of any cellular

system under a variety of conditions. In the following chapters, the specific analysis techniques required to
determine the performance of cellular CDMA systems incorporating space-time processing techniques will

be presented.

 
 
 



3 SYSTEM MODEL AND UNCODED PERFORMANCE
EVALUATION

It was shown that factors such as the scattering environment, the user distribution and the fading environ-

ment, amongst others, play important roles in determining the performance of space-time mobile systems. In

this chapter three smart antenna techniques, namely beamforming, transmit and receive diversity, are con-

sidered in more detail to mitigate the effects due to the inherent impairments of the mobile communication
channel. These techniques are especially applicable to mobile CDMA communications, where interference

is more pronounced due to the fact that users transmit on the same frequency with unique spreading codes.

The aim of a well-designed mobile communication system is to share the common transmission medium in

such a manner that

In general, not all of these goals can be achieved simultaneously, and the design process involves a trade-off

between these objectives. By making use of coding and smart antenna techniques, it is possible to approach
these goals. For instance, beamforming can be used to decrease a system's probability of error by reducing

CDMA interference. This can be achieved by intelligent combination of the received signals by multiple

antenna elements at the base station or mobile. In a mobile communication system with antenna arrays,

the fast fading signal component introduces a random phase and amplitude to the received signal on each

antenna element, which perturbs the steering vector of the array. In the case of Rayleigh or Nakagami
fading, the phase can take on any value between (O,27r], and the DOA of the waves may be impossible to

determine from short-duration observations of the received signal. For this reason, in a fading environment

it may not be useful to implement the beamformer to create lobes and nulls toward desired and interfering
sources. When the fast fading is highly correlated between the elements, it may be considered as a single

scalar which multiplies with the steering vector, affecting all elements equally. On the other hand, no receive

 
 
 



diversity gain can be obtained, since receive diversity relies on uncorrelated fading. The correlation between

elements decreases with element spacing and changes according to the scattering environment in which the
system operates. There is therefore a conflict between the avoidance of grating lobes and the need for receive

diversity gain [127].

Thus far in this thesis, it has been shown that a variety of factors influence the performance of cellular

systems incorporating smart antenna techniques. These factors have been combined into an easy to use

channel model that makes the analytic evaluation of a space-time smart antenna based cellular CDMA

systems possible. In this chapter, the channel model developed in Chapter 2 will be used to evaluate the
performance of an uncoded cellular CDMA system.

In order to simplify the analysis of space-time processing systems, a basic model of the communication
system which identifies inputs, outputs and the channel is required. For a general space-time processing
system where multiple antennas are employed at both the transmitter and the receiver, such a signal model

is known as a multiple-input/multiple-output (MIMO) model. Clearly this is due to the fact that the desired
signal has multiple inputs into the channel (the transmit antennas) as well as multiple outputs (the receive

antennas). Furthermore, a MIMO system can be viewed as multiple single-input/single-output (SISO)
sub-channels. The MIMO system's channel capacity is then the sum of the individual capacities of these

sub-channels. Fading correlation effects as described in Chapter 2, affects the MIMO system capacity by
modifying the distributions of the gains characterizing the SISO sub-channels. As the general MIMO case

is not frequently used in practice, a number of alternative channel configurations for single user (SU) and

multi user (MU) scenarios are considered. These are

SU-SISO: Single user with single antenna input/output at the base station and single antenna in-

put/output at the mobile.

MU-SISO: Multiuser with single antenna input/output at the base station and single antenna in-

put/output at each of the mobile units.

SU-MISO: Single user with multiple antenna inputs at the base station and single antenna output at
the mobile unit.

MU-MISO: Multi user with multiple antenna composite inputs at the base station and single antenna

output at each mobile.

SU-SIMO: Single user with single antenna input at the mobile and multiple antenna outputs at the

base station.

MU-SIMO: Multi user with single antenna input at each mobile and multiple antenna composite

outputs at the base station.

This research looks at ways and means of using multiple antennas at the BSS transmitter (downlink) and

the BSS receiver (uplink) to make the recovery of the transmitted data more reliable. Specifically, the use

 
 
 



of coding in conjunction with transmit and receive diversity combining (space-time coding), and receive

beamforming arrays (coded space-time) are considered. The BEP performance analysis presented in this

chapter is restricted to the performance of the uncoded space-time CDMA system. In the following chapters,

these results will be extended to include the performance of the CDMA systems incorporating space-time

coding techniques.

Conventional detection in a single path transmission environment is done by matched filtering and sampling
of the received signal, followed by a decision device, e.g., a simple polarity check for BPSK or QPSK. The

received signal is matched to the spreading code of the desired user. In a single user environment, this is
optimal in the sense that the SNR is maximized which in turn corresponds to ML detection. In a multiuser

environment, this is, however, not entirely true. The SNR is still maximized, but the detector is not ML
due to the presence of MAl.

In a multi-path environment, the decision statistics for each multi-path component are obtained. As has

been discussed in Chapter 1 there are then several strategies for receive diversity combining of these decision
statistics pertaining to the same bit. Combining can, of course, also be done after individual detection of

each multi-path component which does in fact provide potentially better performance. This is, however, not
as common as pre-detection or RAKE combining. For this reason the receiver is restricted to a matched

filter front-end followed by RAKE multipath diversity combiner.

In general, adaptive receiver structures, for instance minimum mean-square error detectors, may also be

considered. With these receivers the focus is directed towards interference cancellation. In the most general
terms, interference cancellation detectors have structures where an explicit estimate of the MAl component

in the received signal is generated and then subtracted from the received signal in an iterative manner. In

this thesis, the application of interference cancellation, and multiuser detectors in general, has not been

considered. It is proposed to be addressed in future research.

MD 1 for a SISO system,

MD MT for a MISO (transmit diversity) system,

MD MR for a SIMO (receive diversity) system,

MD MT x MR for a MIMO (combined transmit/receive diversity) system.

With reference to Figure 3.1, let the signal in the nth channel diversity system have power Dn, Nakagami

fading parameter mn, and correlation between the nth and (n + l)th branch be Pn(n+l)' It is assumed
that each channel is frequency non-selective with channel attenuation factors {,an}, n = 1,··· , MD having
Nakagami-distributed envelope statistics. Making use of (2.12), the fading distribution of each diversity

branch may be written as
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In this section, the different transmit and receive diversity, and beamforming techniques for cellular CDMA

are considered.

Two transmit diversity techniques, namely code-division and time-division are proposed for the downlink.

As with its receive diversity counterpart, transmit diversity techniques also require a number of uncorrelated
diversity branches carrying the same information and a circuit to combine the received signals or to select

one of them.

3.2.1.1 Code-Division Transmit Diversity (CDTD). In CDMA it is desirable to transmit orthogonal signals

to different users in the downlink and to simultaneously maintain a fixed number of user channels. Clearly

both these requirements cannot be met, since the number of available orthogonal channels is fixed. For this
reason two main approaches are followed in transmit diversity for cellular CDMA. These are

Orthogonal CDTD (O-CDTD) [63,148].
For O-CDTD, different complex orthogonal spreading codes are assigned to every antenna element. This
maintains the orthogonality between the two output streams, and hence self-interference is eliminated in

fiat fading. O-CDTD should also be compared with orthogonal transmit diversity (OTD) [149, 150J and
Alamouti code transmit diversity (ACTD) [151J proposed for narrowband TDMA.

Non-orthogonal CDTD (NO-CDTD) [54, 55, 152, 153].
For NO-CDTD, the same complex spreading code is assigned to every antenna with an intentional delay

 
 
 



between each antenna element. For this reason NO-CDTD is also known as delayed CDTD, similar to

the delayed transmit diversity (DTD) scheme proposed for narrowband TDMA [54, 55, 56]. Typical

non-orthogonal spreading sequences used for NO-CDTD are Gold sequences. The advantage of Gold
sequences are that they maximize the number of spreading sequences, but compromises orthogonality

due to self-interference.

Figure 3.2(a) illustrates the CDTD structure for a single user in the downlink. Both O-CDTD and NO-

CDTD have the receive diversity property of soft-failure 1.
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Figure 3.2. Block diagram of single user CDTD system. (a) Transmitter for O-CDTD and NO-CDTD, (b) Receiver for

O-CDTD, and (c) Receiver for NO-CDTD.

 
 
 



The main components are the spaced-time encoder, complex spreader, modulator and transmit antennas.

Data modulation per antenna is QPSK, where the spaced-time encoded downlink data is mapped to the I
and Q branches. The data is spread by a combination of complex (orthogonal and non-orthogonal) variable
spreading and complex scrambling codes. In both O-CDTD and NO-CDTD the symbol rate on each transmit

antenna MT is reduced by a factor 1/ NIr to ensure that the data bits are evenly distributed to each transmit

antenna element.

The general receiver structures for O-CDTD and NO-CDTD are shown in Figure 3.2(b) and 3.2(c), respec-

tively. With reference to Figure 3.2(b), a total of MT RAKE receivers, each with LR fingers, are employed

for O-CDTD. Each of the MT RAKE receivers is trained on the spreading sequence associated with the

corresponding transmit antenna. The MT complex outputs are then sampled at the symbol rate, Ts, and

passed to the space- time decoder.

In the NO-CDTD receiver, shown in Figure 3.2(c), a single RAKE receiver with LR x MT fingers is used.
Since the same spreading sequence is used at the transmitter for all transmit antenna paths, a priori
information of the time delays is needed. These delays are then used for RAKE post-processing. At the

output of the RAKE combiner MT complex samples (sampled at t = nTs + T'D) are formed, and processed

by the space- time decoder.

At the CDTD receiver the most important extension to the single transmit antenna is the addition of MT

RAKE fingers. This is especially important with space-time coding which attempts to exploit the degrees-

of-freedom of the system more optimally. In general channel estimation is required to set up the RAKE
receiver and to perform diversity reception.

3.2.1.2 Time-Division TransmitDiversity (TOTO). Figure 3.3 illustrates the general TDTD transmitter and

receiver structures for a single user in the downlink. TDTD for CDMA can be implemented as

Round-robin TDTD (RR-TDTD) [57, 148].

This scheme can be implemented by time-orthogonal (sharing) by using pseudo-random antenna hopping
(round-robin) sequencing. For example, dual antenna time-switched RR- TDTD can be implemented by

transmitting consecutive slots of the downlink by two separate antennas. After scrambling, the spread

time slots can be switched consecutively to each antenna. The other TDTD users of the system may have
different switching patterns in order to reduce the peak transmit power and peak to average power ratio
in each power amplifier.

Antenna selection TDTD (AS-TDTD) [148].
The transmit antennas can be determined more optimal, by using feedback from every mobile to the base

station to employ closed-loop antenna selection. In CDMA, in general, the control loop delay can be

kept well within the channel coherence time to enable efficient use of power control and antenna selection

loops.

The main difference between RR- TDTD and AS-TDTD is that the distribution of the encoded bits in
AS-TDTD is more selective. In other words, depending on the feedback information, the encoded bits are

transmitted only from the best antenna. In [148], feedback signaling has been employed to simultaneously
perform fast closed loop power control for downlink diversity.

 
 
 



Data
Source--+

Q)
EL..

.- Q)
1-"'0
'0Q)uUc

~LUen

roW
eX /e~ "Q)Q.
cE«~

Complex Complex Pulse
Spreading Scrambling Shaping

Q)

.~ Q;
1-"'0
Q)' 0

UUQ)
~Oen

Data
Sink

3.2.1.3 COTO and TOTO with Pre-RAKE Combining. As a interesting extension to both the CDTD and

TDTD diversity schemes presented in the foregoing, a pre-RAKE configuration may be considered. Figure
3.4 illustrates a general pre-RAKE combining TDTD transmitter. This transmitter is based on the CDMA

pre-RAKE combining strategy by Jeong et al. [154]. The principle of operation is that the transmitted pre-
RAKE signal is a time-reversed replica of the channel impulse response. In this way space and path diversity

is possible at the mobile receiver without any conventional receive diversity techniques. The transmitter is
based on two diversity principles, pre-RAKE (realized by the tapped delay line) and space diversity (realized

by the multiple transmit antennas). A similar extension to CDTD is possible.

As has been argued in Chapter 1, space diversity reception in the uplink is one of the effective and, hence,
widely applied techniques for mitigating the effects of multipath fading. The classical approach is to use

multiple antennae at the receiver and perform combining (i.e., MRC or EGC) or selection (i.e., SC) and
switching in order to improve the received signal quality. The receive diversity system employing MR
antennas is shown in Figure 3.5(a) (transmitter) and 3.5(b) (receiver), respectively.
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Figure 3.5(c) depicts the beamforming receiver employing MD antennas. As the DOA of the received signals
at the base station are time-varying due to movement of the mobile and also due to the scattering envi-
ronment, the co-channel interference, multipath components and even Doppler frequency are time varying

functions. By using a beamformer, it is possible to separate signals co-located in frequency, but separated
in the spatial domain and to track these time varying signals. In a CDMA system, this specifically results

in reducing the interference from unwanted signals by optimizing the array pattern through the adjustment
of the weights of the array according to some criteria, or cost function.

The BEP performance derivation for uncoded space-time beamforming and transmit/receive diversity are

considered in this section.

Making extensive use of the analysis carried out by Lotter [126], the BEP performance of a uniform linear

array (ULA) beamformer, with ME antenna elements is considered. Consider Figure 3.5(a), where the
output of the transmitter of user k can be written as

where P denotes the average transmitted signal power, b(k)(t) denotes binary data with symbol period

Ts seconds and values taken from the set {±1}, a(k)(t) denotes a random binary spreading sequence with

chip period Te seconds and length N = Ts /Te 2 with value taken from the set {± I}. N is the spreading
sequence length. In addition, standard BPSK 3 modulation is used with carrier frequency We rad/s and

unknown carrier phase ¢/k), a random variable uniformly distributed over [0, 27f). The transmitted signal
propagates over a radio channel modeled as a Nakagami fading, time invariant, discrete multipath channel

with equivalent lowpass response
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Figure 3.5. Block diagram of receive diversity and beamforming system. (a) Transmitter, (b) Diversity receiver, and (c)

Beamforming receiver.

Lp

hCk)(T) = 'L131
Ck) exp (j<p~k)) J[T - T?)j.

1=1

Each path is characterized by the random variables 131
Ck

) (i) denoting the strength of path l from user k at

symbol interval i. Each of these can be modeled as either Rayleigh distributed or Nakagami-m distributed,

 
 
 



depending on the overall channel model. Each path is also associated with the phase shift parameter

<p}k)(i), uniformly distributed over [0, 27r) and the propagation delay T?), uniformly distributed over [0,Ts).

It is assumed here that multipath delays remains constant over the complete transmission time. In addition,
perfect knowledge of the frequency selective multipath parameters are assumed. In practice these parameters

need to be estimated very accurately [155, 156].

K Lp

rMB (t) = L L V2P ;3?)w(k) a(k)(t) b(k)(t) cos(wct + ¢/k) + <p}k)) + 'T](t),
k=ll=l

where w(k) denotes the ME element steering vector of the ME element array at the receiver, optimized for
user k and 'T](t) denotes AWGN with a two sided power spectral density of No.

In all cases considered here, the number of RAKE fingers, LR, may be equal, greater or smaller than the
number of received multipath signals Lp. The received signal is therefore first processed by the beamformer

after which the reference signal is despread. The decision variable of the i-th bit of reference user j at the
RAKE receiver output can be written as [91, 157]

LR
(U) =" {SU)(i) + IU) (i) + IU)(i) + IU) (i)}MB L..J n main Sin n1n '

n=l

with ;3Cj)(i) the weight of the nth branch of the RAKE receiver [129]. Furthermore, I::lin (i) denotes the

multiple access interference present in the cell or,

IU) (i)main

(k)
cos( <Pnl ).

IU) (i) denotes the self-interference present in the cell,
SIn

IU) (i)
SIn

h i= ;3Cj)(i);3;j) (i) IlwU) II R~j) .
1=1

{b(j)(i - l)R{jj)(T~{)) + bU)(i)R{jj)(T~{))} cos(<p~)).

IU) (i) denotes the AWGN interference, with variance (72 = NoT/2. In (3.7) to (3.8), bU)(i) denotes the
n1n

information bit to be detected, and bU)(i - 1) the preceding bit. In addition, T~;) = T?) - T~j), <p~~)=
(f)(k) _ (f)U)
't"'1 't"'n,
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a(k)(t - T) a(j)(t) dt

T1 a(k)(t - T) a(j)(t) dt,

In (3.10), (.)H denotes the Hermitian transpose and w(k) the array steering vector optimizing the response

of the antenna array for user j, or

From (3.10) it should be clear that R~kk) = 1 for all k, and independent of n, the specific diversity branch (or

multipath signal). This means that the array response has been optimized in such a way that the antenna
radiation pattern is a maximum in the direction of each of the Lp multipath components. Clearly this as-

sumption assumes that the DOA of each multipath component has been perfectly estimated4. Furthermore,

the antenna array elements are assumed to be sufficiently closely spaced to ensure that the signals received

at each antenna element is highly correlated. More specifically, it is assumed that the correlation between

the signals received at each element of the antenna array is greater than 0.8. If this correlation factor is
lower, the antenna pattern synthesized by the adaptive antenna array will exhibit grating lobes [127]. The

high correlation levels would enable digital beamforming techniques to be used to implement a spatial filter.

3.3.1.1 Correlation Influence on Beam Pattern. It is well known that lack of correlation influences the

beamforming capabilities of an antenna array, but increases the receive diversity gain.

Figures 3.6 and 3.7 show the beam pattern for a ME = 12 element uniform linear array (ULA) with antenna
element spacing of >../2. For each correlation value, 1000 snapshots were simulated and the corresponding
radiation patterns generated.

Shown in these figures are the maximum beam pattern, the minimum beam pattern and the average beam

pattern. A correlation of Pij = 0.8 already degrades the beamforming characteristics and the beam pattern
tends towards an omni-directional antenna pattern. However, the main beam is still at 0° with the side

lobe levels altered. With the correlation between the antenna elements equal to Pij = 0.3, it is clear that

the antenna array cannot be used as a beamformer - the antenna pattern tends toward an omni-directional
pattern, with very little gain relative to the side lobes in the desired direction of 0°.

3.3.1.2 BEP Performance. To arrive at an expression for the BEP of a beamforming system with a RAKE

receiver, the signal power, U'j" and the total interference power, a} need to be calculated. With these
variables known, the received SNR is
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To simplify the analysis, it is assumed that the sum of all interference terms of (3.5) are Gaussian distributed

[70,85,91, 115J. This assumption has been shown to be accurate, even for a small number of users K when
the BEP is 10-3 or greater. Therefore, expanding on the results of [91, 115J to include beamforming, the
variance of each interference term (equations (3.6), 3.7) and (3.8)) on the nth RAKE tap, conditioned on

the fading parameter, f3~P, can be written as

 
 
 



((J~{~)2 = ~b~S t ({3~)Ilw(j) liE { n(jj) } ) 2 n}i) , (3.14)
1=1
loin

((J~~~in)2 = ~~stt({3~)llw(k)IIE{n(jk)}f n~k), (3.15)
k=11=1
k#j

(J2 = Ts;O . ({3~))2 , (3.16)

where n~k) denotes the average signal power of path l received from user k. This in turn yields a total
interference term of

where LR denotes the number of branches in the RAKE receiver. Furthermore, the desired signal output of

the RAKE combining receiver can be written as

In (3.18), it is assumed that the RAKE receiver will recover the strongest (i.e. largest average received signal
power) LR multipath components. For convenience, and without loss of generality, the strongest multipath

components are assumed to be the LR components that arrive at the receiver first.

The variance of the fading parameters of each interfering user, E {({3I(k))2} is equal to the average signal

power received from that user, n~k). This variance is not a function of the antenna array or steering vector,

as the fading process is caused by physical scattering processes that occur at the mobile. The effect of the
array is contained in the spatial correlation parameter (given by (3.10)), which will be a minimum if the

array has a null in the direction of a specific interfering multipath signal arriving at the base station.

For coherent demodulation, the BEP conditioned on the instantaneous SNR, S, can be expressed as [126, 158]

Pels=Q(~),

where Q(x) = vkr Ix=e-t2
/2dt is the Q-function [147]. The output SNR (as defined in (3.12)), can be

written in the form required by (3.19) as

 
 
 



To obtain the average BER, (3.19) must be averaged over the pdf of S. As discussed in Chapter 2, the
distribution of S should accommodate different values of the fading parameter m for the different received

paths. If it is assumed that the fading amplitude, /3~), is Nakagami distributed, the power, (/3~)) 2, of the
received fading amplitude will be gamma distributed. From (3.20) it is clear that the pdf of the sum of LR

gamma distributed random variables is required to obtain the average error rate. In Appendix A a general
pdf for the sum of an arbitrary number of correlated gamma distributed random variables are derived, and
repeated here in terms of the characteristic function

1 Joops(s) = -2 (J>s(t)e-itsdt,
7r -00

where (J> s(t) is the characteristic function defined in Appendix A. The BEP for a beamforming system with

a RAKE receiver can now be written as

Pe = i:PeISPS(s)ds,

In this section, the BEP performance of a CDTD transmit and MRC receive diversity system with arbitrary

correlated fading on each of the transmit/receive diversity branches will be determined.

In beamforming applications it is assumed that the beamforming antenna array receives Lp multipath

components, with the received signal envelope correlation at each of the array elements equal to one. The

same signal is therefore received by all elements of the beamformer. In the case of diversity, the situation
changes since the elements of the diversity array are separated by a larger physical distance. This means

that the Lp uncorrelated multipath signals arriving at the first element in the diversity array is no longer

the exact same set of multipath components received by the other elements in the array. In fact, when

some of the elements of the diversity array are separated by a large distance (typically 20>' or more), the Lp

un correlated multipath signals received at one element in the diversity array are completely different to the

Lp multi path signals received at any other element in the diversity array.

Moving on from the conceptual discussion above, the decision variable of a MD-branch diversity system can

be written as
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and represents the output of the RAKE receiver on a specific diversity branch. In 3.25, Sn, Imain and ISin

are defined in (3.6), (3.7) and (3.8), respectively, with the weight vector, w unity. As before, I~~~ is the
AWGN sample.

3.3.2.1 BEP Performance. In order to determine the BEP of a CDTD or MRC diversity system, it is

necessary to determine the pdf of the SNR at the output of the combiner at the receiver. The SNR pdf is a
function of

• The characteristics of the composite signal transmitted/received at each diversity branch (the effective

value of the Nakagami fading parameter m). It has been shown [115, 158J that coherently combined,
un correlated multipath components result in a composite signal envelope with effective Nakagami fading

parameter, meJj, given by

LR

meff = Lml.
1=1

For instance, if an antenna element in a diversity array receives three multipath echoes, each with a

Nakagami fading parameter ml = 1 and coherently combines these signals using a RAKE combiner, the

composite fading signal will have an effective Nakagami parameter mef f = 3.

• The relation (correlation) between the signals received at each branch. The correlation between the

composite fading envelopes received at each diversity branch is a function of the antenna height and also

of the scattering environment as described in Chapter 2.

Pels=Q(~),

where the received signal power random variable, S, will have a different pdf in (3.27) than in (3.19).

Specifically for receive diversity with MRC, the pdf of S is given in Appendix A, with the transformation

of MD = MR and m = meff. For Rayleigh fading (Nakagami fading parameter m = 1) with equal path

strength (n1 = n) and equal correlation, a special case for the pdf of S follows as (see Appendix A)

-n-2-r-tM-R-) (~2)MR-1

exp ( -~ ) '1 F1 (1, MR, (1-P)(1~~~~MR)n2)

(1 - p)(MR-l)(l - P + pMR)

 
 
 



A similar expression for the pdf of S for a MD = MT CDTD transmit diversity scheme with equal powered
transmissions, with m = me!! = 1, and with constant correlation between the branches, and transmitted
over a Rayleigh fading channel, can be written. Specifically, the components of the received power vector
for the transmit diversity system can be written as

1 (Sn)Mr.LR-l
~Vf(MT . LR) !V

exp ( - ~ ) ·1 PI (1, MT . LR, (l_p)(iJ,!:~~f:t:nLR)n2 )

(1 - p)(MrLR-l)(l - p + pMT . LR)

With reference to (3.27), the unknown variables required to determine the BEP performance of a diversity
system are the interference term fo and the correlation matrix given in Appendix A. The interference term
has been defined in (3.21) for CDMA with beamforming. However, as has been shown by Lotter [126], the
analysis is equally valid for diversity with ME = 1 elements.

Using (3.23), (3.28), (3.29) and the system parameters outlined in Table 3.1, the BEP performance of a

CDMA system using beamforming, together with transmit and receive diversity can be determined nu-
merically under various physical and implementation conditions. The BEP performance of the space-time

systems will be presented as a function of system load, V = N / K, with operating point taken as Eb/ No = 20

dB. Figures 3.8 to 3.10 compare the (uncoded) performance of the different space-time processing techniques

covered in this chapter.

Spreading sequence length

Operating environment

User distribution
Number of multipath signals

Number of users
Number of RAKE fingers

Beamforming elements

Transmit diversity elements

Receive diversity elements

N= 32
2-Path, equal strength.

uniform

Lp = 2
K = 1,2, ... , N

LR = 2
ME = 1,2,3; P = 1,0.5

MT = 1,2,3 p = 0,0.5

MR = 1,2,3 p = 0,0.5

In Figure 3.8, the influence of the beamforming antenna array size on the capacity of a cellular CDMA
system is shown assuming a constant correlation model. As would be expected, the BEP performance of

the system improves with increasing beamformer size. This is due to the fact that larger beamforming

arrays can synthesize narrower beams and thereby reduce the MAl seen by the reference user. As the BER
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probability is reduced by increasing the number of elements in the beamformer, the capacity of the cellular
system is also increased.

In the beam forming system the signal processor performs the calculation of the direction of the desired

signal, as well as the set of antenna weights required to focus the antenna radiation pattern in the direction
of the desired signal. Typically, the radiating elements of an adaptive antenna array are separated by >../2

where>.. denotes the wavelength of the carrier frequency. Transmission from the target mobiles occurs at the

same time instant, and the beam of the base station antenna is formed to maximize the received signal power

from these target mobiles, while the received power from other interfering mobiles (inside this particular
cell, as well as in adjacent cells) is minimized through the introduction of nulls in the antenna radiation
pattern.

Note that in the case of systems using CDMA, the situation changes as follows. In general, it can be assumed

that the number of subscribers active in a cell will be larger than the number of elements in an array, that

is greater than the freedom levels of the adaptive system. All of these subscribers are transmitting in the
same frequency band at the same time, meaning null steering cannot be used to cancel all interfering signals.

Therefore, in the case of CDMA, at best beamsteering techniques in conjunction with limited null steering

can be used to point the main beam of the antenna array in the direction of a desired user or group of users

[112] and to place nulls in the direction of the main interfering signals.

Also shown in Figure 3.8, is the effects of correlation (or lack thereof), indicating the reduced effectiveness
of the beamformer to "remove" unwanted users from the system under conditions of reduced correlation.

The uncoded BEP performance of transmit O-CDTD and receive MRC diversity systems under different

constant correlation conditions are shown in Figure 3.9 and 3.10, respectively.
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In both cases it is clear that the correlation between the transmitted/received signals on the diversity

branches has a significant impact on the BEP performance of the system. This is evident from the figures
where the influence of the number of diversity branches, as well as the correlation between the signals at the

various branches is clearly shown. The results indicate that variations in the correlation between received
signal envelopes as a function of the user's position or other spatial parameters must be taken into account

when determining the capacity of a diversity system.

It is also important to note that even when employing orthogonal spreading sequences (as in O-CDTD),
the downlink will not be perfectly orthogonal due to multipath propagation. In [159, 160], the downlink

orthogonality factor has been calculated for different environments. This factor, expressed as a percentage

and shown in Table 3.2, is the fraction of the total output power that will be experienced as intra-cell
interference. An orthogonality factor of zero corresponds to a perfectly orthogonal downlink, while a factor

of one is a completely non-orthogonal downlink. As shown in Table 3.2, 40% of the power transmitted from
the reference cell will act as intra-cell interference in a vehicular environment.

Indoor office

Outdoor to indoor and pedestrian

Vehicular

10%

6%
40 %
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Orthogonality, therefore, removes 60% of the interference or, stated differently, an orthogonality factor of 0.4
is obtained (40% of orthogonality remains). Under these conditions, the effectiveness of O-CDTD transmit

diversity system is reduced, and it is expected that NO-CDTD should provide improved performance.

Also, from Figures 3.9 and 3.10 it is clear that the performance of the transmit diversity is inferior to that

of receive diversity employing the same number of diversity branches. This is also attributed to the loss of
orthogonality in the downlink.

Receive beamforming provided the best performance of all the techniques considered. Since the antenna

beam is focused on a specific user, the antenna gain (or SNR) in the direction of the user is increased,
and the transmissions received from interfering users are suppressed by the introduction of nulls in antenna
pattern.

From the results presented in Figure 3.8 and 3.10 it can be seen that the performance of perfect beamforming
(p = 1) and perfect receive diversity (p = 0) is similar as has been shown in [126].

The reasoning behind the use of space-time processing techniques is the optimization of the cellular spectral
efficiency of the network. This is realized by implementing more than one antenna element to optimally

transmit or receive signals by using both temporal and spatial signal processing techniques in the transceiver.
This chapter considered in detail the main smart antenna techniques, namely transmit and receive diversity,
and beamforming.

 
 
 



The BEP performance of these space-time processors has been derived analytically and some numerical

results were presented. Based on the analytic results, the effects of the number of antenna elements and
correlation between branches on BEP performance of the three techniques have been addressed. Also, the
close relationship between receive diversity and beamforming systems have been shown. From the presented

results it should be clear that both the transmit/receive diversity and beamforming techniques are of great

importance in the provision of efficient wireless communication systems.

It is important to note that the overall system gains that can be achieved with the space-time techniques
described above, depend heavily on the type of cellular structure employed. The performance may therefore

differ when changing from the described 2-path Rayleigh channel environment (macro-cell) to micro- or pico

cellular environments. In a fully operational mobile cellular environment, such as that envisioned in UMTS,

all these cellular structures will be present and will work together to provide seamless service, irrespective
of the subscriber's physical location or mobility.

1. Soft-failure states that, should one of the receive chains fail, and the other chain is operational, the performance loss is of

the order of the diversity gain. In other words, the signal may still be detected, but with inferior quality.
2. Although the spreading sequence length is assumed to span the the bit period (T = Tb for BPSK) and symbol period

(T = Ts for QPSK), i.e., short codes with N = TITe, the analysis presented here is equally valid for long codes.

3. Although BPSK modulation is assumed, the results presented are easily extended to any other linear modulation scheme.

4. The estimation of the DOA of multi path signals fall outside the scope of this thesis.

 
 
 



4 CHANNEL CODING FOR COMA

Following the derivation of the uncoded system performance in Chapter 3, based on the presented channel

model of Chapter 2, this chapter shifts the focus to channel coding techniques and their performance.
Specifically, the use and performance of classical convolutional, turbo codes and trellis codes for cellular

CDMA will be addressed.

The approach to error correction coding taken by modern digital communication systems started in the late

1940's with the ground breaking work of Shannon [161], Hamming [162], and Golay [163]. The next main

class of linear block codes to be discovered were the Reed-Muller (RM) codes in 1954 [164]. The latter codes
provided a significant improvement on the Hamming and Golay codes because they allowed more flexibility

in the size of the code word and the number of correctable errors per code word [165, 166]. Following the

discovery of RM codes came the discovery of cyclic codes [164, 165].

An important subclass of the cyclic codes was discovered simultaneously by Hocquenghem in 1959 and by
the team of Bose and Ray-Chaudhuri in 1960 [15, 164], known as BCH codes. BCH codes were extended to

the non-binary case (q > 2) by Reed and Solomon in 1960 [167]. Reed Solomon (RS) codes constituted a

major improvement since their non-binary nature allows for protection against bursts of errors.

Despite the success of block codes, there are several fundamental drawbacks to their use. Firstly, due to

the frame (block) oriented nature of block codes, the entire code word must be received before decoding

can be completed. This can introduce an intolerable latency into the system, particularly for large block
lengths. A second drawback is that block codes require precise frame synchronization. A third drawback is

that algebraic-based decoders for block codes usually employ hard-decision decoding (HDD), rather than the
unquantized, or "soft", outputs of the demodulator. It is actually possible to perform soft-decision decoding

of block codes, although until recently soft-decision decoding has been regarded as too complex. Recent

 
 
 



work in the area of errors-and-erasures decoding for RS codes [165] and trellis-based soft-decision decoding

algorithms for other classes of block codes, swung the interest and approach towards soft-decision decoding

(SDD) [168].

The drawbacks of block codes can be avoided by taking a different approach to coding, namely that of
convolutional coding, which was first introduced in 1955 by Elias [164]. Rather than segmenting data into

distinct blocks, convolutional encoders add redundancy to a continuous stream of input data by using a linear
shift register. Each set of n output bits is a linear combination of the current set of k input bits and the m

bits stored in the shift register. The total number of bits that each output depends on is called the constraint

length, denoted by Kc/. Just as the data is continuously encoded, it can also be continuously decoded with
only nominal latency. Furthermore, the decoding algorithms based on the Viterbi and maximum a posteriori
(MAP) algorithms, can make full use of soft-decision information from the demodulator.

A key weakness of convolutional codes is that they are very susceptible to burst errors. This weakness can

be alleviated by using an interleaver, which scrambles the order of the code bits prior to transmission. By

scrambling the code bits' order at the transmitter and then reversing the process at the receiver, burst error
patterns can be broken up so that they appear independent to the decoder. All of the 2G and 3G digital
cellular standards use some form of block interleaving.

It should be noted that in many ways convolutional codes have properties that are complimentary to those
of RS codes. While convolutional codes are susceptible to burst errors, RS codes handle burst errors quite

well. However, convolutional codes with soft-decision decoding generally outperform RS codes of similar
complexity at low SNRs [165]. In severely power limited channels, an interesting and efficient system design

can be obtained by using the concatenation of a RS "outer" code and a convolutional "inner" code [169].

Since conventional block- and convolutional codes are highly structured, encoders and decoders with rea-
sonable implementation complexity are possible. However, the very same structure that facilitates practical

implementation, results in significantly inferior performance gains relative to the random coding bounds

predicted by Shannon.

With this in mind, perhaps the most exiting and potentially important development in coding theory in
recent years has been the introduction of parallel concatenated convolutional codes by Berrou et at. [170].
The term "turbo code" was adopted to describe this new class of code. The introduction of turbo coding has

opened a whole new way of looking at the problem of constructing good codes with low complexity decoding.

Although turbo codes possess random-like properties, they still contain enough structure to admit practical

encoding and decoding algorithms. As a consequence, the performance of turbo codes comes much closer to
the Shannon bound than conventional block and convolutional codes.

4.1.3.1 Turbo Encoding. Turbo codes are iteratively decoded parallel concatenated convolutional codes

(referred to here as PCCC) which consist of two convolutional encoders, one of which encodes the information
bits directly, while the other encodes the information bits following interleaving. The key to solving the

decoding complexity of PCCC schemes is the existence of a sub-optimal decoding algorithm which achieves

performance very close to that of a maximum likelihood decoder. This algorithm iteratively decodes each
code separately using soft-input/soft-output algorithms such as MAP or SOYA [166, 171].

 
 
 



In [172] the serial dual of turbo codes were introduced. These iteratively decoded serially concatenated
convolutional codes (SCCC) are constructed from the same constituent codes and interleaver elements as

PCCC, but are concatenated in a serial rather than a parallel fashion. Again, an iterative decoding algorithm
is used which achieves near-optimum results. SCCC achieve comparable performance to PCCC, and in some

cases can offer superior performance [172, 173, 174, 175].

The turbo or PCCC encoder is composed of two or more recursive systematic convolutional (RSC) encoders,
which are in general identical. The constituent encoders receive the "same" data, the only difference is that

the stream to each encoder is permuted by an interleaver, with the result that turbo codes appear random.
Because the interleaver must have a fixed structure and generally works on data in a block-wise manner,

turbo codes are by nature block codes.

Recall that the minimum distance of a linear block code is a good first order estimate of the code's perfor-
mance. For linear block codes, the minimum distance is the smallest non-zero Hamming weight of all valid

code words. The combination of interleaving and RSC encoding ensures that most code words produced by
a turbo coder have a high Hamming weight. Because of its infinite impulse response properties, the output
of an RSC encoder generally has a high Hamming weight. There are, however, some input sequences which

cause an RSC encoder to produce low weight outputs. Because of the interleaver, the two RSC encoders do
not receive their inputs in the same order. Thus, if one encoder receives an input that causes a low weight

output, then it is improbable that the other encoder also receives an input that produces a low weight

output. Unfortunately, since there will always be a few input messages that cause both RSC encoders to
produce low weight outputs, the minimum distance of a turbo code may, in general, not be particularly

high. But the multiplicity of low weight code words in well designed turbo codes is low. It is because of the

relatively small number of low weight code words that turbo codes can perform well at low SNR [176, 166].

However, the performance of turbo codes at higher SNRs becomes limited by the relatively small minimum

distance of the code. While the goal of traditional code design is to increase the minimum distance of the

code, the objective of turbo code design is to reduce the multiplicity of low weight code words.

4.1.3.2 Turbo Decoding. The problem of estimating the states of a Markov process in the presence of noise

has two well known trellis-based solutions - the Viterbi algorithm [177] and the (symbol-by-symbol) MAP
algorithm [178, 179]. The two algorithms differ in their optimality criterion. The Viterbi algorithm finds

the most probable transmitted sequence, while the MAP algorithm, on the other hand, attempts to find the

most likely transmitted symbol, given the received sequence [166, 180, 181].

One drawback of both PCCC and SCCC is decoder complexity. For some applications, such as hand-held
mobile handsets, it may be desirable to tradeoff some of the high coding gain of SCCC for lower decoder

complexity. Several types of algorithms can be used within a turbo decoder to perform soft/input soft-
output decoding of the constituent codes. An excellent overview of the trellis-based soft-input soft-output

decoding algorithms has been presented in [166]. Shown in Figure 4.1 are the trellis based algorithms.

These algorithms can be partitioned into two main classes, depending on whether they were derived from

the Viterbi algorithm or from the MAP algorithm. Generally speaking, the algorithms at the bottom of

the diagram are more computationally complex and perform better than the algorithms at the top of the

diagram. Also, the MAP-based algorithms are generally more computational intensive and perform better
than the algorithms based on the Viterbi algorithm.

The soft output Viterbi algorithm (SOVA) is an extension of the classic Viterbi algorithm that provides the
reliability of the bit estimates [180, 182, 183, 184]. In addition, the improved SOYA algorithm, utilizing a
multiplicative correction factor to improve the reliability estimates, may also be considered.

 
 
 



The MAP algorithm calculates the a posteriori probabilities directly. However, the algorithm suffers from

a high computational complexity and numerical sensitivity. The Max-Log-MAP and Log-MAP algorithms

perform the MAP algorithm in the log domain, which significantly reduces complexity and numerical sen-

sitivity [171].

Sequence
Estimation

Symbol-by-symbol
Estimation

Figure 4.2 depicts the turbo code design space [185]. The design space can be grouped into service dependent
and implementation dependent components. The service dependent components influence typically the

quality of service and the data rate. The implementation dependent components influence the maximum
decoding delay, the implementation complexity, system flexibility, modularity and integratability.

Turbo Interleaver /Permuter. The interleaver (or permuter) component of the turbo encoder directly

defines the service dependent part of the system design space. The weight distribution of the codewords

produced by the turbo decoder depends on how the codewords from one of the basic codes are teamed

with codewords from the other encoder(s). Stated differently, the performance of the turbo code depends

on how effectively the data sequences that produce low encoded weights at the output of one encoder, are
matched with permutations of the same data sequence that yield higher encoded weights at the outputs

of the others. Two characteristics of the interleaver is of particular importance

• Interleaver size, Ntc. This is the most important factor influencing the turbo code performance, and it
is well known that performance improves as the interleaver size increases [186]. The gain, in terms of

error performance, with increased interleaver size is formally known as the interleaver gain. However,
as the interleaver size (gain) increases, so does decoding delay, and a balance must be found between
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acceptable performance and tolerable latency. At high SNRs, the interleaver design becomes critical

[173], where the performance is dominated by the low weight code words. At low SNRs, turbo codes

perform well with almost any (randomly permutated) interleaver, provided that the inputs at the
RSC encoders are sufficiently uncorrelated.

• Interleaver selection. If randomly chosen permutations perform well, then in principle it is possible to

design deterministic permutations that work even better. In [176], several non-random permutations
have been investigated. These are: (i) permutations based on block interleavers, (ii) permutations

based on circular shifting, and (iii) semi-random ("S-random") permutations.

Constituent Encoder. Recursive and systematic encoders are normally chosen as constituent encoders,

as discussed previously. In [176] it was argued that recursive encoders do not modify the output weight
distributions of the individual component codes, but only change the mapping between the input data and
output encoded sequences. In addition, for a non-recursive encoder, nearly all low weight input sequences

are self-terminating. As a result, the output weight is strongly correlated with the input weight for all
possible input sequences. It is precisely this characteristic that makes these encoders very undesirable

as constituent component encoders. The motivation for systematic encoders stems from the fact that

puncturing can be employed to realize code rates higher than achievable with non-systematic encoders.

Surprisingly, the choice of constituent RSC encoders, and in particular their constraint lengths, do not
significantly influence the performance of turbo codes. For this reason, turbo codes typically use simple

constituent codes with constraint lengths of Ktc = 3,4, or 5.

Puncturing. As for most other codes, performance degrades as code rate increases. If puncturing is used

to increase the code rate, then the manner of puncturing is also a performance factor and puncturing
matrices may need to be considered. The joint design of interleavers and puncturing matrices is perhaps

the most important aspect of turbo code design. The puncturing system also directly define the service

dependent part of the system design space.

Decoding Algorithm. Most decoding algorithms are iterative, and therefore the number of iterations has
an impact on the performance. The number of iterations is static or determined dynamically during

decoding after evaluation of some criteria [187, 188]. Decoding is normally performed with the MAP
or SOYA algorithms. When implementing the SOYA algorithm, the designer has to choose among sev-

eral implementation options to reduce computational complexity, increase throughput, or reduce power

consumption.

The algorithmic complexity of the SOYA, log-MAP, and max-log-MAP algorithms are similar, ranging

from two to four times the complexity of the conventional Viterbi algorithm. Of the three algorithms,
the SOYA is the least complex and can be implemented by augmenting a standard Viterbi decoder with

a reliability information computer [182]. The log-MAP algorithm is the most complex, with a complexity

that is about twice that of the SOYA. Both the log-MAP and max-lag-MAP algorithms have an attractive

structure consisting of two Viterbi algorithms, which could be executed in parallel.

Extrinsic information coupling is typically performed according to Berrou's original method [170] or

directly, which has first been proposed by Robertson [188].

Up until the mid 1970's, coding and modulation were regarded as two separate processes. Ungerboeck
changed this thinking in 1976 with the introduction of trellis coded modulation (TCM) [189, 190]. The

 
 
 



main advantage of TCM over classical coding schemes is the fact that trellis coding, and the resulting data-
transmission strategy, does not expand the transmission bandwidth. It is both a power- and a bandwidth-
efficient modulation scheme.

In the application of trellis coding techniques to cellular CDMA communication, two different approaches

have been considered. The first approach is based on classical TCM techniques which combines coding

and modulation into a single entity [44]. It has been shown that for a given complexity, chip rate and

throughput, these codes provide no advantage over medium to low rate convolutional codes. The second

technique uses a different approach and combines coding and spreading, instead of combining coding and
modulation. This technique, referred to as trellis coded spreading (TCS), performs better than standard

error control techniques for the same complexity and code rate [45].

TCM for CDMA. Boudreau et al. [44] considered the use of trellis codes in a DS/CDMA system and
compared their performance with that of convolutionally coded DS/CDMA. Their codes were constructed

over an M-PSK signal set by taking a standard Ungerboeck type code for M-PSK modulation and then
spreading this M-PSK signal with a binary m-sequence, over a large bandwidth. The authors in [44]

reported that this approach did not yield a performance advantage over standard convolutional codes
when combined in a CDMA system. It was argued that this is mainly due to the fact that a convolutional

code can be employed without any bandwidth expansion or decrease in processing gain in a CDMA
system. The latter directs one to rather exploit the lower distance properties of lower rate convolutional
codes.

TCS for CDMA. A different approach to the idea of trellis coded CDMA was investigated by Woerner
and Stark [45]. In this approach the trellis code is constructed over the set of possible signature sequences

rather, than over some 2D signal constellation. Instead of expanding the number of signal points in the 2D
constellation, the number of possible spreading sequences used is expanded. A carefully designed trellis

then allows only certain combinations of sequences that have a large total minimum distance. Now since

the number of sequences has been increased, the actual minimum distances between sequences decrease,

but fortunately the trellis code more than compensates for this by increasing the minimum distance of
the code above that of the uncoded system.

Coded performance can be calculated by extending the space-time mathematical model derived in Chapter 2

and using well known error control bounding techniques. In the remainder of this chapter, the performance
of classical convolutional (including orthogonal extensions), turbo and trellis coded CDMA is considered.

The bounds presented here are based on block error probability bounds, originally derived by Shannon [161].
Specifically, to determine upper bounds on BEP with convolutional encoding and ML decoding represented

by an equivalent (n, k) linear block code, it is useful to recall the state diagram and associated generating
function approach. Due to code linearity, it is assumed that the all-zero message has been transmitted, and

the upper bound on the word error probability can be written as

n

Pw ~ L Ad Pd(c -7 c),
d=dfree

 
 
 



where Ad is the number of codewords with Hamming weight d, obtained from the series expanded transfer

function T(L, 1, D), and given by (for path length, L = 1)

6T(I,D) I = ~ ADd61 ~ d ,
1=1 d=1

where D is the channel parameter. By setting 1 = 1 after differentiation, the number of bit errors, corre-
sponding to an error event of length d, equals the multiplicity of term Dd, where D = e-RcEb/No.

The free distance, denoted by dfree, of any code is the minimum Hamming distance between any two distinct

code sequences. D is a function of the channel transition probabilities and the message decoding metric

only.

The conditional pairwise error probability, Pd (c -+ e), is the probability of incorrectly choosing a codeword
with weight d, that is, the probability that the incorrectly encoded sequence en = (C1, C2, ... , cn) is chosen

instead of the correctly encoded sequence Cn = (C1, C2, . . . , cn).

For the continuous output soft-decision AWGN channel it can be shown that the single user Pd(c -+ e) is

given by [22, 16, 13]

Ad =t (7) p(d I i),

where (~) is the number of input words with Hamming weight i and p(d I i) is the probability that an input

word with Hamming weight i produces a codeword with Hamming weight d. Substituting (4.4) into (4.1),

the upper bound on the word and bit error rate can be expressed as

nL Ad Pd(c -+ e)
d=dfree

In (4.5) and (4.6), Edli{·} is an expectation with respect to the distribution p(d I i). This average upper
bound is attractive because relatively simple schemes exist for computing p(d I i) from the state transition

matrix of the RSC [191, 176]. This information is implicit to the generating function T(I,D) associated

with the particular code employed.

 
 
 



4.2.1.1 Evaluation of Pd(c -+ c). Under conditions offast fading, it is generally assumed that the fading is

independent in successive signaling intervals. As a result, the sequence of fading amplitudes f3i constitutes

an independent and identically distributed (i.i.d.) sequence2.

Consider the situation where the all-zeros codeword C = 0 = Co, is transmitted and codeword c = Cn is
received. In addition, a trellis path which re-emerges with the correct all-zero path is considered, having

diverged at some point in the past, and differing from the all-zero path in exactly d symbol positions. Define

the n-vector

where Sni, (i = 1,2, ... , d) represents the value of the resulting envelope power process in the ith signaling

interval where the path differs from the all-zero path. Assuming perfect phase tracking of the phase per-
turbation process and channel state information (CSI) at either the transmitter or receiver, the conditional

pairwise error probability for an incorrect sequence with d error symbols is [191]

where foc is proportional to the effective output signal-to-noise ratio of the coded system (foc should be
compared with its uncoded counterpart, fo defined in Chapter 3). The average error event probability can

then be determined by averaging over the random n-vector Sn, resulting in

where the expectation operator ESn {.} represents joint expectation with respect to the received signal power
components.

When the pairwise error probability, (4.10), is averaged over (3.28), a multi-dimensional integral given
by

Pd(C -> oj LL L Q ( roo t, 'n' )
X PSn1 (snd PSn2 (Sn2) ... PSnJSnd) dSn1 dSn2 ... dSnd,

 
 
 



If the fading powers are independent, the indexes of the differing bit positions are of no importance, since

only the incorrect codeword weight matters [191]. The exact evaluation of (4.11) is very difficult. To
solve this problem, Hall et al., examined four options [191]. The first option is to simplify (4.11) to a form
that can be evaluated through numerical integration [192]. The other three options examined, avoids the

problem of numerical integration by seeking closed form upper bounds for Pd(c -+ c).

The first option proposed by Hall et at. was employed to obtain analytical results. From [192], Q(x) can

be expressed in the alternative form written as

117f/2 (r ",d )A Dc L...-i=l SniPd(C -+ C I Sn) = - exp - .. J d¢.
7r D 2 sm- ¢

Since all the fading powers are independent, the d-dimensional integral of (4.11) reduces to a product of

integrals over each Sni.

Slow fading. Slow fading occurs when the symbol signalling rate is greater than the fading rate. That

is, when the effective fading amplitude is assumed to be constant throughout the message sequence,

Sni = (3~i = (32 = S. The pdf of the received signal power S is again given by (3.28), where, for slow

fading, Sn = S.

It follows from (4.8) that

Pd (c -+ ciS) = Q ( J d rDc S ) .

Using (4.6) and (4.13) for fast fading and (4.17) for slow fading, the performance of a space-time convo-

lutional coded system can now be readily calculated.

 
 
 



For a turbo code with a fixed interleaver, the construction of Ad (using (4.4)) can only be accomplished

through exhaustive search. The latter leads to the proposition of an average upper bound constructed

by averaging over all possible interleavers [176]. Therefore, to derive this average performance bound a

superfluous interleaver, called the uniform interleaver, is used. This interleaver, for a given input block of n

bits with input weight i, outputs all (7) distinct permutations with equal probability.

The hyper-trellis transfer function T(I, D) determined by Benedetto et at. [193] for turbo codes in three
co-decoding configurations has been evaluated in conjunction with continuous, trellis truncated and trellis

terminated co-decoding. The latter showed that the performance of the truncated encoder is significantly

worse than that of continuous decoding, whereas trellis termination is only slightly worse.

Using (4.6), with p(d I i) known, the performance of space-time turbo codes can be evaluated for various

channels and transceivers by formulating the conditional pairwise error probability, Pd(c ---+ c), for the

configuration of interest [194, 195].

The expressions for Pd( C ---+ c) derived for convolutional codes, are limited to the case where the output

codeword weight, d is fixed. Here, the results is extended to include the performance of turbo codes where
the code weight is described in terms of an input-output conditional probability density function (cpdf),

p(d I i). In Appendix B, the Divsalar cpdf and binomial cpdfhave been derived from the constituent encoder

state transition matrix, t(t, i, d).

Figure 4.3 shows examples of the Binomial cpdfs given by (B.15) for different code rates, Rc and turbo

interleaver size, Ntc = 100.
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Figure 4.3. Binomial cpdfs, p(d I i) for code rate, Rc and turbo interleaver size, Ntc = 100. (The x-axis is normalized

by Rc)

 
 
 



where the conditional expectation

p(d I i), as explained in Appendix B.

Employing similar arguments to that used in Section 4.2.1.1, the bound given by (4.18) can be extended to

include the transmit diversity signalling and multi-path fading channel effects.

From (4.16), for the slow fading channel, the upper bound for the pairwise error probability can be written

as

The conditional expectations, Es and Edli {.} is calculated over the instantaneous fading power pdf, and the

cpdf (p( d I i)), respectively.

Using (4.13), the bounds of (4.19) can be extended to include fast fading.

As a benchmark and to illustrate the effect of the interference limited region associated with turbo codes,

coded single user performance is firstly considered on the AWGN channel. In the results that follow an

approximately fixed bandwidth comparison is made between coded and uncoded system performance.

When coding is considered, constraint lengths Lee = 9 and Ltc = 3 are assumed for convolutional and

turbo coding, respectively. The generator polynomial for the convolutional code is given by (561)8' (753)8

for the rate Re = 1/2 codes, and (557)8' (663)8' (711)8 for the rate Re = 1/3 codes, respectively. The
feedforward and feedback generator polynomials of the 4-state turbo codes are given by 911 = 58, and

91b = 78, respectively.

For the coded CDMA system under consideration a total spreading factor, Ntot equal to 32 is assumed. This

results in N = {32, 16, 10,8,6, 5} for code rates of Re = {1, 1/2, 1/3, 1/4, 1/5, 1/6}, respectively. Single user
performance comparisons between convolutional and turbo coding under identical complexity constraint

requirements is carried out. Figure 4.4 depicts the convolutional and turbo coding bounds on the AWGN
channel. For the turbo code performance, both the Divsalar and binomial cpdfs have been used in the

calculation of Pe given in (4.6). As expected, a tighter bound is achieved by using the binomial cpdf. From

Figure 4.4, it is noted that the union bound (using the Divsalar cpdf) for the Re = 1/2 turbo code, diverges

at low values of Eb/ No, for all Nte. Consistent with the results by Divsaler et al. [176], the divergence occurs

roughly when the SNR (Eb/No) falls below the threshold determined by the computational cutoff rate Ro3.

In an attempt to evaluate the gooness of the PCCC (turbo) codes' performance bounds a computer simulation

program was used to obtain BER results. For the simulation performance the system parameters outlined
in Table 4.1 were assumed. The BER performance result is also shown on Figure 4.4. In addition to the

parameters outlined below, perfect synchronization, channel estimation and CSI are also assumed.
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Figure 4.4. CC and TC bounds on AWGN channel with Rc = 1/2 and K = 1, as a function of turbo interleaver size,
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Comparing the simulation curve with the performance bound, it is clear that the binomial cpdf results in an
improved bound, with a slight divergence around the cutoff rate threshold. Care should be taken for values

of Eb/ No less than the cutoff rate, the performance bounds based on the binomial cpdf behaves as a lower
bound to the code's simulated performance. At high SNR rations, the performance bounds based on the

binomial cpdf and Divsalal cpdf become converge and both compares well with the simulated BER curve.

Focusing the attention back to the theoretical bounds, the turbo code performance reflects the expected

interleaver gain in the waterfall region4 of the performance curve. This provides an effective way to decrease

the BEP without invoking any changes in the system configuration.

At high SNR ratios, the design of the interleaver in a practical system is therefore of great importance.

At high values of SNR, turbo codes will perform well with almost any interleaver provided that the two

 
 
 



(or more) RSC encoders receive inputs that are sufficiently uncorrelated. At higher SNR, performance is

dominated by the low weight code words, which are significantly influenced by interleaver design

Figure 4.5 illustrates the performance of low rate convolutional- and turbo codes for a fixed interleaver
size, Nte = 256. As expected, it is observed that turbo code performance is superior to convolutional code

performance for low values of Eb/No « 5 dB). As with other classes of codes, the performance of turbo
codes improve as the code rate decreases. If puncturing is used to increase the code rate, then the manner

of puncturing is also a performance factor. The joint optimization of interleaver and puncturing matrix is

perhaps the most important aspect of turbo code design.
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It is noted that for a fixed interleaver size, decreasing the code rate does not significantly affect the waterfall

performance region. Decreasing the code rate, however, causes the error floor region to be lowered, which
may be attributed to the stronger code structure of the low rate codes. Since this region occurs at higher

SNR values, the actual weight spectrum becomes more important in influencing the performance.

Since the performance of a MF-based CDMA receiver is interference limited, the uncoded BEP region of
importance for a turbo code is roughly 10-4 < Fe < 10-2. This is the focus BEP range and coding should

provide acceptable performance in this region.

For a fair comparison to an uncoded system under equal throughput and bandwidth conditions, the spreading

sequence length, N, ofthe coded system must be shortened by a factor of 1/ Re. This results in a degradation
due to the MAl since it is well-known that the normalized cross-correlation between any two spreading

sequences is proportional to the Welsh-bound, given as I/VN. A trade-off between the greater distance
properties of low rate codes and increased cross-correlation effects (due to shorter sequence lengths) is

fundamental to the success of coded CDMA.

 
 
 



As another means to investigate multiuser performance, let us define the system load as the quantity

V = K /Ntot, where Ntot = N/ Re. The system load is therefore the number of active users normalized to the

overall spreading factor. Figure 4.6 depicts the system load for low rate convolutional- and turbo coding.
It is clear that the system load using turbo codes are substantially higher than for convolutional coding.

Another interesting effect is that the coding gain for low rate turbo codes are reduced as the system load

increases. This is due to the error floor effect as seen in Figures 4.4 and 4.5. It should be noted that low

rate turbo coding will only exhibit this behavior at relatively high Eb/ No. If the system is operated at low

Eb/ No, low rate turbo coding provides an increase in system capacity.

Uncoded,N=32
-&-- CC (R =1/2)c------ CC (R =1/3)c
-&-- TC (R =1/2)c
-A-- TC (R =1/3)c
--v-- TC (R =1/4)c
----4-- TC (R =1/5)c
----j;>----- TC (R =1/6)c

0.3 0.4 0.5 0.6 0.7
System Load, V (Eb/No=20 dB)

The sequence of trellis encoder output symbols has a very carefully controlled structure which enables the

detection and correction of transmission errors in a multiple transmit/receive antenna signalling scenario.

For the space-time encoder, these symbols should be designed in such a way that the combined spatial and

temporal properties will guarantee maximum diversity. The channel coding may be either convolutional or
turbo coded. In Chapter 6, details concerning the application and performance of space-time trellis coded

modulation to cellular CDMA will be given.

In the analysis of uncoded and coded systems in multiple antenna transmission scenarios two measures of
performance are commonly employed, namely SNR improvement and mutual information [196, 197]. While

the two metrics are closely related, they have important differences. SNR characterizes the performance of
typical uncoded systems, while mutual information measures the maximum rate of reliable communication
achievable with coded systems.

 
 
 



In the case of ideal CSI, the transmitter or receiver is assumed to have exact knowledge of the fading

channel conditions, and the decoding metric is then ML. On the other hand, when no CSI is available at the

receiver, the decoding metric is no longer ML and this introduces an additional weakness into the generalized
bounding procedure for TCM [21, 198, 199]. The latter situation occurs when the transmitter arrays are

used in point-to-point scenarios in which the transmitter has no knowledge of the channel parameters.

It has been shown by Narula et at. [196], that when no information about the channel parameters is provided,

beamforming cannot be used to achieve channel capacity. In addition, it was shown that when the CSI is

perfect, the SNR-based design and mutual-information-based design become equivalent. All the analysis

carried out in this thesis rely on accurate channel knowledge at the transmitter (for transmit diversity) and
receiver (for receive diversity and beamforming).

ko
Pe :::; -bN T(D) !D=Z,

trel

where Ntrel is the number of trellis states; b is the number of information symbols associated with each
branch in the trellis; ko is a factor that depends on the type of channel, the type of demodulation and the
code structure; and Z = exp{ -Es/4No} is the so-called Bhattacharyya parameter [21]. For AWGN with

optimum coherent demodulation, ko is given by

This chapter classified, defined and discussed forward error correction techniques, including classical convo-

lutional and turbo, and trellis codes for cellular CDMA.

The BEP performance of these codes has been addressed by the derivation of analytical average upper
bounds based on the union bound and code weight distributions. Some numerical results were presented.

In the following sections, the derived upper bounds will be used to evaluate the performance of space-time
coded cellular CDMA systems over the channels with independent and correlated fading.

1. In this thesis the 'cc' refers to a convolutional code constraint length, the subscript 'tc' will be used to denote the turbo

codes' constraint lengths.
2. In an fully interleaved scheme, fast fading is created as the de-interleaving mechanism creates a virtually memoryless channel

[200].
3. The cutoff rate is defined as Es/No = RcEb/No < _In(21-Rc - 1) for a code with rate Rc [129].

4. The "waterfall region" is defined, as the part of the performance curve where the BEP decreases rapidly with increased

SNR. The region where the BEP performance changes very slowly, with increased SNR, is defined as the "error floor region".

(It is actually incorrect to call this a error floor, as the BEP still improves as the SNR increases).

 
 
 



5 LAYERED SPACE-TIME CODED TRANSMIT
DIVERSITY

In Chapters 3 it was shown that space-time processing can improve uplink performance and capacity of a

cellular CDMA communication systems. In particular, techniques based on multi-antenna receive diversity
and beamforming were considered. In Chapter 1 it was argued that techniques to improve the downlink

performance have not been developed with the same intensity to date, but is of increasing importance due

to the fact that the capacity demand imposed by the projected data services, for instance internet, burdens

(more heavily) the downlink channel. It is therefore of importance to find techniques that improve the

downlink capacity.

Transmit diversity (see also Section 3.2) is an effective method to combat fading when multiple receive
antennas are not available. Techniques such as diversity, antenna-selection, frequency-offset, phase sweeping,

and delay diversity have been studied extensively in the past [46, 47, 48, 54]. Recently, space-time coding
was proposed as an alternative solution for high rate data transmission in TDMA wireless communication

systems [201, 202, 203, 204].

Recent studies have explored the limit of multiple antenna system performance in a Rayleigh fading envi-

ronment from an information-theoretic point-of-view [104, 205, 206]. It has been shown that, with perfect
receiver channel state (side) information (CSI), and independent fading between pairs of transmit-receive

antennas, the situation of total capacity may be achieved.

Foschini [104] has considered a particular layered space-time architecture with the potential to achieve higher
capacity. This layered architecture forms the basis for the class of orthogonal decomposable coded space-

time decoders. The chapter will focus on the construction and performance evaluation of space-time coded

CDMA employing multiple transmit antennas. The classification of space-time coded transmit diversity

structures is illustrated in Figure 5.1. The techniques for transmit diversity suitable for CDMA can be

divided into two distinct classes, CDTD and TDTD (see Sections 3.2.1.1 and 3.2.1.2). These two coded

space-time transmit diversity classes will be discussed by looking at

• the suitability of classical convolutional- and turbo codes. (The application of low rate codes, including

orthogonal- and super-orthogonal convolutional codes (SOCC), is also investigated); and

 
 
 



• extensions of the CDTD scheme to space-time turbo diversity codes, viz. turbo transmit diversity (TTD)

is considered in detail in the next chapter.

Orthogonal
Non-orthogonal (Delayed)

Convolutional
Codes (CC) Turbo

Codes (TC)

Orthogonal and
Super-orthogonal

Convolutional Codes
(SOCC)

As has been discussed earlier, the use of coded transmit diversity is an attractive solution for improving the

performance and downlink capacity of CDMA communication systems.

In CDMA the channel is allocated implicitly by assigning to each information stream a unique finite length

binary or non-binary (e.g., complex) signature or spreading sequence. Spreading sequences of different

information streams have the same length and are almost orthogonal and, hence, messages from different
users are quasi-separable by means of projections. This scheme introduces interference amongst information
streams associated with different users, and this coupling between users requires a very complex receiver.

Information theoretic aspects of transmit diversity were addressed by Foschini and Gans in [206] and Telatar

in [205]. Telatar derived the expressions for capacity and error exponents for multiple transmit antenna

systems in the presence of Gaussian noise. Here, capacity has been derived under the assumption that the

fading is statistically independent from one channel use to the other. In [206], Foschini and Gans derived

the outage capacity under the assumption that the fading is quasi-static; i.e., constant over a long period

of time, and then changed in an independent manner. In [104], a particular layered space-time architecture

was shown to have the potential to achieve a substantial fraction of capacity.

Following the work by Urbanke [207] on multiple access communications employing coding, it is clear that
the application of transmit diversity to CDMA closely resembles the classical multiple access communications
problem. In the classic multiple access channel (MACH) environment there are several users competing for

the available channel resources. When multiple transmit antennas are employed, the allocation of resources

 
 
 



is more problematic since a fair and efficient allocation of the resources among all users requires a large
amount of co-ordination. This co-ordination is made more difficult by the fact that there are no direct links

between the sources and the channels available and also because of the additional MAl interference.

5.1.0.1 Capacity region of transmit diversity MACH. The capacity region 3t for MACHs is generally de-

scribed as a polytope, i.e. a multi-dimensional figure whose faces are hyperplanes, or informal multidimen-

sional solids with flat sides. Figure 5.2 depicts the typical region for K .MT = 2, the best known case since

most multiple access papers focus on this special case [208J.

Figure 5.2. Block diagram of the dual transmit antenna single user decoder, employing an optimum successive cancellation

decoder.

The reason for interest in this capacity region (besides that it is of interest in its own right) is the various

operational results that follow elegantly from the particular properties of capacity region 3t [207, 208J. These
are described in the following.

A simple strategy to share the channel between antenna streams is time sharing. In Figure 5.2, the line AB
corresponds to this scenario. Here the channel is accessed through multiple transmit antennas at disjoint

moments in time, and a common time reference is needed for this scheme to work.

Following Urbanke [207], the rate tuples achievable by timesharing are those which lie on or below the line

AB in Figure 5.2. The point A corresponds to the extreme case where the first transmit antenna stream of

a specific user is used permanently and the second transmit antenna is never used (idle state), whereas in
point B the roles of the transmit antennas are reversed. As can be seen from this example, not all points in

the capacity region are achievable by means of timesharing. Hence, in order to fully utilize the given channel
resources, both transmit antennas will have to access the channel concurrently. Of course, this introduces

coupling among the users and, therefore, an optimum receiver (a receiver which results in the minimum

achievable error probability) has to decode both users jointly. This results in high decoding complexity. Of

special importance are the vertices C and D shown in Figure 5.2. It has been shown in [207], that these

rate points can be achieved through single user coding. The latter will be addressed in more detail in the
following section.

The result obtained by Wyner [209J is 'of particularly interest, stating that the vertices in 3t are achievable
by sequentially decoding one information (signature) waveform at a time. This successive decoder avoids the
largest practical concern associated with multiple access communication, namely the complexity of decoders
that jointly decode all waveforms at once.

 
 
 



This brings us to a very interesting situation. Depending on whether or not the transmitter has information

on the instantaneous state of the channel, the design of space-time codes for CDMA systems can be grouped
into two categories. Specifically, if the transmitter has CSI, considering the conditions of orthogonal spread-
ing, the MACH can be decomposed into several nearly independent sub-channels. Under these conditions,

the capacity region of the (frame and symbol) asynchronous MACH equals the one of the synchronous
channel.

For systems in which the transmitter does not have CSI, or when the rate of information fed back from the

receiver is slow, the channel cannot be decomposed as described in the foregoing. Although the lack of CSI
does not imply much loss of channel capacity, the single user coding principles cannot be applied. The result

is an inherently multiple space-time dimensional channel decoder, in which the redundancy embedded along
the spatial as well as temporal dimensions, must be used to extract the data sources.

5.1.0.2 Single user decoding. As discussed in the foregoing, the decomposition of the MACH into inde-

pendent sub-channels provides not only theoretical insight, but also potentially efficient strategies for im-
plementing practical systems. Importantly, these strategies can be efficiently employed by a method called

single user coding (also called onion peeling, stripping, successive cancellation, or superposition coding)
[207, 210]. The name single user coding stems from the fact that, in the case of a dual antenna transmit
scheme, the joint codeword is decoded in two steps, each of which corresponds to the decoding of a single

user antenna information waveform at any time.

Consider as a special case, the single user coded dual (MT = 2) antenna diversity system. The general
structure for the decoder of this system is illustrated in Figure 5.3 [211].

Receiver
User 1, Antenna 1

Decoder
User 1, Antenna 1

Encoder
User 1, Antenna 1

Receiver
User 1, Antenna 2

Decoder User 1,Antenna 2
User 1, Antenna 2

Figure 5.3. Block diagram of the dual transmit antenna single user decoder, based on optimum successive cancellation

decoder.

Under these assumptions, the decoder can first decode the first antenna stream (viewing the second antenna

stream as Gaussian noise). Once the correct contribution of this antenna stream is known, it can be

subtracted from the received codeword and then the second antenna stream can be decoded. It has been

shown in [212] that the total capacity (points C and D of Figure 5.2) can be achieved by the optimum

successive cancellation decoder.

The construction of layered space-time convolutional- and turbo coding configurations applied to multiple

transmit antenna signaling is considered.

 
 
 



Figure 5.4 illustrates the general block diagrams of the layered space-time encoder and decoder. In this

model the data source produces a sequence of Nee data bits, bk, which enters a rate Re encoder. The

encoded sequence, xU) of length Nee, is passed to the MT symbol interleavers and to the multiple access

transmit diversity sub-system. Recall from Figure 5.1, that this coding scenario supports both the CDTD

and TDTD signalling configurations.
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To Multi-User
COTO or TOTO

Transmitter
Subsystem

Symbol
Interleaver M

T
Antenna stream MT
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Decoder

From Multi-User ...---t\
COTO or TOTO ~

Receiver
Subsystem

Symbol
From RAKE Rx De-Interleaver MT

for Antenna stream MT

Figure 5.4. Generalized block diagram of the space-time convolutional coder based on a sub-optimum configuration. (a)

Encoder, (b) Decoder.

In the receiver subsystem, the received signal is correlated with the complex scrambling/spreading sequence
associated with each of the individual antenna sub-streams. With the decoding configuration, shown in
Figure 5.4(b), nearly optimal decoding can be achieved by employing the Viterbi or MAP algorithm. This

decoding is suboptimal since the correlator receiver is matched to the AWGN channel, and not to the MAL

It has been shown that when CSI information is available at the receiver, using soft-decision decoding and

coherent detection, the coding gain on fading channels can be quite high [21J.

It should be noted that for TDTD signalling, the configuration presented in Figure 5.4 can accomplish a

significant portion of the theoretical system capacity, although it is a suboptimal implementation.

In contrast to the suboptimal TDTD configuration, in CDTD the MT orthogonal streams are recovered
from the receiver sub-system by means of a decorrelation process. During a specific decoding stage, the

decorrelation detector only considers a single user entity for the spreading sequences associated with the
MT transmit antennas associated with the reference user. The CDTD scheme may be extended to a single
user multiple antenna decoder based on a optimum successive decoder (OSD). Figure 5.5 illustrates a possible

 
 
 



implementation of this decoder for convolutional codes, where each user is decoded on a per-user channel

basis.
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Figure 5.5. Generalized block diagram of the space-time convolutional coder based on a per-user configu ration. (a) Encoder,

(b) Decoder, with soft-information transfer.

In order to maintain soft failure diversity and to provide additional soft-decision information to the different

decoders operating in parallel, systematic convolutional encoders are generally utilized at the encoder and
decoder. In this way, the full benefits of soft-decision decoding are realized. In [211, 213], a group metric

decoding scheme has been proposed that exploits the nature of the multiuser decoding problem. This
decoder may be considered as a single user, single antenna decoding scheme, that will utilize information

from all the user and antenna matched-filter outputs to the decoding metrics.

The low rate codes proposed in [35, 214, 215] for CDMA, can be directly applied to configurations depicted in

Figures 5.4 and 5.5. The use of orthogonal and super-orthogonal convolutional codes (SOCC) is considered.

Orthogonal block codes are known to perform well on very noisy channels. In [35], Viterbi presented a method

to find orthogonal convolutional codes having similar properties. However, orthogonal convolutional codes

imply a large bandwidth expansion. Along these lines, several related coding schemes with good distance

properties, but less bandwidth requirements, have been proposed in [214, 215].

A rate Rc = l/n orthogonal convolutional encoder with constrained length, Loc, can be constructed from
a shift register and a block orthogonal encoder or signal selector [35]. One in 2Loc orthogonal waveforms
is chosen based on the state of the shift register. The weight of any trellis branch (not the all-zero path)

 
 
 



is 2Loc-1 = n/2. For an orthogonal convolutional code the rate is then related to the constraint length by
Rc = 2Loc. One way of implementing an orthogonal convolutional encoder is for the orthogonal code selector

to choose rows from a Walsh-Hadamard matrix.

Transfer functions and upper bounds on the BEP for orthogonal and super-orthogonal convolutional codes
are derived in Appendix B. Section 6.3 will consider the application of super-orthogonal turbo codes to
space-time transmit diversity.

Using (3.23), (3.29), (4.6) and the system parameters outlined in Table 5.1, the BEP performance of a
cellular CDMA system employing space-time coded transmit diversity can be determined numerically.

Spreading sequence length

Operating environment
User distribution

Number of multi-path signals

Number of users

Number of RAKE fingers
Transmit diversity elements

Transmit diversity technique

FEC code type
FEC code rate

N = 32
2-Path, equal strength.

uniform

Lp = 2

K=I,2, ... ,N
LR = 2

MT=I,2,3
CDTD and AS-TDTD

CC and TC

Rc = 1,1/2, ... ,1/6

In order to calculate the BEP of the coded CDTD and TDTD systems, the output SNR should include

the transmit diversity interference term. Assuming that the cellular system is employing omni-directional

antennas, the total output SNR can be determined as
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for TDTD. With reference to (3.21), it can be seen that (6.29) and (5.2) are extensions of our previous

analysis and includes the code rate Re.

It is important to note that Pe as defined in Chapter 4 represents the BEP for one spatial snapshot of the
state of the cellular system. This is due to the fact that the channel model used represents one snapshot of

the spatial state of the system, as described in Chapter 2. To calculate the BEP performance of the system
for the average spatial state of the system Pe must be calculated a number of times and the average of these

calculations determined.

Using (4.17), (4.11) and (4.19), Figures 5.6 and 5.7 depict the BEP performance of Orthogonal CDTD

(O-CDTD) under 2-path Rayleigh fast- and slow fading conditions, respectively, with rate Re = 1/2 convo-
lutional and turbo (Nte = 256,2048) coding. For both graphs, the number of users K = 5 with MT = 1,2

and 3 transmit antenna elements.

By introducing multiple transmit antennas, the diversity order is increased, and thereby the probability of

coding gain is increased. This is especially true for turbo coded transmit diversity which is better suited for
Gaussian-like MAL From the graphs it clear that turbo coded transmit diversity increases the performance

substantially.

Using the bounds on BEP performance derived in Section 4.2, Figures 5.8 to 5.12 depict the performance

as a function of system load, V for coded O-CDTD CDMA. The analysis is restricted to a fully interleaved
(i.e., fast fading) two path Rayleigh fading channel. The operating point has been taken as Eb/No = 20 dB.

Figures 5.8 and 5.9 compare coded (Re = 1/2) and uncoded O-CDTD BEP performance as a function of

interleaver size and transmit diversity order, with MT = 1,2. Results for single transmit diversity (MT = 1)

are included in an attempt to isolate the performance improvement achieved with temporal diversity from
the total space-time diversity gain. From the curves it is clear that the introduction of coded transmit

diversity has improved the capacity of all the coded systems quite substantially. For regions of high system

load, the best performance is achieved by the turbo coded systems.

Figures 5.10 and 5.11 compare the performance of different low code rates and transmit diversity order,
MT = 1,2. For the turbo coded systems the interleaver size was 256. The low rate codes provide improved

performance over the complete range. This illustrates the effectiveness of low rate codes to overcome loss in

processing gain under equal bandwidth conditions.

Figure 5.12 compares the performance of coded O-CDTD with Re = 1/2 and transmit diversity order,
MT = 1,3. From the graphs it can be seen that the best performance is always achieved with the highest

order diversity.
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Figure 5.6. Analytical BEP performance of coded O-CDTD, with Rc = 1/2, K = 5, and MT = 1,2,3, on a fast fading

2-path channel.
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Figure 5.7. Analytical BEP performance of coded O-CDTD, with Rc = 1/2, K = 5, and MT = 1,2,3, on a slow fading

2-path channel.
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The BEP performance of orthogonal CDTD (O-CDTD) and optimum antenna-selection TDTD (AS-TDTD)

is considered. In Figure 5.13, the performance of these transmit diversity schemes with Rc = 1/2 and MT = 3

is compared.

It is expected that O-CDTD should outperform AS-TDTD, provided that the orthogonality and conditions

of statistical independence are not compromised. From the performance curves it is noted that this argument
is correct for system loads less than V = 0.5. When the system load is in excess of V = 0.5, AS-TDTD

signalling outperforms O-CDTD. This can be attributed to the increase in MAl, since for O-CDTD the
effective number of simultaneous channels is increased from K to K· MT.

The effect of fading correlation on the BEP performance of coded O-CDTD is considered. It has been

argued that maximum theoretical capacity (or diversity advantage) can be achieved if uncorrelated signals

are transmitted, i.e., the fading experienced by each transmit-receive path is statistically independent.

As explained in Chapter 3, transmit antennas (at the base station) which are correlated are considered. In

order to have uncorrelated transmit diversity, we have to separate the antenna elements far apart (~ 40>'),
which may not be practical.

To investigate the influence of correlation, Figure 5.14 depicts the O-CDTD performance with Rc = 1/2,
MT = 3, and constant fading correlation coefficients, p = 0.0,0.5 and 0.99. The performance degradation
due to correlation is not that significant if p is restricted to 0.5. However, the performance is severely
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degraded when p 2: 0.5. The latter can be attributed to the fact that the correlated multi-path channel has

memory which reduces the effectiveness of the combined coding/diversity scheme.

At low system loads the higher order O-CDTD has superior performance. At higher loads, however, the MAl
increases and no gain for a higher order O-CDTD scheme is possible. Correlation has a more pronounced

degrading effect for higher transmit diversity order. These conclusions are consistent for both convolutional-
and turbo codes, with turbo codes having consistently better performance than convolutional codes.

It should be noted that, since ideal channel estimation is assumed, the results do not reflect the additional

performance degradation associated with imperfect channel estimation. Under conditions of correlated

fading, strong emphasis should be placed on the channel estimator in an attempt not to degrade system

performance even further.

This chapter has considered space-time coded transmit diversity techniques as a means to improve cellular
CDMA performance. The suitability of convolutional- and turbo coding, when applied to layered space-time

transmit diversity, was discussed and analytical results presented for CDTD and TDTD under conditions
of multipath fading. Analytical results have shown that combining spatial and temporal processing at
the transmitter (the downlink) is an effective way to increase CDMA system capacity. It was shown that

turbo coding, when applied to space-time transmit diversity, outperforms convolutional codes with the same
code rate and comparable complexity. In general, the average performance of the CDTD and TDTD is

comparable.

It was argued that when orthogonal spreading is combined with the multiple transmit antennas the de-

structive superposition after combination of the signals transmitted simultaneously can be avoided. It is

important to note that under these conditions the single user space-time coded CDMA system will achieve

the same, theoretically optimal, diversity advantage as receive diversity of the same order. When a MF

receiver is employed in a multiuser environment, sub-optimal performance will be achieved. For this reason

the use of random codes was considered in the derivation of the BEP performance results. The foregoing
argument highlights a area of future research, namely the application of multiuser receivers in the coded

transmit diversity scenario.

In the following chapter extensions to the turbo coded CDTD signalling, namely turbo transmit diversity
(TTD) will be presented. In addition, simulation performance results will be presented to test the goodness

of the bounds presented here.

 
 
 



6 SPACE-TIME TURBO CODED TRANSMIT
DIVERSITY

In the foregoing chapter the superior performance achieved with space-time turbo coded CDTD systems

have been presented. In this chapter extensions to layered space-time coding are considered. In this chapter

different turbo transmit diversity (TTD) scenarios are considered. The classification of the three TTD
scenarios is illustrated in Figure 6.1. These are parallel concatenated turbo transmit diversity (PCTTD)

[216, 217, 218], serial concatenated turbo transmit diversity (SCTTD)l [219], and super-orthogonal turbo
transmit diversity (SOTTD) [220, 221, 222].

Both PCTDD and SCTTD offer a sub-optimal, but practical implementation of the turbo coded CDTD
system. The principle of operation is to transmit the coded bits, stemming from the constituent encoders,
via the spatial domain rather than via the time, code or frequency domain. The received data stream is then
iteratively decoded using turbo decoding principles. The way the turbo coder is configured fits naturally
into the CDTD schemes described in the previous chapter.

 
 
 



SOTTD provides a flexible architecture for the generation of variable low rate coded transmit diversity.

Here, techniques of spreading and coding at low-rate are married with the code-division transmit diversity

and iterative "turbo" processing. In very general terms SOTTD can be considered as a special case of
orthogonal turbo-coded CDTD, employing codes of very low rate.

Detail concerning the design, realization and BEP performance of the three TTD scenarios will be presented

in the following sections.

In the layered space-time turbo coded CDTD signalling, a turbo encoder (and its associated iterative de-
coder) is required for every transmit diversity branch available. In PCTDD a single turbo encoder-decoder

pair is required, with the only requirement being that the number of constituent RSC encoders Z, should be
greater or equal to the transmit diversity order MT. By applying appropriate puncturing the original single

antenna rate Rc = 1/2 code is transformed into a more powerful space-time rate Rc = l/(Z + 1) code. The
way the turbo coder is configured fits naturally into the transmit diversity schemes described above.

PCTTD can be implemented as orthogonal or non-orthogonal CDTD, and is an novel extension of the work

by Barbalescu [223J. The principle of operation is to transmit the coded bits, stemming from the constituent
RSC encoders, via the spatial domain rather than via the time, code or frequency domain. The received

data stream is then iteratively decoded using turbo decoding principles. The power of PCTTD lies in the
principle that a single-antenna rate Rc = 1/2 coder is transformed into a more powerful turbo code with

rate Rc = l/(Z + 1), where Z is the number of constituent encoders as shown in Figure 6.2.
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The constituent turbo encoder of Figure 6.2 produces one uncoded output systematic stream x~j) and Z

encoded output parity streams, denoted by xij) , ... , x~). Here

(j) - {(j) (j) (j) (j) (j) } ( - 0 1 Z)
Xz - xOz,X1z,X2z"" ,xiz'·" 'X(N -1) , z- , ,... , ,

, , I , tc,Z

where i is the discretized time index, and j denotes the reference user. The parity streams are produced by
Z identical RSC encoders with constraint length Ltc. In the discussion that follows the constrained length

Ltc = 3.

The first component encoder operates directly (or through interleaver 7Td on the information sequence, bij)

of length Ntc, producing two output sequences x~j) and xij). The second component encoder operates on
a re-ordered sequence of information bits, b~j), produced by interleaver 7T2, also of length Ntc, and outputs
the sequence x~j). The systematic informa;ion bit stream of this RSC encoder is discarded. Subsequent

component encoders operate on a re-ordered sequence of information bits, b~), produced by interleaver 7TZ,

and output the sequence x~) .

The puncturing and multiplexing procedures form the heart of PCTTD. As an example, to show how a

rate Rc = 1/2 code is being transformed into a rate Rc = l/(Z + 1) code by appropriate puncturing and
multiplexing, consider a turbo encoder with Z constituent RSC encoders and a single transmit antenna

MT = 1. Assuming further for our example QPSK modulation, the information and coded sequences of user

j can be arranged in terms of the in-phase and quadrature phase components. The in-phase component of
the QPSK modulator (I branch) transmits the systematic bits, while the quadrature component (Q branch)

transmits the parity bits formed by the constituent encoders. Beginning at discrete time i = 0, the in-phase

component is modulated by

I .{(j) (j) (j) (j) (j) (j) (j) }
. xo,o, x1,o,'" , X(Z-l},O' xZ,O,x(Z+l),O"" , x(Ntc-2),O' x(Ntc-1),O '

{
(j) (j) (j) (j) (j)

XO,1,X1,2"" ,X(Z-1),Z,XZ,(z+1},X(Z+1),(Z+2)"" ,

x(j) x(j)}
(Ntc-2),(Z-1)' (Ntc-1},Z .

This puncturing and multiplexing procedure is illustrated in Figure 6.3(a), using the notation x~:{ It should
be pointed out that, due to the puncturing procedure, some of the coded sequences are not transmitted to

maintain the Rc = 1/2 coding rate.

 
 
 



Figure 6.3. Puncturing and multiplexing procedure for a rate Rc = 1/2 turbo encoder with Z constituent RSC encoders.

(a) Single transmit antenna, MT = 1 (b) MT = 3 transmit antennas.

The single transmit antenna MT = 1 example can easily be extended to MT = Z transmit antennas.
In PCTTD with (MT > 1), the systematic information sequences are repeatedly transmitted on the I
branches of all the available transmit antennas. This is done to guarantee soft failure in order to achieve
maximum space-time diversity gain. In addition, smart puncturing and multiplexing is employed to assign

the parity information sequences to the different Q branches available for transmission. This puncturing and

multiplexing procedure is shown in Figure 6.3(b) for MT = Z = 3. Note that the information and coded

sequences transmitted by the I and Q branches of the first antenna element for MT > 1, agrees with the

single antenna transmission of Figure 6.3(a).

{
(j) (j) (j) (j) }

xo,o, x1,o,'" , xz,o' X(Z+l),O""

{
(j) (j) (j) (j) (j) }

XO,2,X1,3"" ,X(Z_2),Z,X(Z_1),l'XZ,2"" .

 
 
 



It should be noted that none of the encoded information bits are lost by the puncturing and multiplexing

operations, while the effective transmission per constituent QPSK transmission rate remains one half.

Figure 6.4 depicts the iterative decoding configuration. Before the decoding is performed, the demodulated
signal streams are de-multiplexed. For the punctured symbols values are obtained from the Z - 1 received

antenna streams. For a PCTTD system with MT < Z, zero values are inserted in the punctured bit positions.

The decoder therefore regards the punctured bits as erasures.

MAP
1

•....
Q)
X

I Q) received via RAKE antenna 2Q)e.
O;E

:J
~

MAP
Z

{
(j) (j) (j) (j) }
Yo,o, Yl,O"" , Yz,o, Y(Z+l),O""

{ (") ()}
Yo~z, 0, 0, ... ,0, Yl,z"" .

The iterative decoding procedure requires Z component decoders using soft inputs and providing soft out-

puts, based on the MAP algorithm. The decoding configuration operates in serial mode, i.e. decoder 1
processes data before decoder 2 starts its operation, and so on [224]. Many different configurations exist,

especially for the case where Z 2: 3.

With reference to Figure 6.4, extrinsic information (related to a data symbol) is obtained from surrounding
symbols in the codeword sequence imposed by the code constraints only. The extrinsic information is

obtained without any information concerning the symbol itself, and is provided as soft outputs by the

 
 
 



component decoders. The soft outputs, obtained from the MAP, are internal variables of the decoder, and

is a measure of the reliability of the decoding of single bits and do not provide hard bit decisions.

In addition, intrinsic information related to a data symbol is a priori information attached to the symbol
without using any code constraints. This information is used by the component decoders as additional
information related to each code symbol. In iterative decoding, the extrinsic information provided by the

previous decoding step becomes the a priori information of the current decoding process.

In this section the performance of the proposed PCTTD scheme is considered. Since PCTTD exhibits the
closest resemblance to turbo coded CDTD, the performance of PCTTD should be compared with that of
the turbo coded CDTD signalling. Monte-Carlo simulations are conducted to verify the goodness of the

BEP bounds presented in Chapter 5.

Using the system parameters outlined in Table 6.1, the BER performance of a PCTTD CDMA has been

determined by means of simulation. Figure 6.5 compares the simulated PCTTD performance with the

theoretical performance bounds of convolutional and turbo coded CDTD derived in Chapter 5. For the
simulation performance perfect synchronization, channel estimation and CSI are assumed.

The turbo decoding configuration for Z = 3 constituent codes operates operates in serial mode, i.e., "MAP
I" processes data before "MAP 2" starts its operation, and so on.

Spreading sequence length

Operating environment

User distribution
Number of multipath signals

Number of users

Number of RAKE fingers

N = 32 x Rc

2-Path, equal strength.

uniform

Lp = 2
J( = 1,5,10,15,20,25,30

LR = 2

PCTTD Parameters
Transmit antenna elements

Code rate
Constituent encoders
Interleaver

Decoder

Mr=I,3p=0

Rc = 1/2
Z = 3
S-type, Ntc = 256

Iterated MAP, serial configuration.

Concentrating on the BER curves of the PCTTD system, slight disparities between the simulation results
and performance bounds can be identified for target BER of 10-6 or worse. As can be seen from the curves,

the simulation curves are very close the the simulation bounds, for normalized user loads less than 0.75.

For the conditions of low load (Pb < 10-6), the performance of the simulated system is dominated by the
performance of the sub-optimal (non ML) decoder and practical interleaver utilized.
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Figure 6.5. Performance comparison of the simulated BER performance of PCTTD and theoretical BEP of CDTD, as a

function of the normalized system load, with operating point of Eb/ No = 20 dB.

For the higher load conditions, the simulation results are also worse of than the bounding performance.

From the discussion presented in Section 4.2.3, this is attributed to the fact that at low value of SNR, the

PCCC bounds resulting from the use of the binomial cpdf should actually be considered as a lower bound
to the code's performance. This is a matter of concern when target BER of 10-3 and worse. However, most

practical systems operate in the BER target range of 10-8 (data) to 10-3 (voice).

This section deals with the natural extension of the parallel concatenation approach to the SCCTD sce-

nario. SCCCs have drawn interest recently as the serial analogues of turbo codes, which are PCCC. The
performance of the SCCC is dominated by terms with an input Hamming weight from the inner code equal

to the free distance of the outer code. Many authors have concluded that these terms are made up of the
concatenation of inner decoder error events with information weight 2, and it is the Hamming distance of

these error events, the "effective free distance", which should be minimized.

Later in this section performance bounds for SCTTD are derived and used to conduct a search for rate-l/2

coded QPSK employing a dual-transmit antenna (MT = 2) signalling scenario. In general, the SCTTD can
be extended to accommodate any number of transmit antennas.

In [172] design criteria for SCCC has been developed based on the performance bounds for SCCC. These

criteria were used as the basis for code searches to find the best constituent codes for SCCC. The authors
of [172] conclude that the outer code in a SCCC should be a traditional convolutional code with as large a

free distance as possible, and that the inner code should be a recursive convolutional code with as large an

 
 
 



"effective free distance" as possible. The best constituent codes for proposed for SCCC in [172], will also be

optimal for SCTDD, since similar design criteria are followed [219].

The basic dual-transmit antenna SCCTD scheme consists of an outer code cascaded with an inner code, as

depicted in in Figure 6.6. The inner code may be a TCM code. The discussion presented here is restricted
to convolutional codes. The inner and outer codes are separated by an interleaver, the purpose of which is

to permute in time the encoded symbols of the outer code. As with PCCC, the aim of the SCCC scheme
is to generate a powerful code from the concatenation of two simpler constituent codes, but which admits a

simple decoding algorithm through separately decoding the constituent codes. Again, an iterative decoding
algorithm is used which achieves near-optimum results. SCCC achieve comparable performance to PCCC,

and in some cases can offer superior performance [172, 173, 174, 175]. Also, the use of the inner TCM code
allows the higher bandwidth efficiency of TCM schemes to be taken advantage of.
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Encoder
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The encoder for a SCCC is depicted in Figure 6.6. Both encoders are convolutional codes; the outer encoder
has rate & and the inner encoder has rate ki . The information bits are encoded by the outer encoder andno ni
the resulting code bits are interleaved by the bit-wise random interleaver (]f) and become the information

bits of the inner encoder. This interleaver applies an Ntc bit random permutation to the sequence of code
bits coming from the outer encoder. There is a corresponding de-interleaver in the decoder, and both the

interleaver and de-interleaver must be synchronized. This means that, as in the case of PCCC and PCTTD,
some form of framing information header must be transmitted. The most straight-forward implementation

of a SCCC is with frames of information bits which, after encoding by the outer encoder, are equal in size
to the interleaver. As for PCCCs the SCCC can be analyzed as a block code, with a code word with Ntc &no
information bits and Ntc nk, code bits [175]. The overall SCCC code rate is ki &. It is usual, although not

1 ninO

essential, to have no = ki, resulting in an overall code rate of ~:.

As in single antenna SCCC, the interleaver is an essential feature of the SCCTD scheme, and the performance

improves with increasing Ntc. However, as the interleaver is random, the transmission of the codeword cannot
commence until the interleaver has been filled, and decoding cannot be completed until the entire codeword

is received. The PCCC encoding latency was Ntc information bits, but the SCCC encoding latency is

Ntc h information bits, due to the action of the outer code. This results in an overall latency of 2 Ntc &no no
information bits (plus propagation delay and decoding delay). This difference in latency between PCCC and

SCCC means that two schemes should be compared not with identical interleaver sizes, but with identical

latency.

In [172, 175] it is concluded that the inner constituent code of a SCCC scheme should be a RSC code and

that of the outer constituent code should be a traditional convolutional with maximum free distance. It

 
 
 



is also concluded that the effective free distance of the inner code should be maximized, and as such the

constituent codes found for PCCC can be used as the inner codes of a SCCC scheme.

The near-optimal iterative decoding structure for the PCTTD scheme can be readily adapted for the decoding

of SCTTD scheme. In the decoder structure for the SCTTD the soft outputs of the inner code bits from

the demodulator are decoded to produce soft decisions of the inner information bits. These are, after de-

interleaving, also the soft decisions of the outer code bits. These are in turn decoded to produce improved

soft decisions of the outer code bits, which, when interleaved, are improved soft decisions of the inner
information bits. This process is iterated a number of times, before finally the outer decoder produces a

hard decision of the outer information bits.

Both the inner and outer encoders are "connected" to the channel, the MT outputs of the demodulator along
with an estimate of the noise variance are used to calculate the probabilities of the code symbols for both

the inner and outer codes. The decoder output corresponding the to first antenna is input to the inner MAP
module, along with the interleaved code symbol probabilities of the outer code from the previous iteration

(because outer code symbols are inner information symbols). Only the updated inner code information
symbol probabilities are used, which is de-interleaved to become the outer code code symbol probabilities.

The outer code code symbol probabilities are interleaved and input to the inner code MAP module during
the next iteration, and, if it is the final iteration, the updated outer code information symbol probabilities

is used to make the final decision.

Consider the concatenation of two linear convolutional constituent codes Co and Ci, joined by a bit-wise

random interleaver defined by the permutation 1r. The outer code Co has rate Ro = kip and the inner

code Ci has rate Ri = pin, resulting in an overall SCCC with rate Rc = kin. The interleaver is of length

N, which is an integer multiple of p (actually, the inner and outer codes can have rates Ri = kdni and
Ro = kolno, respectively, constraining the interleaver length to Ntc = lcm(no, ki). However, this complicates

the bound expressions and is not considered here). The block size of the SCCC is N Ro bits.

There are Ntc interleavers of length Ntc, many of which will yield different performance when used in the
SCCC. Rather than exhaustively enumerating the performance for all possible interleavers, an uniform
interleaver is assumed. Any interleaver will permute an input word with Hamming weight h into an output

word which also has Hamming weight h, and there are (N~c) of such permutations.

If the trellis is terminated at both the beginning and the end of a frame then the weight enumerating function

(WEF) of the constituent codes can be determined from the equivalent block code. In the case of continuous

transmission and decoding the analysis is much more complex. It involves the use of a hyper-trellis having

as hyper-states pairs of states of the outer and inner codes. Each hyper-branch represents all the paths

taken through both the inner and outer trellises for one interleaver block. Each hyper-branch represents

all the paths taken through both the inner and outer trellises for one interleaver block. The WEF for each
hyper-branch can be determined by treating the constituent codes as equivalent block codes, starting and

finishing at these known states. The upper bound to the BEP can then be found by applying the standard

transfer function bound approach [16] to the hyper-trellis.

However, for codes with a reasonable number of states and for large interleavers this technique becomes
prohibitively complex. In [174] an approximation is introduced which is accurate when the interleaver

 
 
 



length is larger than the constituent code's memory. This approximation involves replacing the complete

transfer function of the hyper-trellis by the WEF which labels the hyper-branch joining the zero states of

the hyper-trellis. This of course is the WEF found from the equivalent block codes of the constituent codes
when they both start start and finish in the all-zero state. This means that for the case of continuous
transmission and decoding an accurate approximation to the bit error probability bound is that of the case

of a terminated trellis.

AG(1, D) = L Af,d Ii Dd,
i,d

a polynomial in the dummy variables I and D, where Af,d is the number of codewords of C with input
Hamming weight i, and output Hamming weight d. WEFs can also be expressed for all codewords with
input Hamming weight i, and for all codewords with Hamming weight d.

The WEFs of the outer and inner constituent convolutional codes, AGo (1, D) and AGi (1, D), can be found

from knowledge of their respective trellises [225]. Any specific codeword of Co with output Hamming weight

h will, through the action of the uniform interleaver, generate a codeword of Ci of input Hamming weight
h with probability 1/ (N,;c). There are a total of Afh of these codewords with input Hamming weight i in

Co, and a total of Af:d of these codewords with input Hamming weight din Ci. Thus the total number of
codewords of the SCCC with input Hamming weight i and output Hamming weight d is

Ntc AGo X AGi
Af,d = L i,h (N,;c) h,d

h=O

NRo N'c/Ri

Pb S. L L
i=l d=l

For large interleavers this expression will contain a very large number of terms, however it can be evaluated
more quickly by only including those terms which make a significant contribution to the bound, i.e., the d

summation may be truncated.

6.2.3.1 The WEF of the Equivalent Block Code. The coefficients Afh and Af:d of the equivalent blocks codes

to the constituent convolutional codes can be found by concatenating the error events of the convolutional

codes. The error events of the convolutional codes can be found by modifying the techniques of [225] to

allow remergings with the all-zero state. Let T(L, I, D, J) be the transfer function of the convolutional code

which enumerates all paths in the trellis remerging with the zero state at or before step M, with possible

remergings with the zero state for just one step before this.

 
 
 



where T1,i,d,j is the number of paths in the trellis of length I, input Hamming weight of i, an output Hamming
weight of d, and j remergings with the zero state (i.e., the concatenation of j error events). The codewords

of the equivalent block code can be determined by observing that each error path of length I and number of

remergings j gives rise to (M-/-j) codewords [174].

The weight enumerating coefficients of the equivalent block code are given by [174]

(
M -1- j)

j T1,i,d,j .

Ti,d,j = 2..= T1,i,d,j ,

I

and noting that (Mjl-j) ~ en, the coefficient Af;; of the outer code can be approximated by

ACi ~ '" (NtcIP) TCi . ,
h,d L j h,d,)

}

where dB is the free Hamming distance of the outer code.

This expression can be simplified further by using the asymptotic approximation to the binomial coefficient
for large M,

Mm~--,.m.
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For large Ntc the dominant coefficient of d will be the one for which the exponent of Ntc is maximum. Define

this maximum exponent for each d as

In [172] design criteria for SCCC are developed by examining both the overall maximum of the exponent

given in (6.19), and the value of the exponent corresponding to minimum output Hamming weight h. The
maximum exponent allows the dominant contribution to Pb to be found as Ntc -+ 00. The exponent for the

minimum weight allows the BEP to be evaluated as Eb/No -+ 00.

Outer code. From the discussions presented in [172, 175], the outer code should have as large a free

distance as possible. This will be achieved with a non-recursive convolutional code. In general, the SCCC

BEP bound is dominated by error events for which h = dH, i.e., error event from the inner decoder which
generate errors in the outer code with Hamming weight equal to the free distance of the outer code. In

addition, as Eb/No -+ 00 the performance of the SCCC will be dominated by the minimum value of d in
the bound, which is the free distance of the SCCC.

Inner code. The authors of [175] conclude that the inner code in a SCCC should be chosen to be recursive,
and to have as large a Hamming weight as possible for a weight 2 input codeword. With a recursive
convolutional inner code there are error events with h = d'li which are more likely than this. Thus the

inner convolutional code in an SCCC should be designed to minimise the contribution of error events
with h = dH. This is the same criteria used for PCCC, and the codes found in [176] can be used.

Interleaver. A random bit-wise interleaver should be used. As with PCCC, S-type random interleavers

give best performance with SCCC. The interleaver should be as large as possible. As with PCCC this

latency means that in delay sensitive applications, such as voice transmissions, a trade-off must be made

between delay and performance.

The performance of a rate 1/3 SCTTD CDMA system with MT = 2 antennas is considered. The system

parameters outlined in Table 6.2 are assumed. The general system parameters, e.g., spreading length, are
similar to the parameters given in Table 6.1.

The outer code is a 4-state rate 1/2 non-systematic convolutional code taken from [14] (Table 11.1(c)), with

generator polynomials 91 = 58 and 92 = 78. The minimum Hamming distance of this code is 5. The inner
code is a 4-state rate 2/3 RSC code taken from [176] (Table 1), with generator polynomials ho = 78, hI = 38
and h2 = 58. The minimum Hamming weight for a weight 2 input word for this code is 4.

 
 
 



I Simulation value

PCTTD Parameters
Transmit antenna elements

Code type and rate

Outer Code

Inner Code

Effective Code Rate
Interleaver

4-state, Rc = 1/2

4-state, Rc = 2/3

Rc = 1/3
Uniform, Ntc = 256

Using (3.29), (4.6), (6.17), (6.18), and the system parameters outlined in Table 6.2, the approximate BEP
performance of the SCTTD cellular CDMA system can been determined numerically. The results are shown

in Figure 6.7.
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Figure 6.7. BEP performance of SCTTD as a function ofthe normalized system load, with operating point of Eb/ No = 20

dB.

Shown on the figure are the performance of single and MT = 2 transmit diversity systems' performance.

The performance degradation of SCTDD system as opposed to the turbo coded CDTD (essentially PCTTD)
system at average to high system loads is evident. The promising effect is the excellent performance exhibited

at low system loads, implying that given a large interleaver, excellent performance may be achieved over

 
 
 



the complete user range. As interleaver size (gain), however, increases so does decoding delay, and thus a

balance must be found between acceptable performance and tolerable latency.

This section presents the SOTTD signaling scenario for spread-spectrum CDMA communication systems.

SOTTD extends layered turbo coded transmit diversity to include Z component decoders, and is roughly
based in the work by Pehkonen et at. [42, 43]. The techniques of spreading and coding at low-rate are

married with the code-division transmit diversity and iterative "turbo" processing [222]. The principle of

operation is to transmit the coded bits, stemming from the constituent encoders, via the spatial domain

rather than via the time and code domain. The received data stream is then iteratively decoded using turbo

decoding principles.

A synchronous CDMA mobile communications system is considered where the transmitter is equipped with
MT antennas at the base station and a single receiving antenna at the mobile. The signals on the matrix

channel, i.e. the MT x 1 transmission paths between transmitter and receiver, are supposed to undergo
independent frequency selective Rayleigh fading. It is assumed that the path gains are constant during one

frame and change independently from one frame to another (quasi-static fading).

The general structure of the proposed encoding and diversity transmission scheme is illustrated in Figure 6.8.

Owing to this encoding structure, the encoding procedure is frame oriented. A binary data sequence b of

length N is fed into the encoder. The hart of the encoding scheme is formed by the Z rate-1/16 constituent
encoders, consisting of the combination of a rate-1/4 recursive systematic convolutional (RSC) encoder and a

rate-4/16 WH orthogonal modulator, denoted by (RSC&WH). These encoders are concatenated in parallel
applying an interleaver. The first encoder processes the original data sequence, whereas before passing

through the Zth encoder, the data sequence is permuted by a pseudo random interleaver of N. The outputs

of the Z constituent encoders are punctured in order to provide a wide range of code rates.

The detailed structure of the combined RSC turbo and WH encoder is also shown in Figure 6.8. The

state outputs of the rate-1/4 RSC encoder is fed to the rate-4/16 WH, producing one sequence of length
(Lw H = 16) from a set of H = 24 = 16 sequences. The generator matrix for the Lw H = 16 WH in

systematic form is given as

1000011011010101

0100010110110011

0010001110001111

0001000001111111

Recall from coding theory, that the most important characteristic of a codeword is its minimum free distance.

Owing to the orthogonality characteristics of the WH codewords, the minimum distance of the encoded

sequences for both constituent encoders is equal to dW H = Lw H /2 = 8. In addition, full-rank transmit
diversity may be achieved provided that the transmit antennas are sufficiently spaced.

After encoding, the output sequences are obtained by appropriate puncturing according to puncturing

patterns p(i) = {p~,p~, ... ,p~}, where i = 1 and 2, for the first and second puncturer, respectively. With
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Wpel) and Wp(2), the weights of the first and second puncturers, respectively, the resulting overall encoder
rate (Rc) is given by:

1
Rc=------

Wpel) + Wp(2)

Therefore, for the case when none of the output sequences' bits are punctured the overall code rate of the

combined turbo and WH encoding strategy is given as Rc = 1/(16 + 16) = 1/32.

After encoding, the Z encoded streams are multiplexed to the MT available transmit antenna section,
encapsulating the user specific scrambling, spreading and chip shaping.

For description a dual transmit, MT = 2 and single receive antenna, MR = 1 system is assumed. Without

loss of generality, the number of constituent encoders Z is taken as 2, i.e. MT = Z = 2. Figure 6.9 shows

general receiver for the SOTTD system, as well as the iterative turbo decoding strategy.

Before the actual decoding takes place, for those bits that were punctured, zero values are inserted_ Therefore

the decoder regards the punctured bits as erasures. The iterative decoding of the turbo coding scheme
requires two component decoders using soft inputs and providing soft outputs. The soft output Viterbi
algorithm (SOVA) or maximum a posteriori (MAP) algorithm may be employed.
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It is assumed for the analysis, that none of the encoded sequences' bits are punctured (i.e., W Hz = WHz,
where i = 1, ... , Z).

Let WHr be the associated received and demodulated branch with the corresponding reliability values of
the channel, L~z), z = 1,2, depending on whether decoder 1 or 2 is being used. The decoder accepts a priori
values Li(b) for all the information bit sequences and soft-channel outputs L~z) . W Hr

The branch metric calculation is performed very efficiently by using soft-output inverse WH (SO-IWH)

transformation, which basically correlates the received WH sequence with the branch WH sequences ter-
minating in a specific node. Then, by discarding the branch with the lowest accumulated path metric, the

maximum likelihood branch is retained.

The soft-input soft-output delivers a posteriori soft outputs L(b) for all the information bits and extrinsic

information Le(b), which for the current bit is only determined by its surrounding bits and the code con-
straints. It is therefore independent of the intrinsic information and the soft output values of the current
bit. It is important to note that all the above mentioned sequences are vectors of length Lw H = 16.

implying that there are three independent estimates, which determine the LLR of the information bits: the

a priori values, Li(b), the soft-channel outputs of the received sequences Lc . W Hr, and the extrinsic LLR's

Le(b).

At the commencement of the iterative decoding process there usually are no a priori values Li(b), hence the
only available inputs to the first decoder are the soft-channel outputs obtained during the actual decoding

process.

 
 
 



After the first decoding process the intrinsic information on b is used as independent2 a priori information
at the second decoder. The second decoder also delivers a posteriori information, which is used to derive the

extrinsic information, which is - for its part - used in the subsequent decoding process at the first decoder in
the next iteration step. The final decision is, of course, based on the a posteriori information, output from

the second decoder. Note, that initially the LLRs are statistically independent, however, since the decoders

use indirectly the same information, the improvement through the iterative process becomes marginal, as

the LLR's become more and more correlated.

Various authors have stated that the design of a optimal interleaver helps to avoid low weights of encoded
sequences in many cases, which leads to improved bit error rate performance. In our context, the weight
of the encoded sequences (excluding the all-zeros codeword) also equals dW H = 8. This is an important

observation since it removes the requirement to design an optimal interleaver. For this reason a simple
pseudo random interleaver is utilized.

The size of the interleaver, however, and not its design (for our application), determines the performance
of the coded system. The larger the interleaver size (N), the larger the "interleaver gain" and greater the
potential to increase the temporal spread of successive bits of the original data sequence.

It is important to note that the constituent RSC&WH encoders may produce similar WH codewords. Since

these codewords are transmitter over different antennas the full-rank characteristic of the system is still

guaranteed. Under multipath fading scenarios, some of the orthogonality will be destroyed. The latter is

not a function of the specific WH codeword transmitted at the different antennas, but rather dependent on
the delay spread of the channel. Transmitting the same WH codewords over the different antennas will have

an effect on the channel estimation and initial system synchronization procedures.

The performance of the SOTTD system depends not on the distance properties of the WH code, but
actually on the distance properties of the combined RSC& WH code. In this context, the most important

single measure of the code's ability to combat interference is dmin.

Figure 6.10 depicts the modified state diagram of the RSC&WH constituent code under consideration. The
state diagram provides an effective tool for determining the transfer function, T(L, I, D), and consequently

dmin of the code. The exponent of D on a branch describes the Hamming weight of the encoder corresponding
to that branch. The exponent of I describes the Hamming weight of the corresponding input word. L denotes
the length of the specific path.

Through visual inspection the minimum distance path, of length L = 4 can be identified as: ao ~ c ~ b ~
d ~ al. This path has a minimum distance of dmin = 4 x dW H = 32 from the all-zero path, and differs
from the all-zero path in 2 bit inputs.

In this section it is attempted to shed some light on the theoretical comprehension of parallel concatenated
WH codes. In particular, an upper bound to the average performance of the parallel concatenated codes,

stemming from characteristics of the combined RSC&WH (where LWH = 32) constituent code, will be
defined and evaluated.

Given an (n, k) RSC&WH constituent code, Oz, its input redundancy weight enumerating function (IRWEF)
is given by [174):

 
 
 



where Ai,dp is the integer number of codewords generated by an input word with Hamming weight i whose

parity check bits have Hamming weight dp. Therefore, the overall Hamming weight is d = i+dp. The IRWEF
characterizes the whole encoder, as its depends on both the input information words and codewords.

The IRWEF makes implicit in each term of the normal weight enumerating function (WEF) the separate
contributions of the information and the parity-check bits to the total Hamming weight of the codewords.

When the contributions of the information and redundancy bits to the total codeword weight is split, the

IRWEF for the constituent WH code is obtained as

When employing a turbo interleaver of length kN, the IRWEF of the new constituent (nN, kN) code C;r

is given by

for all Z the constituent codes.

Using (6.24) the conditional WEF, Af;' (D) of the constituent codes can be obtained from the IRWEF as

 
 
 



From the conditional WEF, owing to the property of the uniform interleaver of length kN, the conditional
WEF of the two-constituent (Z = 2) parallel concatenated code of length ((2n - k)N, kN) is obtained as

The IRWEF of the parallel concatenated code using the the following inverse relationship can be obtained
as

To compute an upper bound to the bit error probability (BEP), the IRWEF can be used with the union
bound assuming maximum likelihood (ML) soft decoding. The BEP, including the fading statistics (assumed
to be slow fading), assumes the form

PblS < ~Q ( Jdmin(/oeS)

edminQ"oc S • JA(I, D) I
J1 I=D=e-~OcS '

where (/Oe denotes the effective signal-to-noise ratio (SNR), and S denotes the power of the received signal.

Assuming that the cellular system is employing omni-directional antennas, the total output SNR term used
in (6.27) can be determined as

(/ _(~No (K.MT-1))-1
Oe - R

e
2 E

b
+ 3N

Also, if it is assumed that the MT transmit diversity transmissions are equal powered, with constant correla-

tion between the branches, and transmitted over a Rayleigh fading channel, the components of the received
power vector S are identically distributed, with pdf given by

-0-2-r-(M-
1
T-. L-R-) (~2) MT·LR-1

exp (-~)·1 F1 (l,MT· LR, (f{~~~~n
( (1 - p)(MTLR-l)

From (6.29), 1F1(-) is the confluent hyper geometric function, 02 is the average received path strength

(assumed equal), p the correlation between transmit or receive branches, and LR is the number of RAKE
receiver fingers.
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Figure 6.11. Bit error probability as a function of the load (number of users/total spreading). with operating point of

Eb/ No = 20 dB.

where Ai,dp is obtained from the IRWEF of parallel concatenated code (compare (6.22)).

Finally, the BEP is computed using (6.31) and (6.32), when averaged over the fading statistics.

The performance of the (MT = Z = 2) super-orthogonal transmit diversity (SOTTD) CDMA system

is compared to that of an uncoded, and convolutional- and turbo coded code-division transmit diversity

(CDTD) CDMA systems. Table 6.3 presents a summary of the techniques of importance in the performance

evaluation.

Using the system parameters outlined in Table 6.4, the BEP performance of a cellular CDMA system

employing the different techniques has been determined numerically. The results are shown in Figure 6.11.

Shown on the figure are the performance of single and MT = 2,3 transmit diversity systems' performance.

From the curves it is clear that the superior performance predicted for TC CDTD may achieved with the
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Acronym Definition Conditions

Uncoded Uncoded system Nspread = N = 32

CC Convolutional S=256, Rc = 1/2

Coder Nspread = N /2
TC Turbo Coder S=4, Rc = 1/2

Nspread = N /2
SOTC Super-Orthogonal S=8, Rc = 1/32

Turbo Coder Nspread = N /32
CDTD Code- Division Uncoded, CC/TC

Transmit Diversity MT = 2,3

SOTTD Super-Orthogonal SOTC

TTD MT=2

Spreading sequence length

Operating environment

User distribution

Number of MP signals
Number of users

Number of RAKE fingers

FEC code type and rate

Turbo Interleaver Length

TD elements
TD technique

N = 32 x Rc

2-Path, equal strength

uniform

Lp = 2
K = 1,2, ... ,N
LR = 2

CC, TC (Rc = 1/2)
SOTC (Rc = 1/32)

N = 256

MT = 1,2,3
CDTD and SOTTD

SOTTD system over the complete capacity range. Also of importance is the fact that the performance
degradation of TC CDTD at low system loads (due to inherent TC error floor), is alleviated by the SOTC

system, therefore the superior performance of SOTTD. This is explained in terms of the higher minimum

free distance on offer by the rate-1/16 constituent encoders, as opposed to the use of rate-1/2 constituent

encoders in turbo coded systems.

This chapter has considered layered space-time turbo coded transmit diversity techniques for cellular CDMA.
Novel extensions of CDTD have been presented in the form of PSTTD, SCTTD and SOTTD. Analytical

performance results for these schemes were presented.

 
 
 



In addition to the three general turbo transmit diversity scenarios discussed in this chapter, many parametric

investigations can still be performed. This is necessary to form a complete picture of the performance gains
on offer by the different TTD schemes. Some ideas of these future investigations are listed below:

PCTTD. When the number of constituent encoders Z is more than 2, different decoding configurations

may be considered. In general the advantage of using more than three or more constituent codes is that
the corresponding two or more interleavers have a better chance to break sequences that were not broken

by another interleaver. The disadvantage is that, for an overall desired code rate, each code must be

punctured more, resulting in weaker constituent codes.

Obvious extensions of the serial mode of decoding are the master-slave, parallel and mixed serial-parallel

decoding configurations [176].

SCTTD. It has been shown in [172] that the performance of SCCC schemes can be improved at low SNRs
by swapping the inner and outer codes. For instance, rather than using a rate 1/2 outer code and a rate

2/3 inner code, a rate 1/3 SCTTD scheme can be constructed from a rate 2/3 outer code and a rate 1/2
inner code. This arrangement has advantages at low SNRs because the more powerful rate 1/2 code is

now decoded first.

The use of non-systematic feed-forward outer convolutional codes have been considered in the SCTTD
scheme. However, it is known that systematic feedback codes provide improved performance at low SNRs

[226]. Therefore the use of systematic codes as the outer codes of SCTTD schemes may be investigated.

SOTTD. One natural extension to the SOTTD scheme that may be considered, is the use of different
spreading sequences. In a typical mobile multiple access communication channel, the multiple access

interference experienced by any user in a CDMA system will be complex-valued due to independent

phase offsets between signals received from different users. For this reason complex spreading codes may

also be employed, in which case the MAl is complex-valued, even without phase offsets, and improved

performance can be achieved under practical conditions.

In conclusion, there are a number of important notes which must be made about the performance bounds
presented in this chapter and in Chapter 5. These bounds are upper limits on the performance of the codes

derived from the use of the union bound. As such the bounds are only valid for the case of ML decoding,
and they will diverge significantly from the true performance at low values of Eb/No. Also, in practice a

sub-optimal decoding algorithm is used which is not ML, and furthermore, the bounds are based upon the
uniform interleaver, rather than a real random interleaver. The performance of practical systems is also

strongly influenced by the available CSI. Clearly, the lack of CSI shall produce a noticeable degradation

in system performance. However, there is much heuristic evidence to suggest that, despite this apparent

inconsistency, these bounds do make good design and selection criteria for transmit diversity signalling

scenarios.

1. For sake of notation "cleanliness" in defining the different TTD scenarios, the term serial concatenated turbo transmit

diversity is adopted, although the "turbo" term normally refers to parallel concatenation.

2. Interleaving between the two decoders reduces the statistical dependencies effectively.

 
 
 



7 SPACE-TIME TRELLIS CODED TRANSMIT
DIVERSITY

In the foregoing chapters layered space-time coded transmit diversity techniques have been proposed to

benefit from antenna diversity in the downlink, while putting the diversity burden on the BSS. Recall, the

usefulness of the space-time processing hinges on the separation of the spatial and temporal signatures of
the signal of interest. In [201, 202] space-time trellis coding has been introduced proposing joint design of

coding, modulation, transmit diversity and optional receive diversity.

In line with the goals of this thesis, this chapter investigates the extension of the classical convolutional and
turbo coded transmit diversity techniques to incorporate trellis (TCM) and turbo trellis coded modulation

(TTCM). When higher modulation formats are considered for cellular CDMA, for instance changing from

BPSK/QPSK to multi-dimensional modulation (e.g. multi-dimensional Q2PSK [227,228]), the use of TCM
and TTCM techniques will be indispensable.

TCM has evolved over the past two decades as a combined coding and modulation technique for digital
transmission over band-limited channels. The main advantage of TCM over classical coding schemes is

the fact that trellis coding, and the resulting data-transmission strategy, does not expand the transmission
bandwidth. It is both a power- and a bandwidth-efficient modulation scheme. TCM schemes use redundant

non-binary modulation in combination with a finite-state encoder that determines the corresponding signal
shape to be transmitted over the channel. At the receiver, the corrupted signals are decoded by a soft-

decision ML Viterbi or MAP decoder. According to Ungerboeck [24, 189, 190] simple four-state TCM

schemes can improve the robustness of digital transmission against additive noise by 3 dB, compared to

conventional uncoded modulation. With more complex TCM schemes the coding gain can reach 6 dB or
more.

As has been discussed in Chapter 4, the use of the Ungerboeck codes do yield a performance advantage

over standard convolutional codes when combined in a RAKE-receiver CDMA system [44]. It is important
to note that for single-user receivers, such as the MF or RAKE used in a multiuser environment, coding

gain comes at the cost of increased MAl level. A limitation to the use of low rate coding comes when the
spreading is reduced to such a level that the MAl does not appear no longer Gaussian. When transmit
diversity signalling is considered, codes optimized for the AWGN channel may again be considered. By

 
 
 



using more powerful codes than those used by Boudreau et at. [44], the issue of trellis coded spreading

can be more adequately addressed. Specifically, when space-time turbo coded modulation is considered, the
potential coding gain can be substantial.

The focus is placed on the design and evaluation of diagonally layered space-time coded modulation (STCM)

schemes for cellular CDMA. The space-time encoder selects the constellation symbols to transmit such that
both diversity and coding gain are maximized. Towards this goal, three STCM schemes, namely orthogonal
transmit diversity (OTD) [229, 230, 231], delay transmit diversity (DTD) [232], and the Alamouti code

transmit diversity (ACTD) are considered for CDMA [151J. Both OTD and ACTD have been adopted by
3G CDMA systems in the U.S. and Europe, respectively.

Here, the performance of these diversity schemes is analyzed from a coding perspective in terms of prod-

uct distance comparisons. Also, a heuristic approach based on classical multiple trellis-coded modulation
(MTCM) techniques is adopted for the design of STCM codes.

Figure 7.1 illustrates the components of a CDMA space-time trellis coded modulation system. The outer
channel encoder receives a sequence of input symbols b, and outputs a sequence of symbols

from the alphabet {O, 1, ... , M}, where M is the number of symbols available for transmission. The encoded

symbols are then interleaved, using a block symbol-by-symbol interleaver. The function of the interleaver / de-
interleaver is to distribute channel errors randomly throughout the decoder input sequence y, thereby

enabling the use of coding, optimal for AWGN, to function well under adverse MAl and multi-path fading.
As shown in Figure 7.1, the interleaver outputs the symbol sequence, x.

The sequence of channel encoder output symbols has a very carefully controlled structure that enables the

detection and correction of transmission errors. The inner space-time code encoder should be designed in
such a way that its combined spatial and temporal properties will guarantee maximum transmit diversity,
while maintaining the option to include receive diversity. The (outer or first stage) channel coding may be

either convolutional or turbo coding, or their trellis coded modulation variants.

After encoding, the output is split into Mr streams and each of the streams are independently spread by
the same spreading sequence. The RF modulation and demodulation operations have been omitted. The

code/time division transmit diversity system generates a signalling waveform based on the combinations of
data modulation, spreading modulation, trellis coding and space-time encoded transmit diversity schemes.

Since the signal at the receive antenna is a linear superposition of the K x Mr transmitted orthogonal signals,

the receiver first performs chip waveform matching with reference to the Mr streams associated with the
desired user. This despreading operation is the key function of any spread-spectrum system, and can be

accomplished only if accurate synchronization information is available. Here, perfect spreading waveform

synchronization, carrier recovery, symbol and frame synchronization are assumed. Channel estimation is

performed on each resolved path, and used in the pilot symbol assisted (PSA) RAKE combiner to resolve

each of the transmitted streams from the multiple transmit antennas.

After down-convertion, de-spreading and RAKE combining, the symbol spaced receive samples are first
decoded by the space-time decoder. Soft values are generated by the space-time decoder using a MAP or
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the SOYA, and sent to the channel decoder for the outer decoding stage. To assist the channel decoder,

additional reliability information can be obtained by measuring the CSI. The output of the CSI is denoted

z = Zl, Z2, Z3, ... where Zj is a scaled real value.

The space-time diversity channel may be completely characterized by the probability that the channel output

is y, given that the channel input is x and z is the CSI. That is, the channel is completely characterized by

00

p(y I x,z) = IIp(Yi I Xi,Zi) ,
i=l

where P(Yi I Xi, Zi) is the probability that, given the input Xi and the CSI Zi, the demodulator output is Yi
for channel i.

The probabilities P(Yi I Xi, Zi) are found by analysis of the data modulation/ demodulation, and the waveform
channel, including transmit diversity. When the demodulator output is continuous, the probabilities of (7.2)

are replaced by continuous probability density functions. Characterization of the channel using (7.2) enables

decoupling of the analysis of the waveform channel from the FEC analysis.

The principle goal of the remainder of this chapter is to consider in detail the construction and performance

evaluation of layered STCM codes for CDMA communication systems operating on frequency selective

multiple access channels. This will be accomplished using the space-time coded system model described
in this section. In the analysis perfect synchronization is assumed and it is further assumed that the

MAl is Gaussian distributed (making use of the Gaussian assumption). In addition, perfect power control
is assumed, implying that the base station adjusts the transmitted power such that the mobile terminal

observes a prescribed SINR. Also, the analysis is restricted to QPSK (M = 4) modulation.

 
 
 



In this section, the three block coded transmit diversity schemes, viz. OTD, DTD, and ACTD are proposed
for the first stage encoding in the STCM system. In [150], the latter schemes were proposed for TDMA

based space-time coded systems.

7.2.1.1 Orthogonal Transmit Diversity (OTD). The channel coded bit sequence b(i) = ±1 is first mapped

to QPSK symbol sequences d(i), according to

d(i) = { b(2i - 1) + j b(2i + 1)
b(2i - 2) + j b(2i)

,i = 1,3,5, .
,i = 2,4,6, .

. [ d(2i - 1) d(2i) ] .
D(z)= d(2i-2) -d(2i) ,z=I,2, ...

where the first column of D(i) is the temporal dimension and the second column is the spatial dimension.

The received samples corresponding to D(i) is given by

[
r(2i - 1) ] = [ d(2i - 1) d(2i) ]. [ Cl ] + [ 7](2i - 1) ]
r(2i) b(2i - 2) -d(2i) C2 7](2i) ,

where Cl and C2 are the independent diversity components and 7](2i - 1) and 7](2i) are AWGN samples.

Since the symbols are orthogonal across the antennas, the MAP decoder of an OTD code matrix simply

calculates the statistics

C~ (r(2i - 1) + r(2i))

2 1Cl 12 d(2i - 1) + C~ (7](2i - 1) + 7](2i))

c; (r(2i - 1) - r(2i))

21 C2 12 d(2i) + C2 (7](2i - 1) - 7](2i))

corresponding to d(2i - 1) and d(2i), from r(2i - 1) and r(2i), respectively, and determines to which
quadrant in the QPSK constellation the symbols most likely belong. The likelihood (or confidence level) of

this determination is the soft output passed on to the channel decoder.

Essentially, OTD sends half of the coded bits from one antenna and the other half of the coded bits from
the other antenna. The diversity is achieved at the channel coding level since half of the coded bits fade
independently from the other half. The space-time mapping does not provide any diversity advantage.

The OTD scheme is not restricted to two antennas. In general, any Mr x Mr unitary transformation can

map Mr symbols into an Mr x Mr orthogonal code matrix.

 
 
 



7.2.1.2 Delay Transmit Diversity (DTD). In delay transmit diversity (DTD) the BSS transmit a delayed

version of the original signal [232]. It was shown in [229] that DTD has a limited link performance gain over

non-transmit diversity due to its adverse effect of degrading orthogonality and increasing the interference

level at the mobile receiver.

In the DTD scheme, the first antenna sends the original QPSK sequence in (7.3) while the second antenna

sends the sequence with one symbol delay. This artificially creates a dispersive channel with two equal-
strength symbol-spaced channel components. As in OTD, DTD can be extended to any number of antennas

with different transmit diversity delays.

7.2.1.3 Alamouti Code Transmit Diversity (ACTD). The paper by Alamouti [151], revealed a very simple

yet effective block code of length 2 for a two antenna system. It maps two symbols into a 2 x 2 code matrix

according to

D(i) = [ d(2i - 1)
-d*(2i)

d(2i) ] , i = 1,2, ....
d*(2i-l)

C~ (r(2i - 1) + C2 r* (2i))

(I Cl 12 + I C2 12) d(2i - 1) + C~ T)(2i - 1) + C2 T)*(2i) ,

c; (r(2i-l)-Clr*(2i))

(I Cl 12 + 1 C2 12) d(2i) + C; T)(2i - 1) - Cl T)*(2i) .

In an attempt to simplify the analysis, it is assumed that the channels in consideration are stationary and
flat. These assumptions correspond to the condition where transmit diversity is most effective, i.e., the

condition in which the terminal is moving very slowly in a single path fading environment. An indoor
environment is well approximated by this model. Furthermore, it is assumed that the conditions of fading
are independent (uncorrelated) across antennas.

Under conditions of the foregoing channel assumptions and assuming that the propagation delays are the
same for all antennas, the received symbol-spaced samples of a transmitted "code matrix" D are defined as

where dz(n), denoting the symbol transmitted by the lth antenna at time n, can be expressed in a matrix
form as

 
 
 



MT

r(l) L d1(1) Cl + 1](1) ,
1=1

MT

r(2) L d1 (2) Cl + 1](2) ,
1=1

MT

L dl(n) Cl + 1](n) ,
l=l

where Cl denotes the i.i.d. zero-mean complex Gaussian channel component of the lth antenna, 1](n) denotes
the i.i.d. AWGN at the nth symbol time, and d1(n) is the symbol transmitted by the lth antenna at the nth

symbol time.

The pairwise error probability, Pd(D --+ :0) of decoding a code matrix :0, into D was derived in [149]. It was

shown that the distance between the two code matrices is determined by the eigenvalues of (:0 - D)H (:0 - D)
and that in order to achieve full diversity, the difference between any pair of code matrices must have full

rank. Approximations given in [201, 202] lead to the definition of the product distance Ep [233], between

two code matrices :0, and D as

With (7.11), the distance properties of the three coded diversity schemes under investigation are compared.

Since the channels are stationary, the interleaver is not taken into account in the inner code analysis presented

here.

Making extensive use of the analysis carried out by Guey [150], the coded diversity schemes performance is
considered. The product distances for OTD, DTD, ACTD, considering the difference between two distinct

information sequences X and Y differing in P symbol intervals, are given by

(
P12 ) (P12 )

4 .~ I J(2i - 1) 1
2

. ~ I J(2i) 1
2

,

( P ) 2 IP 1 1

2

~ I J(i) 1
2

- ~ J(i)J*(i + 1)

(~ 18(i)I')'

I
P-1 12

EpACTD (X, Y) - EPDTD (X, Y) = ~ J(i)J*(i + 1) ::: 0 ,

 
 
 



(
pn ~2)2

EpACTD (X, Y) - EpOTD (X, Y) = ~ I c5(2i - 1) 1
2

- ~ I c5(2i) 1
2

~ 2 .

Therefore, for any pair of distinct information sequences, the product distance between their corresponding

code matrices for the Alamouti scheme is always greater than or equal to the product distance between the

code matrices associated with the other two schemes.

The use of classical convolutional and turbo codes as the outer channel code in the STCM system is straight-

forward, and can readily be implemented as shown in Figure 7.1.

It is informative to note from (7.15) and (7.16) that on average for the inner codes, the ratios

EpACTD (X, Y) - EpOTD (X, Y)
EpACTD (X, Y)

EpACTD (X, Y) - EpDTD (X, Y)
EpACTD (X, Y)

decrease as P is increased. This observation indicates that the difference III performance between the

Alamouti scheme and the other two schemes will be reduced by using more powerful outer channel codes

having larger minimum Euclidean distances. With this objective in mind, the use of TCM and turbo TCM
(TTCM) codes are proposed as outer channel codes in STCM transmit diversity.

The appropriate criterion for designing good TCM schemes for the AWGN channel is to maximize the

minimum Euclidean Distance (ED) between any two distinct information sequences of the coded sequences.

Several papers [234, 235] have shown that the error rate performance of TCM schemes over fading channels
can be strongly influenced by the effective or shortest error event path, Lmin and the minimum product
distance, )..L along that error event path. These parameters playa more important role than the minimum

ED. For this reason MTCM codes have been designed in order to achieve superior performance on the fading

channel, compared to that achievable by conventional TCM of the same throughput and decoder complexity.

A heuristic approach is adopted for the design of the outer TCM codes employing classical (MTCM) tech-

niques. The advantage of the latter approach is that it provides a unified design procedure for these type

of STCM systems, including the design of multi-level, multi-dimensional and asymmetric coded modulation

schemes. In [203], Tarokh et at. proposed two design criteria, namely the rank and determinant criteria,
for the design of STCM TDMA systems. Here, the two design criteria will be modified to be more closely

related to the MTCM code construction process. Using this insight, the layered squared Euclidean distance

(LSED) and layered squared Euclidean distance product (LSEDP) of the STCM system [236] are defined.

In its most general form, MTCM is implemented by an encoder with b binary input bits and s binary
output bits that are mapped into K,X QPSK symbols in each transmission interval. Figure 7.2 illustrates
the proposed space-time MTCM encoder.

 
 
 



The parameter Kois referred to as the multiplicity of the code, since it represents the number of QPSK symbols

allocated to each branch in the trellis diagram (Ko= 1 corresponds to conventional TCM). To produce such
a result, the s binary encoder output bits are partitioned into Kogroups containing ml, m2, ... , mk symbols.
Each of these groups, through a suitable mapping function, results in a QPSK output symbol.

Recall that with conventional trellis coding (i.e., one symbol per trellis branch), the length Lmin of the

shortest error event path is equal to the number of trellis branches along that path. A trellis diagram with
parallel paths is constrained to have the shortest error event path of one branch, Lmin = 1. This implies

that the asymptotic region of the graph of average BEP will vary inverse linearly with Es/No or Es/No,
since Es = Es [21J. Therefore, from an error probability viewpoint it is undesirable to design conventional

TCM codes to have parallel paths in their trellis diagrams.
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When the MTCM approach is employed for space-time code designs, the option of designing a trellis diagram

with parallel paths may again be considered, since it offers more flexibility in selecting higher effective code
lengths (or error event paths). The reason behind this lies in the fact that even if parallel paths exist in the

trellis, it is now possible to have more than one coded symbol with non-zero ED associated with an error

event path branch of length, Lmin = 1.

In the design of the space-time codes a procedure similar to that presented in [21], known as the Ungerboeck:
From Root-to-Leaf approach, has been followed. The set partitioning method, makes use of Ko-foldCartesian
products of the sets found in Ungerboeck's original set-partitioning method for conventional trellis codes
[24]. The set-partitioning procedure is started with a Ko-foldCartesian product of the complete QPSK signal

set.

The latter multiplicity factor is the most important parameter in the space-time coding design procedure.
In general, the design criteria do not include any direct considerations on the choice of multiplicity factor,

Ko,as a function of the channel parameters. In [237], it has been shown how the general design criteria for

MTCM codes for fading channels, can be augmented by including an analysis of the lengths of burst errors.

For the space-time transmission system under consideration the choice of Kois naturally determined by the

number of available transmit antennas, nT·

7.3.1.1 Ungerboeck Set Partitioning. Considering the code design for MT = 2, the first step is to partition
Ao 0 Ao into Me signal sets defined by the ordered Cartesian product {Ao 0 Bd ,i = 0, 1, ... , Me - 1.

The second element {jz} of Bi is defined by nj + i mod Me. In terms of the space-time mapping it is

 
 
 



appropriate to define a new design parameter, that will be called the LSED. Specifically, since the LSED

between any pair of r;, = 2-tuples is the sum of the distances between corresponding symbols in the 2-tuples,

the set partitioning guarantees that the intra-distance (i.e., distance between pairs within a specific set or
partition) of all of the partitions Ao (9 Bi is identical. In addition, as a result of the possible existence of

parallel paths in the decoding trellis, the minimum product of LSEDs must be maximized. This parameter

is referred to as the LSEDP, is given by IT d;j.

Therefore, for the generating set Ao (9Bo, the minimum LSEDP over all pairs of 2-tuples must be maximized.

This is done by choosing the odd integer multiplier, n such that it produces the desired maximin solution.

A computer search for possible values of n, revealed the solution to be n = 1. The sets, Ao (9 Bi, i =
0, ... , Me - 1 for MT = r;, = 2, are illustrated below for QPSK.

Ao (9 Bo [ 0 0 1
~ ]2 2 3

Ao (9 Bl [ 0 1 1
~ ]2 3 3

Ao (9 B2 [~
2 1

~ ]0 3

Ao (9 B3 [~
3 1

~ ]1 3

Note that each set has a minimum intra-distance of 4Eb. The inter-distances (i.e., minimum distances

between pairs of 2-tuples from different sets), for these sets are summarized in Table 7.1.

Following tradition, the subsequent steps in the set-partitioning procedure are to partition each of the M sets
Ao(9Bi, into two sets Co (9DiO and Co (9Dil , with the first containing the even elements (j = 0,2, ... , Me-2)
and the other containing the odd elements (j = 1,3, ... , Me - 1).

The sets, Co (9 Dij, using the procedure described in the foregoing are illustrated below.

Co (9 Doo Co (9 D20 = [~ ~]
Co (9 DOl Co (9 D2l = [~ ~]
Co (9 DlO Co (9 D30 = [~~]
Co (9 Dll Co (9 D31 = [~ ~]

 
 
 



7.3.1.2 Outer Coder Implementation. The encoder and decoder configuration can be easily derived from

the trellis diagram. The output channel signals are directly expressed in terms of a sliding block of input
bits, with the intermediate step of output coded bits being irrelevant for analytically described trellis codes.

The realization of a rate-2/4 space-time trellis code of multiplicity NIT = K, = 2 is considered. Thus,
two QPSK symbols are transmitted over the channel for every 2 bits accepted by the encoder. The in-

put/output/state connection diagram for this coding system is shown in Figure 7.3 ((a) 2-state, (b) 4-
state). It defines the sliding block of source variables (b1, b2, b11

), b~1), b12), b~2)). Note that the output bits

(b1z), b~z)), z = 1,2 are mapped into the QPSK symbols output from the antenna elements.

b2
b (1) b2

b (1)

b1 0 b4(1) b1
b4(1)

3 3

b (2) b (2)

0 b4(2) b4(2)
3 3

(a) (b)

The code structure for the half-connected rate-2/4 space-time outer code is presented in Figure 7.4, for a

cardinality of 2. The number of branches associated with each state (i.e., emanating from or terminating in

a node) equals 22 = 4.

[Co ® 011 ] [Co ® °01]

(a)

4 branches

[CO® 000] [CO®010]

[CO® 011 ] [CO® °01]

[CO®01O] [Co® 000]

[CO® 011 ] [CO® °01]

(b)

 
 
 



From the discussion in the previous section, it seems to be quite natural to combine bandwidth efficient

MTCM with the ideas and concepts of space-time turbo codes. In [238, 239], Robertson has presented a

straight forward approach of combining the two ideas of TCM and turbo codes into turbo TCM (TTCM

for short). Here, the concepts of the latter are extended to turbo MTCM (T-MTCM) coded outer codes for

the STCM transmit diversity scenario.

7.3.2.1 Turbo MTCM Encoder. Figure 7.5 shows the modified turbo MTCM (T-MTCM) encoder structure.

The main difference between this encoder and the binary space-time turbo coding scheme is that the T-

MTCM encoder operates on (multiple) symbols instead of bits.

The input of the encoder is now a block of Ntc information symbols with each symbol consisting of b
information bits at a time. The information symbol sequence is directly processed by a rate-bj s MTCM

encoder, and then by a second one after intermediate symbol-wise interleaving.

MTCM Encoder
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Symbol Selector
and

Puncturer

Symbol
Interleaver

..---1\ To Inner
L..--.V Space-Time

Code Encoder

MTCM Encoder
and
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Symbol Selector M T
and
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The MTCM encoders, forming the constituent turbo encoders, are designed as discussed in Section 7.3.

Each encoder is immediately followed by a QPSK symbol mapper, that maps the code words onto the
two-dimensional symbol plane. These output symbols of the two encoders are then alternately punctured

to form the symbol streams to be transmitted at the different antennas.

From the figure it is noted that puncturing of the second encoder output takes place after previous de-
interleaving, in order to restore the original order of the systematic part of the code symbols. This procedure

ensures that each information symbol is only contained in one of the transmitted symbols, and the parity bit

is alternately chosen from the first and second encoder. Thus, the complete code can be seen as systematic.

Interleaver (De-Interleaver) Structure. Interleaving should be performed similarly to the binary turbo

coding scheme, with one exception: for T-MTCM, the input sequence is interleaved symbol-wise instead

of bit-wise. All other characteristics remain the same, in particular the sub-interleaving according to the

puncturing pattern of the two constituent encoder outputs as discussed earlier. The latter ensures, that
the parity bits are uniformly distributed for each interleaver j de-interleaver combination.

QPSK Mapper. The mapper acts in exactly the same way as in conventional TCM schemes and assigns

the non-binary code symbols to the set-partitioned phasors.

 
 
 



Puncturing. Normally puncturing is performed such that every second output symbol of the two con-

stituent encoders is punctured alternately. In general any other code rates are achievable by applying

different puncturing patterns to the encoder outputs.

7.3.2.2 Turbo MTCM Decoder. The iterative T-MTCM decoder is similar to the binary turbo decoder,

except that there is a difference in the nature of the information passed from one decoder to another, and in
the treatment of the first decoding step. This is due to the fact that - in contrast to the binary case - the

systematic information is transmitted together with the parity information in the same modulation symbol.

Therefore, the systematic component cannot be separated from the extrinsic one. And again, the decoder

now processes symbols instead of bits.

In the binary turbo coding scheme, the constituent decoders' output is split into three additive parts for each

information bit: the intrinsic or systematic component that corresponds to the received systematic value for
the bit concerned, the a priori component that is the information given by the other decoder for the bit, and
the extrinsic component that is derived by the decoder itself, depending on all the other inputs. Only the
extrinsic component may be passed to the next decoder, that uses it as the a priori component, in order to

avoid multiple use of the same information in different decoding steps. One of the great advantages of the

use of RSC codes is that the systematic part needs only be transmitted once, since it is identical for both
encoder Idecoder combinations. If BPSK is used, the systematic and the parity information are transmitted
separately and therefore are separable. If QPSK is used to achieve a high spectral efficiency, where one
symbol contains both the systematic bits and the parity information, this separation is impossible because

the MAl and noise that affect the parity component also affect the systematic one. Therefore, the T-MTCM
component decoders' output can only be split into two different components: firstly the a priori component

and secondly the combination of the systematic and extrinsic components. The second component is now

passed to the next decoding stage, and care has to be taken not to use the systematic information more

than once in each decoder.

Thus far the BEP performance discussion has focused on the performance gain as measured by the improve-

ment in minimum free Euclidean distance of the inner trellis code. Using superstate diagrams and upper
bounds on the BEP performance computed from the transfer functions of these diagrams, the outer coder

performance gains are evaluated.

Analogous to the analytical techniques discussed in Chapter 4, an upper bound on the BEP performance of

MTCM is given by [21, 234, 235, 240]

J
JI T(I,D) II=l,D=Z ,

Z = exp (_ ~ Es) = exp (_ ~ bEb) ,
4 No 4/'LNo

with Es the energy per trellis code symbol, and T(I, D) the transfer function of the superstate diagram

associated with the multiple trellis code.

 
 
 



The performance of the 2-state rate-2/4 TCM inner code with trellis diagram as in Figure 7.4(a) is considered.

The corresponding state diagram is illustrated 7.6(a), and the equivalent superstate diagram for computing

T(I, D) is shown in Figure 7.6(b). The branch labels are

4ab
2c +

1- 2a
(2[ + 2[2 + [3) D8 _ [2 + [3) D12

1 - (I + £2) D4

 
 
 



Substituting (7.21) into (7.19) and performing the differentiation required in (7.19) yields the desired upper

bound on the BEP

Making use of (7.23), (3.29), (4.6), the approximated BEP performance of a cellular CDMA system employing

space-time trellis coded transmit diversity can be determined numerically.

Figure 7.7 depicts the performance as a function of system load, V for the STCM transmit diversity system
operating under 2-path Rayleigh fast-fading conditions. The operating point has been taken as Eb/NO = 20

dB. For the rate-1/2 STCM system the outer (2-state) TCM code, and inner Alamouti code have been
assumed, with a symbol interleaver size of 200 QPSK symbols.

The uncoded and coded performance curves without transmit diversity are also shown for comparison. As
can be seen, the STCM transmit diversity system shows very promising results.

To investigate the impact of correlation, Figure 7.8 depicts the performance of the STCM transmit diversity

CDMA system with Rc = 1/2, MT = 1,3, and constant fading correlation coefficients, p = 0.0, 0.5. The

performance degradation due to correlation is not that significant if p is restricted to 0.5. This observation
is consistent with the results achieved with the O-CDTD schemes presented in Chapter 5.

If left unattended the correlated fading will degrade the performance of the STCM receiver. Under these

conditions, a space-time adaptive scheme modifying the branch metric of the STCM Viterbi decoder should

be considered. Further analysis can be carried out with respect to errors in the estimation process of the

channel parameters. If the estimated channel is badly correlated the accurate estimation of the channel
parameters is crucial to the STCM transmit diversity system performance.
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The concatenation of space-time coding with channel coding has been proposed for coded transmit diversity.
Under the assumption that the channels are stationary and fiat, analysis were carried out based on the
pairwise comparison of the product distance between the overall concatenated code matrices. It was shown

that the inner ACTD has better distance property than the DTD and OTD schemes. Although ACTD
is superior to the other two schemes, it is limited to two-antenna systems only. OTD and DTD on the

other hand, can be extended easily to systems with more than two antennas. The use of trellis and turbo

trellis codes were discussed as possible candidates for the outer channel coder in the STCM strategies. The
analytical results presented here have shown that when the use of higher modulation formats are considered

for CDMA, STCM transmit diversity may prove indispensable in increasing cellular CDMA downlink system

capacity.

 
 
 



8 CODED SPACE-TIME RECEIVE DIVERSITY AND
BEAMFORMING

In the previous three chapters the performance of space-time coded multiple transmit antenna diversity sys-

tems have been evaluated for improving the downlink capacity. In this chapter coded space-time processing

for the uplink, namely receive diversity and beamforming, are discussed.

Recall, any mapping of information carrying symbol (or bit) sequences into a spatial-temporal code matrix

is referred to as a space-time code. Following this convention, it should be clear that the coding techniques

to be used with multiple receive antenna cannot be regarded as "true" space-time coding. For this reason
these are referred to as coded space-time processing since the type of space-time receiver will influence the

choice of FEC coder.

This chapter uses the system model and analysis presented in Chapter 3 in conjunction with the space-
time channel model presented in Chapter 2 and the coding bounds derived in Chapter 4 to evaluate the

performance of the space-time CDMA systems. Specifically, the performance of a convolutional and turbo
coded CDMA system in a receive diversity environment, and a beamforming environment is considered.

Making use of (3.23), (3.28), (3.29) and (4.6) the BEP performance of a CDMA system using coded space-
time receive diversity are considered here, The assumed system parameters as outlined in Table 8.1.

Figure 8.1 depicts the BEP performance of MRC receive diversity CDMA under 2-path Rayleigh fast fading

conditions, with rate Rc = 1/2 convolutional and turbo (Ntc = 256,2048) coding. The number of users are

taken as K = 5 with MT = 1,2 and 3 receive antenna elements.

Figures 8.2 and 8.3 depict the performance as a function of system load, V for coded CDMA employing

MRC receive diversity. The operating point has been taken as Eb/No = 20 dB.

By introducing multiple receive antennas, the diversity order is increased, resulting in a improvement in the
composite fading signal. Thus, the probability of coding gain is increased. From the graphs it clear that

turbo coded transmit diversity increases the performance substantially.
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Figure 8.1. Analytical BEP performance of coded MRC receive diversity, with Rc = 1/2, K = 5, and MR = 1,2,3, on

a fast fading 2-path channel.

With reference to Figure 8.3, it is clear that the correlation between the MR diversity elements influences the

achievable BEP performance. Thus, when designing the diversity system, the assumption that the signals

received at each element are uncorrelated cannot be used in BEP computations. Specifically, the presence
of correlation between the fading envelopes of signals received at the various diversity branches will increase

the BEP.
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The ME element beamformer is assumed to form an antenna pattern that is matched to the pdf of the
DOA of the reference user's signal, which can be accomplished by means of spatial filtering techniques. This

beamforming approach yields an antenna system that maximizes the received SNR of the reference user's
signal. Also, the beamformer used in this analysis does not implement null-steering to minimize interference

from specific high power interferers. Such algorithms to determine the set of weights, w(k), are treated in

[126].

The BEP performance of a CDMA system using coded beamforming is evaluated. Figure 8.4 depicts the

BEP performance of CDMA beamforming system under 2-path Rayleigh fast fading conditions, with rate

Rc = 1/2 convolutional and turbo (Ntc = 256,2048) coding. As before, the number of users is taken as
K = 5 with ME = 1,2 and 3 beamforming antenna array elements. The influence of the beamforming
antenna array size on the capacity of a cellular CDMA system is clearly seen on this graph.
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Figure 8.4. Analytical BEP performance of coded MRC receive beamforming. with Rc = 1/2. K = 5. and ME = 1,2,3.

on a fast fading Rayleigh 2-path channel.

Figures 8.5 and 8.6 depict the beamforming system's performance as a function of system load, V, at a

operating point of Eb/No = 20 dB. As would be expected, the BEP performance of the system is better

when the size of the beamformer is increased. This is due to the fact that larger beamforming arrays can

synthesize narrower beams and thereby reduce the MAl seen by the reference user. As the BEP probability

is reduced by increasing the number of elements in the beamformer, the capacity of the cellular system is

also increased.

Comparing the BEP performance of the beamforming (Figures 8.5 and 8.5) system with that of the receive
diversity system (Figures 8.2 and 8.2), it can be seen that the beamformer BEP results are significantly

better. As would be expected, the absolute BEP performance is worse as a result of the fading that is
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more severe, however, the general trends of correlation negatively influencing diversity performance and

beamforming yielding better results than diversity, are continued.

In this chapter, the BEP performance of coded space-time receive diversity and beamforming processors has

been addressed and numerical results were presented. Based on the results presented in this chapter, the
following general conclusions can be made

It is well known that diversity systems provide no performance gain in AWGN environments. Furthermore,
when the levels of MAl in a CDMA system is high, it dominates the BEP performance and the channel starts

to approximate a Gaussian channel (viz. the standard Gaussian assumption). Therefore, the effectiveness
of the diversity system reduces. On the other hand, the beamforming system (or even a system with
sectorization) will always reduce the levels of interference by "removing" a number of users from the system

resulting in better BEP performance. The contrary is also true. When the number of users are low,

and the channel is severely fading (as in the NLOS case), the beamforming system cannot improve the
receive signal as it does not add any new information to the received signal, but merely limits the MAL

Thus, beamforming systems do not achieve high performance gains. In severe fading, on the other hand, a

diversity system combining several severely fading signals will lead to much improved system performance,

especially when the fading effects dominates the MAl effects.

 
 
 



9 SUMMARY AND CONCLUSIONS

In this final chapter, a summary of the most important results and conclusions of this thesis is given. The

goals of the thesis as outlined in the introductory chapter are revisited and it is stated whether the goals

have been reached. In addition future areas of research yet to be explored are also highlighted.

The main focus of the research has been on coded space-time processing techniques, which were presented

in the context of designing mobile communication systems where the two core areas of spatial processing

and error coding have to be integrated in an optimum way. The main goals of the thesis are given below
and it is shown whether these have been met.

• To establish a general spatial/temporal channel model for use in the evaluation of coded space-time
processing concepts applied to CDMA networks.

A spatial/temporal channel model for the evaluation of cellular systems incorporating smart antenna

techniques has been developed (see Chapter 2). Amongst the many parameters incorporated in this
model, the ability to model the influence of local scatters on the fading envelope correlation has been

shown to be of utmost importance in the performance evaluation of space-time coded systems.

• To analyze the performance of un coded cellular CDMA systems incorporating space-time techniques using
analytical methods under a number of realistic application scenarios.

BEP performance has been determined in integral form, where the integral is easily evaluated using

numeric integration techniques, based on the above mentioned channel model.

• To design, implement and evaluate coding strategies for incorporation into the space-time CDMA systems.
This objective has been broken down into

 
 
 



* Layered space-time convolutional and turbo coded transmit diversity systems have been consid-

ered. The techniques included CDTD and TDTD.

* Novel extensions to layered space-time configurations, viz. PSTTD, SCTTD and SOTTD, have
been proposed.

* The application of trellis codes and turbo trellis codes have been considered in Chapter 7.

Coded space-time systems when considering multiple receive antennas for the uplink.

* Classical convolutional and turbo coded space-time receive diversity and beamforming have been

considered .

• Underpinned by a comprehensive chapter on the derivation of FEC coding upper bounds, the BEP

performances of all the above mentioned space-time coding techniques have been carried out.

In order to establish a frame of reference for the evaluation of the contribution of this work, a brief overview
of some emerging wireless technology application has been given in Section 1.1. In this overview, it has been

shown that many new wireless access solutions, such as UMTS, will incorporate space-time techniques as
one method of increasing overall system capacity. A literature survey of forward error correcting codes and

space-time processing techniques has been presented as basis for the work covered in this thesis.

In Chapters 2 to 3, extensive background information on channel impairments and space-time channel and

system models have been presented. It has been shown that path loss, fading, scattering environment and

user distribution are some of the key aspects limiting the performance of space-time processing systems and
is crucial in determining mitigation techniques. Together, these chapters provided the necessary background

information required to understand the specifics of the two main space-time techniques covered, namely

adaptive beamforming, and transmit/receive diversity. The BEP performance of these space-time processors

has been derived analytically and numerical results were presented. Based on the analytic results, the effects
of the number of antenna elements and correlation between branches on BEP performance of the space-time

processing techniques have been addressed. The BEP sensitivity of all the space-time techniques to fading
correlation (or lack of it for the beamforming case) were illustrated.

Chapter 4 presented a detailed discussion of the channel coding techniques, including classical convolutional

and turbo, and trellis codes for cellular CDMA systems. The BEP performance of these codes has been

addressed by the derivation of analytical average upper bounds based on the union bound and code weight

distributions. Numerical results were presented.

In Chapter 5 space-time coded transmit diversity techniques have been introduced as a means to improve
cellular CDMA performance. The suitability of convolutional- and turbo coding, when applied to layered

space-time transmit diversity, has been discussed and analytical results presented for CDTD and TDTD

under conditions of multipath fading. The analytical results have shown that the combining of spatial and

temporal processing at the transmitter provides an effective way to increase CDMA system capacity in the
downlink. In Chapter 6 extensions of CDTD have been presented in the form of TTD, including PCTTD,
SCTTD and SOTTD. These schemes have the ability to improve the cellular capacity even further.

In Chapter 7 the concatenation of space-time coding with channel coding has been proposed for coded

transmit diversity. The novel use of trellis and turbo trellis codes have been discussed as possiple candidates

 
 
 



for the outer channel coder in the STCM strategies. It was shown that the inner ACTD has better distance

property than the DTD and OTD schemes.

As a means of improving cellular CDMA uplink system performance and capacity, Chapter 8 has presented
the BEP performance of coded space-time receive diversity and beamforming processors. Numerical results

were presented and basic guidelines for choosing between diversity, beamforming and combined diversity

and beamforming systems have been discussed.

This research has highlighted a number of avenues yet to be explored. These avenues fall into two broad
categories, namely further parametric and performance investigations of the existing transmit diversity

schemes, and the investigation of new space-time coding structures for CDMA.

Parametric and Performance Investigation. Many space-time transmit diversity schemes have been

introduced in this thesis. For all of these schemes only the most general descriptions were given, and
limited performance evaluations were carried out. In this regard many parametric and performance

investigations can and should still be performed. This is necessary to form a complete picture of all the

issues involved and performance gains over a wide range of operating conditions.

Some ideas of these future investigations are listed below:

Performance investigations. In the performance analysis carried out in this thesis perfect power con-

trol has been assumed. By perfect power control it is implied that all signals received at the base

station (or mobile terminal) are of equal power. Fortunately, when considering the performance of the

downlink, the assumption of perfect power control is not necessarily bad, since the near-far problem
is more common to the uplink. In practice, when the number of users is large and the power control is

not perfect, the performance loss can be substantial. For this reason, future work should address the

situation of non perfect power control on the space-time systems for both the uplink and downlink.

Parametric investigations. In the practical implementations of space-time transmit/receive and beam-

forming systems, many configurations and parameter selections may be considered. In order to form
a complete assessment of the advantages on offer by the different space-time coded schemes the

crossover point between complexity and performance improvement should be determined. For in-
stance, it is possible to improve the performance of all the turbo coded systems simply by choosing

a different interleaver, or by employing a different decoding configuration. Also, the performance
of these schemes will vary significantly according to the size of the interleaver, and comparisons be-

tween the different schemes should be performed as a function of decoding complexity and desired

transmission delay.

New space-time coding structures. The conventional matched filter receiver is optimal in a single user

scenario with only AWGN. In a multiuser CDMA system with MAl, the performance is degraded and

its only acceptable with accurate power control, error correction coding and relatively low load. It fails

terribly in a near-far situation or if the number of simultaneous users is large. One way to improve

the performance of cellular CDMA systems is to use interference cancellation and multiuser detection

techniques to exploit the structure of the MAl and jointly detect (and decode) the users. It is important

to note that multiuser detection does not necessarily mean that the system ceases to be interference
limited but it improves the performance and removes the immense sensitivity to MAL

There are two possible approaches to the use of space-time coding and multiuser detection in a receiver:

 
 
 



• The multiuser detection algorithm is applied first, and the soft/hard outputs are processed by the

space-time decoding algorithm.

• The space-time decoding is performed if possible within the multiuser detection algorithm, so that
the data estimates that are used to estimate the MAl components are those which have been error-
corrected and are thus more reliable.

In [26], the optimal ML receiver for joint decoding is proposed. As both the CDMA channel and the FEC

encoders are described by finite state machines, they each impose a trellis structure on the transmission.

The joint effect can be described by ajoint finite state machine with a corresponding super trellis. A linear

approach is taken in [241J to accommodate joint detection and decoding based on the decorrelator. This

decoder is based on incorporating the linear decorrelating process into the FEC decoder by modifying the
metric. In effect, the projection receiver in [241J is a decorrelating detector followed by an FEC detector
based on the Mahalanobis distance [242J rather than the Euclidean distance normally used. In [243J
FEC decoding is incorporated into an interference structure. By embedding Viterbi decoding within the

cancellation structure, significant improvements are achieved at the expense of a substantially increased
detection delay. Even further improvements can be achieved by letting the bandwidth expansion be done
entirely through low-rate error control coding.

With the current developments in digital signal processing technology these techniques may be considered
for inclusion into the mobile handset. As a matter of fact, the present WCDMA proposal supports

interference cancellation at the mobile terminals. Therefore, future research should be focused on the
combination of multiuser detection and space-time coding processing. Along these lines turbo processing

may again be considered, with the combined strategy of iterative feedback decoding, diversity combining

and multiuser detection.

This thesis has introduced many (some novel) space-time turbo coded techniques to increase the downlink

capacity of a cellular CDMA network using multiple transmit antennas. For improving the uplink capacity,
coded space-time diversity and beamforming techniques, employing multiple receive antennas, have been

considered. In order to quantify the performance improvements that may be achieved, a framework for

the evaluation of these systems has been constructed. Using this framework the BEP of all the space-time
coding systems have been derived analytically, and evaluated under identical propagation scenarios.

The results of this thesis have shown that the use of space-time turbo coded processing is an attractive

solution since it can improve system performance significantly under conditions of multipath fading for both
the uplink and downlink. It was shown that the two core areas of spatial processing and channel coding

can be integrated in an optimum way to increase the capacity of existing cellular CDMA networks. It is

envisioned that designers of future CDMA systems and networks will work towards the goal of the optimal

combination of the processing involved with iterative (turbo) decoding, diversity signalling and multiuser

detection. In line with this vision, the work presented in this thesis may be used as basis for the design and

evaluation of these future multiuser space-time cellular CDMA networks.

 
 
 



Appendix A

CORRELATED MULTIVARIATE
GAMMA DISTRIBUTION

In mobile communication systems the most frequently used statistical models to describe the amplitude
fading process are Rayleigh, Rician and Nakagami distributions. When the power of the fading amplitude
is of interrest, these statistical fading models are all related to the gamma distribution. In diversity based

systems the correlated multivariate gamma distribution is of interrest. With reference to Figure 3.1, this

appendix presents a very general result when arbitrary Nakagami fading, arbitrary correlation and arbitrary

signal powers are present on each MRC receive diversity branch.

The constant correlation model is applicable to closely spaced diversity antennas. When the diversity signals

are taken from a configuration which, in some physical sense, is equi-spaced (either in space, time, frequency,
etc), the correlation model can be exponential. The validity of this model stems from the assumption that,

given the stationary nature of the overall diversity process (assuming statistical equivalence of the signals),

 
 
 



the correlation between a pair of signals decreases as the separation between them increases (see Chapter 2

for a more detailed discussion on this issue).

For a fixed set of received fading amplitudes {,B(k)},the random variables Xck and Xsk are normally assumed

Gaussian, with received power given by

MD MD MD
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-1 < P < 1.

The multivariate gamma distribution is finally obtained by taking the inverse Fourier transform of <Ps (t)
w.r.t. t,

1 100

ps(s) = 27l" -00 <ps(t)e-itsdt.

It is emphasized again that the characteristic function of (A.7) is very general and valid within the constraints
of (A.lO) and (A.ll).

In this example we show how to calculate the pdf for the sum of MD = 4 MRC receive diversity signals. We

begin by calculating the characteristic function given in (A. 7), and then taking the inverse Fourier transform
as shown in (A.12).

In our calculations it is important to adhere to the constraints given by (A.I0) and (A.ll). For our example

the fading parameters on the k diversity branches is arbitrarily chosen as {md = 4 with average received

power on each branch {Dd = 1. The correlation matrix is given by

1 Iff; [fif; {ff;P21 m, P31 m, P41 m,

Iff; 1 IfF; ffi;
J=

P21 m, P32 m2 P42 m2
(A.13)[fif; IfF; 1 ftii;P31 m, P32 m2 P43 m3

f!i£ fti£ ftii; 1P41 m, P42 m2 P43 m3

In general Pij = Pji due to symetry (i.e. P12 = P21 etc.). In our example, let P21 = P31 = P41 = P32 = P31 =
P42 = P43 = 0.65. The correlation matrix J therefore reduces to

1
0.65

0.65

0.65

0.65 0.65 0.65)
1 0.65 0.65

0.65 1 0.65 .

0.65 0.65 1

IHI = [1 - a(1 - b)](k-l) . [1 - a(1 - b + bk)],

with

B~(I-a -ab -ab

L,-ab I-a -ab
-ab -ab -ab
-ab -ab I-a

 
 
 



the characteristic function is obtained with the pdf shown in Figure A.I. Figure A.1 also displays the pdf

for different values of p.
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For the special case where the received signal strength is constant, i.e. nk = n, and the fading on the

branches is constant, i.e. mk = m = 1, and we make use of the constant correlation model given by (A.1),

the characteristic function of (A.7) reduces to

-n-2r-1(-M-) (~2) M-1

exp( -~) '1 Fd1, M, (1-P)(1~~~PM)n2)

(1 - p)(M-1) (1 - P + pM)

 
 
 



Appendix B

CONVOLUTIONAL AND TURBO
CODE TRANSFER FUNCTIONS

In this appendix, the transfer functions, T(L, I, D) for the rate-1/2 and 1/3, constraint length Lee = 9 codes
are considered as required in Chapter 4. The exponents of l, i, and d of the monomial Ll Ii Dd indicate,

respectively, the path length, input word weight and output word weight.

For the rate-1/2 code, characterised by the generator polynomials 91 = (561)8 and 92 = (753)8, the coef-
ficients of the transfer function have been found through computer search and they are tabulated in the
literature [245]:

where D and I are the distance and information error weight operators, respectively. Differentiating the

transfer function with respect to I and setting I = 1, the following expression is obtained

JT(I, D) I = 33D12 + 281D14 + 2179D16 + 15035D18 + ...
JI 1=1

Similarly, for the rate-1/3 code, characterised by the generator polynomials 91 (D) = (557)8, 92 = (663)s

and 93 = (711)8, the coefficients of the transfer function are given by [245]:

JT~; D) 11=1 = llD18 + 32D20 + 195D22 + 564D24 + ...

 
 
 



Now consider the transfer functions of proposed low-rate codes for combined coding and spreading are
considered. These codes are the orthogonal, bi-orthogonal and super-orthogonal convolutional codes [13J.
Here, Loe = L is used to denote the constraint length of orthogonal encoders considered.

1DL2L-1 (1 _ D2L-
1
)

T(1 D) = ----------, 1 - D2L-1 [1 + 1(1 _ D(2L-1)(L-1))] .

oT(I,D) I
OJ 1=1

DL2L-J (1 _ D2L-
1
) 2

(1 - 2 D2L-1 + DL2L-1
) 2·

Performing a series expansion of (B.2), the number of bit errors corresponding to an error event of length d
is obtained as the multiplicity term of Dd. The results from the series expansion can then be applied to the

BEP bounds discussed in Section 4.2.

oT(I, D) I ~ DL 2L-
1

.

OJ 1=1

The distance spectrum of the super-orthogonal encoder can be obtained in the same way as for the orthogonal

scheme, namely through a series expansion of the differentiated transfer function. This produces [13J

oT(I,D) I
OJ 1=1

DL2L-1 (1 _ D2L-
1
) 2

(1 - 2 D2L-J + DL2L-1
) 2

~ D(L+2) 2L-3 •

The upper bounds for the BEP for the orthogonal and super-orthogonal convolutional codes can then be

written, respectively, as

1 ( L 1)2" exp -CTOe L 2 - ,

12" exp (-CTOe (L + 2) 2L-3) ,

(B.6)

(B.7)

The notation and terminology introduced by Divsalar et al. in [176] are used. The turbo code is the parallel

concatenation of the constituent rate Re = 1 components, which is referred to as constituent code fragments.

 
 
 



The constituent non-trivial 4-state (2m) code fragment is completely characterized by its state transition

matrix, A(L,I, D), where

L

o
LID

o

LID
o
L

o

o
LD

o
LI

f).
LD

For a given constituent code the number of paths of length l, input weight i, and output weight d, starting

in the all-zero state, denoted by t(l, i, d). Then the corresponding transfer function, or complete path

enumerator, is defined by [246]

LLLLI Ii Dd
. t(l,i,d)

I?:O i?:O d?:O

T(L I D) = T(l,l) (L I D) = TN, , , , T
D

'

For a constituent code, the path input/output weight index is used to determine the output weight proba-

bility distribution function. For the constituent encoder, the path input/output weight index, is

t(l, i, d) t(l - 1, i-I, d) + t(l - 1, i, d) + t(l - 3, i - 3, d - 2) - t(l - 3, i - 2, d)

t(l - 3, i-I, d) + t(l - 3, i, d - 2) - t(l- 4, i - 4, d - 2) + t(l - 4, i - 2, d - 4)

+ t(l - 4, i - 2, d) - t(l - 4, i, d - 2) + <5(l, i, d) - <5(l - 1, i-I, d)

<5(l - 2, i-I, d) - <5(l - 3, i, d - 2) + <5(l - 3, i - 2, d) (B.13)

with initial conditions such that t(l, i, d) = 0 for any negative index, where <5(l, i, d) = 1 if l = i = d = 0 and

<5(l,i,d) = 0 otherwise.

In this section the conditional probability of producing a codeword fragment of weight d given a randomly

selected input sequence of weight i is evaluated. This is given by

p(d I i) = t(Ntc, i, d)
L:d' t(Ntc, i, d')

 
 
 



The conditional pdf (cpdf) of the constituent recursive convolutional encoder is shown in Figure B.1, for an

interleaver size of Ntc = 100. Since the code fragment only produces even output weights, the uneven weight
probabilities are not shown. Similar distributions are obtained when the interleaver size is increased. In
this thesis the latter is refered to as the Divsalar cpdf. It was shown in [176J that, given a sufficiently large
input codeword weight i, the cpdf approaches a binomial distribution. Given a balanced source with Ntc

sufficiently large (typically> 100), this condition will always be met. Thus, in addition to the calculated

weight distributions the cpdf, described as a binomial probability distribution with probability 1/2 (taken
over Ntc = 100 trails) is also shown for reference purposes.
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Figure B.1. Conditional probability density function (cpdf) as a function of the output weight d of the constituent recursive

convolutional encoder, given input weight i, with interleaver size Ntc = 100

If the interleavers of the encoder are selected randomly and independently, the cpdf p(d I i) that any input

sequence u of weight i will be mapped into code fragments of weights dS
, dP is

Rc = 1/2 :p(d I i)

Rc = 1/3: p(d I i)

pS(ds I i) * PP(dp I i),

pS(ds I i) * PP(dp I i) * PP(dp I i),

In (B.15), pS(ds I i) corresponds to the systematic output weight probability, and PP(dp I i) corresponds to
the non-punctured parity output weight probability. Therefore, the total codeword output weight relative

to the all-zero codeword is d = ds + dp and d = ds + 2dp, for the rate-1/2 and rate-1/3 coders, respectively.

The extension to the low-rate code, e.g. Rc = 1/6 follows in a similar manner.

In the calculation of the BER for turbo codes of different code rate we have to integrate over the total

code input-output weight probability distribution, denoted by p(do, di, ... ,dz I i). This is achieved by the

introduction of the conditional expectation Edli{-} which should be taken over the probability distribution
p(do, di, ... ,dz I i). Here, Z constitutes the number of constituent code fragments.
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