© University of Pretoria






1.4.1
1.4.2
1.4.3
1.4.4

CONTENTS

Summary
Samevatting

List of abbreviations used

The technique of inductively coupled plasma mass spectrometry
The inductively coupled plasma

Torch and plasma

REF coupling

Sample introduction

Sample history

Plasma populations

Distributions of ions in the plasma

[on extraction

Boundary layer and sheath

Plasma potential and secondary discharge
Supersonic jet

Gas dynamics

lon focusing

Operation of ion lenses

Ion lenses in ICP-MS

Space charge effects

Quadrupole mass spectrometers
Quadrupole configuration

lon trajectories

Characteristics of mass spectra from quadrupoles

Scanning and data acquisition

Page

i

10
10

13
14
15
15
17
17

19
19
20
21



2.1
22
2.2.1
222
2.3
231
232
233
234
24

3.1

3.2

3.2.1
322
3.2.3
324
33

3.3.1
33.2
333

Ton detection
Channeltron electron multipliers

Signal measurement by pulse counting

Optimisation of instrument parameters in inductively coupled plasma mass

spectrometry

Introduction

Experimental

Instrument

Multi-element solution

Effect of parameters on ICP-MS signals

Effect of torch adjustment

Effects of coolant and auxiliary gas flow rates
Effect of power and aerosol carrier gas flow rate
Effect of ion lens settings

Conclusion

The quantitative determination of the platinum group elements and gold by ICP-MS
Introduction

Experimental

Preparatign of solutions

Optimisation of the [CP-MS

Mass scans of the platinum group elements and gold

Data acquisition

Results and discussion

Mass scans of a solution of the platinum group elements and gold

Intensities as measured

The effect of aqua regia concentration on the ratios of the isotopes of the platinum group

elements and gold to the isotopes of the internal standards

21
21
22

23

23
23
23
24
25
25
35
41
52
74

77
77
79
79
80
80

- 80

80
g0
81

82



3.3.4
335
3.4

4.1
4.1.1
4.1.2

4.2
4.2.1
422
4.3
4.4
44.1
442
443
444
4.5
451
452
453

454

455

4.5.6

Calibration curves
Concentrations as calculated from the calibration curves

Conclusion

The quantitative determination of mono-isotopic arsenic in acidic matrices
Introduction

Aspects of the toxicity of arsenic

Levels of arsenic in the human body

Techniques employed

Polyatomic ion interferences

Characteristics of polyatomic ions

Possible procedures for the correction of polyatomic interferences

Arsenic determinations in biological samples

Experimental

Preparation of solutions

Optimisation of the instrument

Mass scans of arsenic and the internal standards in the various acidic matrices
Data acquisition

Results and discussion

Mass scans of a 20 g dm™ As solution in various acidic media
Analysigj@ithout employing correction factors

Effect of using molecular (mass 75 / mass 77) corrections in a 0.10% v/v HCI matrix on
the quantitative determination of arsenic
Effect of using molecular (mass 75 / mass 77) corrections in a 0.50% v/v HCI matrix on
the quantitative determination of arsenic
Effect of using molecular (mass 75 / mass 77) corrections in a 1.00% v/v HCl matrix on
the quantitative determination of arsenic
Effect of using molecular {mass 75/ mass 77) corrections in a 1.50% v/v HCI matrix on

the quantitative determination of arsenic

98
100

111

112
112
112
112
113
113
113
114
115
115
115
116
117
117
118
118
126

135

143

152

160



4.5.7

4359

45.10

4.6

5.1
52

53.1
5.4

5.5

5.5.1
552
5.6

5.6.1
5.6.2
5.6.3
5.6.4
5.6.5
5.6.6
5.6.7

Effect of using molecular (mass 75 / mass 77) corrections in a 2.00% v/v HCl matrix on

the quantitative determination of arsenic

Effect of using molecular (mass 75 / mass 77) corrections in a 2.50% v/v HCl matrix on

the quantitative determination of arsenic

Effect of using molecular (mass 75 / mass 77) corrections in a

(0.10% v/v HNO; + 0.10% v/v HCI) matrix on the quantitative determination of arsenic

Effect of using molecular (mass 75 / mass 77) corrections in a

(0.50% v/v HNO; + 0.50% v/v HCI) matrix on the quantitative determination of arsenic

Effect of using molecular (mass 75 / mass 77) corrections in a

(1.00% v/v HNO; + 1.00% v/v HCI) matrix on the quantitative determination of arsenic

Conclusion

The quantitative determination of the platinum group elements and gold in a

certified reference material

Introduction

Certified reference material

Lead fire assay

Flux reagents

Literature survey of the analysis of SARM 7
Experimental

Lead fire assay procedure

-

ICP-MS procedure

Results and discussion

Results of the analysis of SARM 7
Recovery of Au

Recovery of Ir

Recovery of Pd

Recovery of Pt

Recovery of Rh

Recovery of Ru

169

177

194



5.6.8
5.6.9
5.6.10
5.7
5.8

6.1
6.2
6.3
6.4
6.4.1
6.4.2
6.5
6.6

6.7

Lead fire assay as pre-concentration technique for the platinum group elements and gold
ICP-MS procedure

Comparison of ICP-MS procedure with those of other workers

Recommendations

Conclusion

The quantitative determination of arsenic in a certified reference material
Introduction

Certified reference material

Literature survey

Experimental

Reconstitution of Seronorm Trace Elements Urine

ICP-MS procedure

Results and discussion

Recommendations

Conclusion

References

Addendum A:  Averages of the intensities measured of the isotopes of the
o internal standards, the platinum group elements and gold

Addendum B: Calibration data for the isotopes of the platinum group elements

and gold

228
229
229
230
231

241
241
242
243
244

254

258









111
SAMEVATTING
Aspekte van die bepaling van die platinum groep elemente en arseen deur middel van

induktief gekoppelde plasma massaspektrometrie

Lilian Olga Schmidt
Studieleier: Professor CJ Rademeyer
Mede-studieleier: Professor CA Strydom
Departement Chemie van die Universiteit van Pretoria
Voorgelé ter vervulling van ‘n deel van die vereistes vir die graad

Philosophiae Doctor

Induktief gekoppelde plasma massaspektrometrie is ‘n baie sensitiewe analitiese tegniek vir die

bepaling van die isotope van die elemente.

Die basiese beginsels van die tegniek en die instrumentasie wat daarmee geassosieer word, is
bespreek en klem is gelé op die induktief gekoppelde plasma, ioon-ekstraksie, ioon-fokusering,

kwadrupool massaspektrometers en ioon-deteksie.

Ten einde ‘n prosedure daar te stel vir die optimisering van die induktief gekoppelde plasma
massaspektrometer en as gevolg van die komplekse aard van die tegniek, is ‘n studie gemaak van
die effek van instrument veranderlikes op die seine van die ligte elemente, die swaarder elemente,
die agtergrond intensiteite en die vorming van steurders, byvoorbeeld poli-atomiese oksides en
dubbel gelaaide ione. Die veranderlikes wat ondersoek is, is onder andere verstelling van die fakkel
in die x-, y- en z-rigtings, die vloeitempo’s van die verkoelings- en plasmagasse, die

plasmadrywing; die vloeitempo van die verstuiwergas asook die verstellings van die ioon-lense.

‘n Poging is aangewend om die metode van kwantitatiewe bepaling van die platinum groep
elemente (iridium, palladium, platinum, rodium, rutenium) en goud deur middel van induktief
gekoppelde plasma massaspekirometrie te optimiseer en te verfyn. Sekere isotope van argon,
skandium, yttrium en lantaan is oorweeg as moontlike interne standaarde vir sodanige bepalings.
Die effek van die konsentrasie van koningswater teenwoordig in oplossing op die verhoudings van
die isotope van die analiete tot die isotope van die interne standaarde, is bepaal. Omvattende
regressie data vir kalibrasies van die isotope van die platinum groep elemente en goud met die

genoemde isotope as interne standaarde, is bepaal. Die akkuraatheid van kwantitatiewe bepalings
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the sheath to be much thinner than the boundary layer [6], it still influences the ion extraction

process by its interaction with the RF potential in the plasma, as described in the next section.

Plasma potential and secondary discharge [1]

The plasma is méintained by RF energy coupled to it by the load coil. Thus, current circulate at
this freciuency through the plasma, which is a good conductor. In addition to this inductive
(magnetic) coupling, the load coil is also coupled capacitively (electrostatically) through the
torch wall by the capacitance between the coil and the plasma. The arrangement of the electrical

connections to the coil influences this capacitive coupling process [7].

Normally, the one end of the load coil is connected to the high voltage RF source while the
other end of the load coil is grounded. A potential gradient thus exists along the load coil,
except at the moment when the field polarity reverses. When the plasma contacts the sampler
cone and part of 1t is drawn through the orifice, the plasma is coupled to the sampler cone
through the very thin sheath. Since the impedance of this sheath layer is much lower than that
of the capacitive coupling between the plasma and load coil, the plasma acquires an RF
potential which is determined by the ratio of these two impedances which act as a potential
divider. An RF current flows through this coupling from the load coil. However, the RF
current flow to the grounded cone is modified by the different mobilities of ions and electrons in
the sheath layer. During negative half cycles, the current is carried mainly by electrons, which
can flow to ground far more readily than the positive ions that carry current during positive half

cycles.

These effects cause the plasma to assume a net mean positive DC potential. This offset or bias

potential may be considerably larger than the floating potential due to the sheath alone /8, 9].

If the plasma potential is high enough, it can cause an electrical discharge between the plasma
and the sampler cone. This secondary discharge is manifest as a crackling discharge into the
orifice. A severe discharge is detrimental in that it erodes the orifice, generates multiply
charged ions, and induces high kinetic energies and a wide spread of kinetic energy in the

extracted ion beam /8, 10].

Minimising this secondary discharge was a key step in the early development of ICP-MS.

Modification of the load coil arrangement was one successful approach. The plasma potential
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Ton lenses in [CP-MS [1]
In each lens several electrodes are strung together in order to confine the ions on their way to the
mass analyser. Each lens incorporates a central disc in order to prevent photons originating
from the plasma from reaching the detector. The sampler and skimmer cones stare into the heart
of the inductively coupled plasma, which is a good source of vacuum ultraviolet radiation that
can activate the detector. 50 - 80% of the positive ions are probably lost here, as shown by

measurements of ion current with the stop removed.

Generally, the skimmer cone is grounded. The positive ions gain kinetic energy during
extraction from both the gas dynamic effect of the supersonic expansion and any plasma
potential above that of the sampler cone. The positive ion beam also has an energy spread ofa
few electron volts. Also, positive ions of different masses have different kinetic energies and

thus follow different paths through the lens,

Different ion optical conditions are required to transmit positive ions of different m/z and the
sensitivity for different elements is not as even across the mass range as the high ionisation
efficiencies of the different elements would indicate. The extent of the mass discrimination
effect depends on ion lens settings and ion energy, the latter of which can be influenced by

plasma potential and plasma operating conditions.

Space charge effects [1]

A few ions are lost due to recombination during the extraction process and thus the ion current
through the sampler cone remains quite high at about 0.1 A. The current through the skimmer
cone is about 1 mA. In the plasma and in the supersonic jet, an equal electron current balances
this ion current, so the beam acts more or less as if it was neutral /6/. As the beam leaves the
skimmer cone, the electric field due to the lens collects positive ions and repels electrons. The
electrons are no longer present to keep the positive ions contfined in a narrow beam, resulting in
the beam not being quasi-neutral, and the ion density still being very high. The mutual
repulsion of ions of like charge limits the total number of positive ions that can be compressed
into a beam of a given size. Space charge effects should become substantial in ICP-MS at total
beam currents of the order of 1 uA /18, 19/, roughly three orders of magnitude below the actual
beam current cited above. A simplified description of ion lenses, using the Laplace equation,
assumes that the positive ions do not interact while in the ion lens, so the high ion current causes

space-charge effects that are further reasons for non-ideal behaviour in ion optics in ICP-MS.
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flow rate (arbitrary scale unit x 0.05) and for the aerosol carrier gas flow rate (arbitrary scale

unit x 0.033).

Multi-element solution

The analyte solution consisted of a | mg dm™ muiti-element solution in 1% v/v HNOx.
According to some workers /29, 30] it is inadvisable to optimise ICP parameters in isolation
to the mass spectrometer since the interface links together directly and synergistically two
instrument components operating at totally different pressures and temperatures (inductively
coupled plasma at atmospheric pressure and 5000 - 7000 K while the mass spectrometer is
at 10° t0 10" Pa and ambient temperature). Potential problems with spectral overlap
interferences may result from the individual or combined effects of background intensities,
isotopes or different concomitant elements, doubly ionised ions, oxide ions or other

polyatomic ions. These form in either the plasma or the interface or during the sampling

process.

Table 2.1: List of m/z values at which signals were monitored.

Element / ion monitored Isotope / m/z monitored
Li* Li
Na” “Na
Mg “Me
Ar Ar

Cu’ Scu
In" "3y
Ce" 140
Pb’ 2%pp
Background *Nb
Background 07

| Ce* m/z 70

| CeO” m/z 156

Background values in ICP-MS results from scattered photons or stray ions in the mass
spectrometer. Background positions were chosen as positions where no analyte species in
the multi-element solution would interfere or be monitored. The mass positions chosen

were mass 93 and mass 100.

The doubly ionised and oxide ions of Ce were monitored as interferences, i.e. Ce*" and

CeO" at masses 70 and 156, respectively.
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Figure 2.6: Effect of axial displacement of the torch on the response curves of heavier

elements.

As the plasma is moved across the aperture the maximum analyte intensities are also
observed at “-2500 units”. At distances of 1.2 mm away from the maximum position the
analyte signals decrease by about 40%. Even at these settings the signals observed are still

abqve 1 x10°,

The optimum vertical setting of the torch appears to be at “-6500 units™ as can be seen from

figure 2.5. The same trends as for the horizontal variation are observed.
Figure 2.6 shows the effect of axial displacement of the torch on the response curves of
heavier elements. The trends observed are similar to those seen for the light elements. This

is in accordance with results from Horlick er al. [29] and Vaughan er al. [30].

Effect of torch adiustment on backeround intensities

From figure 2.7 the background intensities at various horizontal displacements can be seen.
The background signals do not follow a specific trend but are below 80 counts 5™ over the

whole range.










































44

Table 2.2: Aerosol carrier gas flow rates (“arbitrary scale” as used by instrument manufacturer)

at which a maximum analyte signal is obtained for the power settings investigated.

Power | Li* | Na" | Mg Ar* | Cu'|In' | Ce' | Pb" | Ce* | CeO"
setting :
1000 W | 23 |23 |23 23 123 123 123 |23 |27 23
1050 W |23 |25 125 123 (25 |23 {23 123 |29 |25
1100W 25 125 125 |23 |25 125 125 |25 |31 27
1150 W |25 (27 27 |25 {27 |27 |25 |25 |33 27

1200 W |27 129 |29 25 |29 |27 |29 |27 |- 29
1250 W 129 |31 |31 |27 {31 129129 29 |- 29
1300 W |29 |31 |33 129 |33 |31 |31 |31 |- 31
1350 W |29 |31 |33 |29 33 31 31 |31 |- 31
1400 W | 33 | - - 31 |- - 33 133 |- -

As the maximum intensity observed for an element increases with the power setting, it seems
preferable to work at higher power settings. The curves show that the analyte signals are very
sensitive to changes in the aerosol carrier gas flow rate at a specific power setting. Care should

thus be taken when optimising the aerosol carrier gas flow rate.

Effect of power and aerosol carrier sas flow rate on heavier elements

Curves showing the effect of the aerosol carrier gas flow rate at different power settings can be
seen in figures 2.30, 2.31, 2.32 and 2.33 for Cu", In", Ce* and Pb*. The same trends as for the
light elements are observed for the heavier elements. Table 2.2 shows that for the heavier
elements the optimal aerosol carrier gas flow rate at a power setting of 1350 W is also about 31
(“arbitrary scale” as used by instrument manufacturer). As for the light elements, the data
plotted iﬂdicate that analyte signals are very sensitive to changes in the aerosol carrier gas flow

rate and higher power settings are preferable.
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3%. Similar to the results reported here, they found the CeQ"/Ce” ratio to increase

slightly with increases in the aerosol carrier gas flow rate and decrease slightly with
increases in the power settings. They also found the Ce™/Ce" ratio to increase with an
increase in the aerosol carrier gas flow rate and decrease with an increase in power. Horlick
et al. [29] stated that in order to minimise the CeQ"/Ce” ratio one has to lower the aerosol
carrier gas pressure to a value lower than that providing maximum analyte counts. Gray and

Williams /34] reported values of about 1% for the CeQ"/Ce” ratio.

Table 2.3; Maximum aerosol carrier gas flow rates (“arbitrary scale” as used by instrument
manufacturer) at which acceptable values for Ce*"/Ce” (2.5%) and CeQ"/Ce" (1%) ratios are

still obtained for the power settings investigated.

Power setting | Ce**/Ce” | CeO'/Ce’
1000 W - 29
1050 W 21 25
1100 W 23 29
1150 W 23 29
1200 W 25 29
1250 W 27 31
1300 W 29 31
1350 W 29 29
1400 W 31 33

2.3.4  Effect of ion lens settings

Effect of ion lens settings on light elements

Figures 2.40(a) - (h) show the effects of various ion lens settings such as: lens parameters,
tield axis voltage and detector inner and outer diameter voltages on the response curves of
the light elements. All the light elements appear to reach maximum values at more or less
the same ion lens settings. The settings to which the analyte intensities are the most

sensitive are: LA, LB, LC, ID and OD.
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been employed as internal standards. In this study the use of the **Ar isotope, which is always

present in the spectrum, was investigated as a possible internal standard.

Table 3.1: Relevant data of the platinum group elements, gold and the internal standards

investigated /50].
Atomic | Element | Mass Relative Atomic First Second |
no. no. | abundance mass innisation | ionisation
(g mol") | potential potential
(eV) (eV)
18 Argon 36 0.337 39.948 15.76 27.63
38 0.063
40 99.600
21 Scandium | 45 100.0 44 956 6.56 12.80
39 Yitrium 89 100.0 88.905 6.53 12.23
57 Lanthanum | 138 0.089 138.91 5.61 11.06
139 99911
44 Ruthenium | 96 5.51 101.07 7.36 16.76
98 1.87
99 12.72
100 12.62
101 17.07
102 31.63
104 18.58
45 Rhodium 103 100.0 102.905 | 745 18.07
46 Palladium | 102 (.96 106.4 8.33 19.42
104 10.97
105 22.23
106 27.33
108 26.71
110 11.81
77 | Iridium 191 1373 192.2 9.1
193 62.7
78 Platinum 190 $.013 195.09 8.96 18.56
192 0.78
194 32.9
195 33.8
196 253
198 7.21
79 Gold 197 100.0 196.967 | 9.23 20.5

One of'the dissolution methods employed in the analysis of the platinum group metals and gold
involves an aqua regia (3:1 mixture of concentrated HCl and concentrated HNO;) leaching

procedure /51, 52]. This has the effect that the matrix of the final sample solution is mainly
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diluted aqua regia. The standard solutions from which the calibration curves are constructed

~however is in a 1.0% v/v HCI matrix. The effect of matrices consisting of different

concentrations of aqua regia on the quantitative analysis of sample solutions was investigated.

Table 3.1 shows the relative abundances of the naturally occurring isotopes of the platinum
group elements, gold and the internal standards investigated, as well as the first and second
ionisation potentials of the various elements. From this table it can be seen that the mass of the
isotope of Y is relatively well matched to those of the isotopes of Ru, Pd and Rh. The masses
of the isotopes of La are relatively well matched to those of Ir, Pt and Au. The first ionisation
potentials of Sc, Y and La are relatively close to those of the platinum group elements and gold.
Some elements have overlapping isotopes, e.g. '®Ru and '%Pd, as well as '*Ru and '“Pd. The

feasibility of using isotopes of very low abundance, e.g. '**La and '"’Pt was also investigated.

Experimental

Preparation of solutions

Tables 3.2 and 3.3 show the results of calculations performed in order to prepare stock solutions
of the platinum group elements, gold, the internal Standards; as well as standard solutions for
the preparation of calibration curves in the range 0 to 150 xg dm™ and 50 g dm™ sample
solutions in matrices containing aqua regia from 0.35 to 2.50% v/v. Higher acid concentrations
were not considered as this would shorten the lifetime of the nickel sampler and skimmer cones

considerably.

Certified solutions of the platinum group elements and gold each containing 1000 mg dm? of -
the'elem'éﬁt in 4.9% HCI were employed for the preparation of the calibration and sample
solutions (Spectrascan, Teknolab A/S, Drébak, Norway). Certified solutions of Sc and Y each
containing 1000 mg dm™ of the element in 2.5% HCI were used (Spectrascan, Teknolab A/S,
Drobak, Norway). A certified solution of La containing 5000 mg dm™ of the element in 2.5%
HNO, was used for the preparation of a stock solution (Spectrascan, Teknolab A/S, Drébak,
Norway). High purity hydrochloric acid (> 32%) and nitric acid (> 65%) (Fluka) were used for
the preparation of acidic solutions. High purity water with resistivity 18.2 MQ c¢cm (Millipore

Corporation, United States of America) was used for dilutions.
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3.3.3 The effect of aqua regia concentration on the ratios of the isotopes of the platinum group
elements and gold to the isotopes of the internal standards
The values from tables 3.5 to 3.7 (Addendum A) were used to calculate the effect of the
aqua regia concsntration in the solution on the ratios of the isotopes of the platinum group
elements and gold to those of the internal standards. This was done in order to see whether
the isotopes of the platinum group elements and gold and those of the internal standards

behave in a similar manner in aqua regia matrix.

Effect of agua regia concentration on the ratios of the isotopes of the platinum group

elements and oold to *®Ar

From figures 3.3 to 3.8 it can be seen that the analyte to internal standard isotope ratios
generally decrease with an increase in aqua regia concentration. The decreases in the
isotope ratios are about 20%. The relative standard deviations for the various isotopes are
about 10%. The isotopes of the platinum group elements and gold are thus not affected in
the same way as the *°Ar isotope. These preliminary results are an indication that *°Ar
would possibly not serve as a good internal standard for the platinum group elements and

gold.
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Figure 3.32: Effect of aqua regia concentration on the ratios of the ruthenium isotopes to the
1397 4 isotope. RSD for analytes to 191 a ratios is **Ru: 2%, PRu: 6%, PRu: 2%, "Ru: 3%,

IR 3%, 2Ru: 3% and '“Ru: 2%.

Calibration curves

For each of the isotopes of the platinum group elements and gold the following calibration
data were compiled: 1) correlation coefficient of the curve, 2) slope of the calibration curve,
3} intercept of the calibration curve, 4) detection limit of the calibration curve and 35) the
standard error of the predicted y-value. In the cases of 2)‘ and 3) the x-range was taken as
the concentration in ug dm™ and the y-range was taken as the measured intensity. In 4) the
detection limit (in ug dm™ ) was calculated as [(3 x s) / slope of the calibration curve] where
s is the standard deviation of the blank standard. 5) refers to the standard error of thé
predicted y-value for each x in the regression. The standard error is a measure of the
amount of error in the prediction of y for an individual x. For these calculations the y-range
is taken as'the concentration in ug dm” and the x-range is taken as the measured intensities.
Also, the concentration was calculated using the measured intensity and the regression
statistics; this value was compared to the "certified" concentration value of the standard and
the % difference calculated. The above-mentioned data were compiled for the following
cases: 1) no internal standard (tables 3.8 to 3.15, Addendum B), 2) *°Ar as internal standard
(tables 3.16 to 3.23, Addendum B), 3) *Sc as internal standard (tables 3.24 to 3.31,
Addendum B), 4) ®Y as internal standard (tables 3.32 to 3.39, Addendum B), 5) "**La as
internal standard (tables 3.40 to 3.47, Addendum B) and 6) '**La as internal standard (tables
3.48 to 3.55, Addendum B).
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Regression data with no internal standard

Correlation coefficients were 0.999 or better, except for '%Pd, "*?Pt, 1*Pt and **Ru. Detection
limits ranged from < 1 g dm for most of the isotopes to 13 wg dm™ for '%Pd, 26 g dm™ for
92pt, 5 g dm™ for '8Pt and 7 g dm™ for *Ru. The standard error of the predicted y-value
generally proved to be < 4%. Calibration curves in the concentration range 0 to 150 xg dm™

in 1% v/v HCl produced good regression statistics when no internal standard was employed.

Regoression data with **Ar as internal standard

When *Ar is employed as internal standard the correlation coefficients of the calibration curves
were 0.99 or better, except for '**Pt. Detection limits similar to the case where no internal
standard was used, were observed. In this case the standard errors of the predicted y-values
were generally < 4%, but for individual isotopes higher standard errors were observed than for
the above-mentioned case where no internal standard was employed. Worse regression data
were observed in the case of **Ar as internal standard than for the case when no intemal

standard was used.

Reeression data with ¥*Sc as internal standard

Correlation coefficients were 0.999 or better, except for '*Pt and '"*Pt. Although similar
detection limits were observed as in the cases where no internal standard was used and when
*Ar was used as internal standard, the standard errors of the predicted y-values were lower in
the case of *Sc as internal standard. Calibration curve data for the platinum group elements and

gold suggest that **Sc could be used as an internal standard in quantitative analysis.

Regression data with ®Y as internal standard

Except for a few cases correlation coefficients were .9999 or better. The standard errors of the
predicted y-values were generally < 2%. In the low concentration range studied for the
platinum group elements and gold, i.e. 0 to 150 g dm™, ¥Y shows great potential as an internal

standard for quantitative determinations of these analytes.

Regression data with *®La as internal standard

Correlation coefficients calculated for calibration curves when *La is used as internal standard

were in most cases between 0.990 and 0.999. Standard errors of predicted y-values were
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generally quite high and values between 5 and 10% are observed. The calculated regression

data does not prove *La a good reference element for the analytes investigated.

Regression data with ’La as internal standard

Generally, correlation coefficients of 0.9999 or better were calculated. The standard errors of
the predicted y-values proved to be more or less the same as in the case when ¥Y was used as
internal standard. The very good regression statistics obtained suggests that '**La could also be
used as an internal standard for the quantitative determination of the platinum group elements

and gold.
Concentrations as calculated from the calibration curves
The accuracy of quantitative determinations using the calibration curves of the various internal

standards are illustrated in figures 3.33 to 3.54.

Quantitative values obtained for Au

With no internal standard the 50 g dm™ calibration standard showed values slightly higher than
50 ug dm™ which could be due to a slight drift in the calibration curve. From figure 3.33 itcan
be seen that with an aqua regia concentration of < 1% v/v values slightly lower than 50 pg dm”

were obtained.

With **Ar as internal standard the calibration standard quantitated at about 50 «g dm™ but at
aquaregia concentrations of < 1% v/v too high values were observed while too low values were
observed at higher aqua regia concentrations. Similar trends were observed for “*S¢ as internal
standard-although the deviations from the 50 g dm™ value were not as severe as in the case of

36Ar

With *Y as internal standard the solutions with aqua regia concentrations of > 1.50% v/v were
quantitated at values lower than 50 pg dm™. With **La as internal standard deviations from the
accepted value of 50 pg dm™ were observed for the calibration standard as well as for the
solutions containing 50 pg dm™ Au in other matrices. '*La showed to be the best internal
standard for Au analyses as the 50 ug dm” calibration standard and the sample solutions all

returned values of about 50 w.g dm™.
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3 Ar as internal standard returns too high and too low recovery values at lower and higher aqua
regia concentrations, respectively. As internal standard **Sc returned values close to 50 g dm™
for '"'Ru and '"?Ru over the aqua regia concentration range studied. Except for *Ru and **Ru,
%Y showed to be a good internal standard for the quantitative determination of Ru. For most
isotopes of Ru, both the isotopes of La returned values fairly close to 50 ng dm™ when used as

internal standards.

Conclusion
As some drift was observed in the calibration curves of most of the isotopes of the platinum

group elements and gold, it is necessary to employ one or more internal standards when

performing quantitative analysis of these analytes.

Plots of the ratios of analyte isotopes to internal standard isotopes versus the aqua regia
concentration present in solution showed: 1) **Ar not to be a possible internal standard, 2) ¥*Sc
to be a possible internal standard for Ru, Pd and Rh, 3) ¥Y to be possible internal standard for
the lighter platinum group elements, 4) **La to be possible internal standard for the platinum
group elements and gold and 3) “°La to be a possible refefenée element for all the analytes

investigated,

Calibration curves were constructed and very good regression data were obtained when **Y and

1°La were employed as reference elements for the platinum group elements and gold.

Quantitative values were calculated for the various calibration curves and from the results '*La
proved to Ee an excellent internal standard in the determination of Au, Ir, Pt and ¥Y proved to
be a very good reference element for Ru, Pd, Rh. This confirms the need for the matching of
the masses of the internal standards to the masses of the analytes analysed. The low abundant
192pt isotope returned values that deviated too much from the "true" value and should not be

used in the quantitative determination of Pt.
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Although arsenic poisoning is usually associated with foul play, these elements may be
consumed in connection with cultural and lifestyle preferences as showed in an examination
of traditional Chinese medicines /68/. The arsenic content in the herbal balls varied from
0.1 mg to 36.6 mg per ball where the masses of the balls varied from 2.5 g to 9.0 g. The
prescribed adult dose of two balls daily leads to a maximum elemental intake of 73.2 mg
arsenic. Chronic and acute arsenic poisoning of 74 traditional Chinese medicine consumers

in Singapore was reported in 1975 /69].

Techniques employed

Several techniques are commonly employed for the qualitative and quantitative
determination of arsenic. Some of these include: the Gutzeit method and the Reinsch Test
[70 - 73], silver diethylcarbamate colorimetric method /74/, radioactive methods /73], XRF
[68], AAS [68], GFAAS [59], ICP-AES [76] and ICP-MS [77 - 81].

After they compared results obtained by AA and ICP-MS, Tanaka et al. [/77] concluded that
the sensitivity of AAS for arsenic determination is inferior to that of ICP-MS. Other
workers showed the advantages of ICP-MS as compared t6 ICP-AES for the determination

of arsenic /82].

Polyatomic ion interferences

Characteristics of polyatomic ions

Compared to elemental isobaric overlap, polyatomic or adduct ions cause more serious
problems to ICP-MS analysis. In this form of spectroscopic interference the polyatomic ions
result from the short-lived combination of two or more atomic species. Argon, hydrogen
and oxygen are the dominant species in the plasma and they may combine with one another
or with elements in the analyte matrix to form polyatomic ions. Although the composition
of the gas extracted from the plasma at the interface is effectively frozen within
approximately 1us of leaving the plasma, fast ion molecule reactions can occur between
species present in the gas. Although a large number of polyatomic ions can form, they are

only significantly detected below 82 m/z [83].

A number of authors /29, 30, 34, 84 - §6] have examined the factors affecting the formation

of polyatomic ion interferences; these include: extraction geometry, operating parameters for









4.4.2

116

Table 4.1: Relevant data of arsenic and the internal standards investigated /50].

Atomic  Element Mass | Relative | Atomic mass First Second
no. no. | abundance | (gmol™) ionisation ionisation
potential potential
(eV) (eV)
17 Chlorine 35 75.53 35.453 13.02 23.80
37 24.47
18 Argon 36 0.337 39.948 15.76 27.63
38 0.063
40 69.600
21 Scandium = 45 100.0 44956 6.56 12.80
33 Arsenic 75 100.0 74.922 9.82 18.63
39 Yttrium 89 100.0 88.905 6.53 12.23
57 Lanthanum | 138 0.089 138.91 5.61 11.06
139 99911

A certified solution of As containing 1000 mg dm™ of the element in 2.5% HNO; was
employed for the preparation of the calibration and sample solutions (Spectrascan,
Teknolab A/S, Drobak, Norway). Certified solutions of Sc and Y each containing 1000 mg
dm™ of the element in 2.5% HCl were used (Spectrascan, Teknolab A/S, Drobak, Norway).
A certified solution of La containing 5000 mg dm> of the element in 2.5% HNO; was used
for the preparation of a stock solution (Spectrascan, Teknolab A/S, Drébak, Norway). A
stock solution of La containing 1000 mg dm™ of the element in 2.5% HNO; was prepared.
High purity hydrochloric acid (> 32%) and nitric acid (> 65%) (Fluka) were used for the
preparation of acidic solutions. High purity water with resistivity 18.2 MQ cm (Millipore
Corporaii‘on, United States of America) was used for dilutions.

All solutions were prepared in pre-conditioned plastic laboratory ware. A-grade pipettes and
volume adjustable pipettes were used for the transfer of solutions.  All solutions were
transferred to clean PTFE holders which were placed on the sample rack of the autosampler
of the instrument.

Optimisation of the instrument ,
The instrument was optimised as described in chapter 2. A warm-up time of three hours
was allowed before any analyses were performed in order for instrumental conditions to
equilibrate.
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to be 1.010 g dm™ As. The results of the analysis as well as the time drift corrected values can

be seen in tables 4.6 to 4.8.

In all three cases the matrices containing only nitric acid resulted in acceptable values of
approximately 20 ug dm™, while the hydrochloric acid containing matrices resulted in

unacceptably high values.

Table 4.6: Results of quantitative determination of As using **Sc as internal standard. Results are also
shown for time drift corrected values. First order equation used: (y = 0.0138x + 19.097) and second

order equation used: (y = -0.0001x* + 0.0489x + 17.255)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) | first order drift | second order drift
(minutes) curve curve

(ug dm”) (ug dm?)
44.57|Drift control - 20 ug dm™ As -19.11 19.39 19.89
51.83]20 ug dm” As in 0.10% v/v 18.45 18.62 18.92
HNO,
59.10/20 ug dm™ As in 0.50% v/v 19.62 19.70 19.84
HNO,
66.42|120 ng dm? As in 1.00% v/v 19.34 19.33 19.31
HNO,
73.68(20 ug dm? As in 1.50% v/v 19.48 19.37 19.21
HNO,
80.95/20 g dm As in 2.00% v/v 19.10 18.90 18.62
HNO;
88.22|20 g dm™ As in 2.50% v/v 19.92 19.62 19.22
HNO,
142.48(20 ug dm™ As in 0.10% v/v 33.44 31.75 3033
HCI
149.82|120 ug dm™ As in 0.50% v/v 107.49 101.57 96.92
HC1
157.18|20 g dm™ As in 1.00% v/v 198.93 187.09 178.43
HCl
164.55/20 pg dm™ Asin 1.50% v/v 272.73 255.27 243 .46
HCI
171.92/20 ug dm™ As in 2.00% v/v 347.81 324.01 309.18
HCl
179.30|20 g dm? As in 2.50% v/v 414.84 384.62 367.39
HCl
188.58|Drift control - 20 ug dm™ As 23.59 21.75 20.81
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Time Sample name [As] Corrected with Corrected with
difference (vg dm™) | first order drift | second order drift
(minutes) curve curve

(ug dm) (ug dm™)

220.02|20 ug dm™ As in (0.10% v/v

HNO, + 0.10% v/v HCI) 36.71 33.17 32.15
227.40[20 ug dm™ As in (0.50% v/v

HNO,; + 0.50% v/v HCl) 123.26 110.87 107.92
234.78120 ng dm™ As in (1.00% v/v

HNO; + 1.00% v/v HCI) 221.72 198.53 194,17
244.08 | Drift control - 20 xg dm™ As 2147 19.12 18.82
296.78| Drift control - 20 ug dm™ As 22.91 19.76 20.51

Table 4.7: Results of quantitative determination of As using *Y as internal standard. Results are also

shown for time drift corrected values. First order equation used: (y = 0.0223x + 18.810) and second

order equation used: (y = -0.0001x? + 0.0679%x + 16.414)

Time Sample name [As] Corrected with Corrected with
difference (ug dm?) | first order drift | second order drift
(minutes) curve curve

(ug dm’) (ug dm”)
44 57| Drift control - 20 ug dm™ As 19.07 19.26 19.90
51.83/20 ng dm™ As in 0.10% v/v 18.64 18.67 19.06
HNO;
59.10 20 pg dm™ As in 0.50% v/v 20.03 19.91 20.09
HNO,
66.42120 ug dm™ As in 1.00% v/v 19.37 19.09 19.07
HNO,
73.68|20 ug dm™ As in 1.50% v/v 19.75 19.31 19.11
HNO;
80.95|20 ug dm™ As in 2.00% v/v 19.15 18.57 18.23
HNO,
88.22|20 ug dm” As in 2.50% v/v 19.92 19.18 18.69
HNO;
142.48/20 g dm? As in 0.10% v/v 35.79 32.55 30.76
HCI
149.82|20 ug dm? As in 0.50% v/v 120.47 108.78 102.68
HCI
157.18|20 ng dm™ As in 1.00% v/v 233.19 209.00 197.18
HCI
164.55|20 ng dm™ As in 1.50% v/v 322.11 286.59 270.42
HCl
171.92 20 ug dm™ As in 2.00% v/v 423.95 374.45 353.60
HCl
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Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve

(1g dm™) (ug dm*)

164.55|20 pg dm™ As in 1.50% v/v 360.85 306.70 287.48

HC1 '
171.92(20 g dm™ As in 2.00% v/v 481.37 405.44 380.38

HCI
179.30/20 g dm™ As in 2.50% v/v 599.61 500.48 470.32

HCl
188.58 | Drift control - 20 g dm™ As 26.70 22.04 20.77
220.02120 pg dm™ As in (0.10% v/v

HNO, + 0.10% v/v HCI) 43.98 3497 33.55
227.40|20 ug dm? As in (0.50% v/v ,

HNO, + 0.50% v/v HCl) 156.97 123.76 119.40
234.78|20 ng dm™ As in (1.00% v/v

HNO, + 1.00% v/v HCI) 297.13 232.30 225.54
244.08|Drift control - 20 ug dm™ As 24.94 19.30 18.90
296.78|Drift control - 20 ug dm™ As 26.73 19.51 20.47

% Ar. ¥Cl and *’Cl as internal standards

Correlation coefficients of 0.9999 were obtained when using the *Ar and *’Cl isotopes as
internal standards. In the case of **Cl the correlation coefficient was 1.0000. The detection
limits were calculated to be 1.062 ng dm™ As, 0.493 ng dm™ As and 1.057 ug dm™ As in the

cases of ¥Ar, 3Cl and *Cl. The results of the analysis can be seen in tables 4.9 to 4.11.

For *®Ar slightly lower values than 20 xg dm™ were obtained in the case of matrices only
containing various amounts of nitric acid, but after drift correction was applied acceptable
values wéfe obtained. In the case of **Cl, values of approximately 20 xg dm™ were obtained
for matrices containing only nitric acid, but after drift correction, values higher than 20 xg dm™
were mostly obtained. *Cl as internal standard yielded values of approximately 20 ng dm™ for

acidic matrices not containing hydrochloric acid.

In all the cases with all three the internal standards, unacceptable values were obtained when

hydrochloric acid was present in the matrix.








http:0.0003.x2



http:3xl0-5.x2

135

4.5.3  Effect of using molecular (mass 75 / mass 77) corrections in a 0.10% v/v HCI matrix on the
quantitative determination of arsenic
This factor depends upon the formation of the **Ar*°Cl and “Ar’’Cl molecular interferences at
masses 75 and 77. It is calculated by measuring the intensities at masses 75 and 77 for a blank
solution containing no arsenic or chlorine and for a solution containing a small amount of
chlorine but no arsenic. The ratio of the intensities at the two masses is then determined after
the blank values have been subtracted. It is then assumed that the formation of the dimers is
constant in the plasma and the intensity at mass 75 can subsequently be corrected for the

contribution by the “Ar**Cl dimer at mass 75.

The correction factor when a blank and a 0.10% v/v HCI solution were measured was 3.275.

(The theoretical ratio of the relative abundances of the *Cl to the *’Cl isotopes is 3.087.)

No internal standard

When only the correction factor of 3.275 was used with no internal standard the correlation
coefficient of the calibration curve was 1.0000 and the detection limit was 1.706 ng dm? As.

The results of the analysis can be seen in table 4.12.

The matrices containing only nitric acid and no hydrochloric acid yielded values of
approximately 20 ug dm”. Due to the applied correction the values obtained for the solutions
containing 0.10% v/v to 1.00% v/v HCl, (0.10% v/v HNO; + 0.10% v/v HCI) and (1.00% v/v
HNO; + 1.00% v/v HCI) were acceptable.

Table 4.12: ResUﬁs of quantitative determination of As using no internal standard and the molecular
correction factor (mass 75/ mass 77) at 0.10% v/v HCL. Results are also shown for time drift corrected
values. First order equation used: (y = 0.0081x + 20.274) and second order equation used:

(y=-1x10%% + 0.0125x + 20.039)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve

(ug dm”) (ug dm”)
44.57|Drift control - 20 ug dm? As 20.59 19.96 20.01
51.8320 ug dm™ As in 0.10% v/v 19.98 19.31 19.35
HNO,
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Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm”) (ug dm)
164.55120 pug dm™ As in 1.50% v/v 0.98 1.48 1.99
HCl
171.92120 ug dm™ As in 2.00% v/v 0.98 1.53 2.08
HCI
179.30(20 pg dm? As in 2.50% v/v 0.95 1.51 2.07
HCl
188.58|Drift control - 20 ug dm™ As 7.50 12.34 16.99
220.02{20 pg dm™ As in (0.10% v/v
HNO; + 0.10% v/v HCl) 2.95 5.45 7.28
227.40(20 pg dm™ As in (0.50% v/v
HNO; + 0.50% v/v HCD) 1.22 2.32 3.04
234.,78(20 ug dm As in (1.00% v/v
HNO; + 1.00% v/v HCI) 1.09 2.14 2.73
244.08 Drift control - 20 xg dm™ As 11.39 23.34 28.74
296.78|Drift control - 20 ug dm™ As 8.87 23.69 20.20

Table 4.18: Results of quantitative determination of As using *’Cl as internal standard and the molecular

correction factor (mass 75 / mass 77) at 0.10% v/v HCL. Results are also shown for time drift corrected

values. First order equation used: (y =-0.0108x + 19.876) and second order equation used:

(v = 7x107°x* - 0.0344x + 21.114)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm?) (ug dm")
44 .57 |Drift control - 20 ug dm? As 19.78 20.40 20.06
51.83|20 g dm™ As in 0.10% v/v 19.20 19.88 19.68
HNO,
59.10120 ug dm™ As in 0.50% v/v 19.87 20.66 20.56
HNO,
66.42(20 ng dm™ As in 1.00% v/v 19.83 20.70 20.72
HNO,
73.68120 ug dm™ As in 1.50% v/v 19.24 20.17 20.29
HNO,
80.95(20 pg dm™ As in 2.00% v/v 18.61 19.59 19.81
HNO;,
88.22(20 ng dm™ As in 2.50% v/v 19.26 20.35 20.68
HNO,
142.48/20 ng dm™ As in 0.10% v/v 14.32 15.62 16.25
HCl
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Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm’) (ug dm”)
149.82|20 ug dm™ As in 0.50% v/v 6.93 7.60 7.91
HCI
157.18|20 ug dm™ As in 1.00% v/v 4.39 4.83 5.03
HCl
164.55120 ug dm™ As in 1.50% v/v 1.99 2.20 2.30
HCI
171.92\120 pg dm™ As in 2.00% v/v 2.30 2.55 2.66
HCl
179.30/20 ug dm? As in 2.50% v/v 1.28 1.43 1.49
HCl
188.58|Drift control - 20 ug dm™ As 16.69 18.71 19.50
220.02/20 g dm” As in (0.10% v/v
HNO, + 0.10% v/v HC1) 13.55 15.48 16.00
227.40120 ug dm™ As in (0.50% v/v
HNO, + 0.50% v/v HCI) 6.02 6.91 7.12
234.78|20 wg dm™ As in (1.00% v/v
HNO, + 1.00% v/v HC]) 4.51 5.20 5.34
244.08 Drift control - 20 xg dm™ As 17.71 20.54 20.97
296.78|Drift control - 20 ug dm™ As 16.93 20.31 19.83

4.5.4 Effect of using molecular (mass 75 / mass 77) corrections in a 0.50% v/v HCI matrix on the

quantitative determination of arsenic

No internal standard

Correction factor 0f 3.202 was calculated after measuring a blank and a 0.50% v/v HCl solution.

When not using an internal standard a correlation coefficient of 1.0000 was calculated with a

detection limit of 1.687 ug dm™ As. The results are in table 4.19.

The time drift corrected values obtained for the samples containing only nitric acid as matrix

yielded acceptable values of approximately 20 ug dm™ As. Acceptable values were obtained

for samples containing 0.10% v/v HCl and 0.50% v/v HCl.
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Table 4.19: Results of quantitative determination of As using no internal standard and the molecular
correction factor (mass 75 / mass 77) at 0.50% v/v HCL. Results are also shown for time drift corrected

values. First order equation used: (y = 0.0087x +20.256) and second order equation used:

(y=-2x10"%* + 0.0142x + 19.965)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(g dm™) (g dm)
44.57|Drift control - 20 g dm™ As 20.58 19.94 20.02
51.83120 ug dm™ As in 0.10% v/v 19.98 19.30 19.35
HNO,
59.10{20 ug dm> As in 0.50% v/v 21.11 20.33 20.36
HNO; '
66.42|20 ug dm™ As in 1.00% v/v 21.43 20.57 20.58
HNO,
73.68 20 g dm™ As in 1.50% v/v 21.02 20.12 20.11
HNO,
80.95120 ug dm” As in 2.00% v/v 20.43 19.50 19.48
HNO,
88.22|20 pg dm™ As in 2.50% v/v 21.22 20.18 20.15
HNO;
1424820 g dm? As in 0.10% v/v 20.64 19.21 19.13
HCI ‘
149.82/20 ug dm™ As in 0.50% v/v 20.64 19.15 19.08
HCl
157.18|20 ug dm™ As in 1.00% v/v 23.07 21.34 21.26
HCI
164.55120 ug dm™ As in 1.50% v/v 17.57 16.20 16.15
HCl
171.92/20 pg dm™ As in 2.00% v/v 24.65 22.67 22.60
HCl
179.30|120 ug dm™ As in 2.50% v/v 20.47 18.77 18.73
HCl
188.58 | Drift control - 20 ug dm™ As 21.92 20.02 19.99
220.02|20 pg dm™ As in (0.10% v/v
HNO; + 0.10% v/v HCI) 20.54 18.53 18.57
227.40|20 ug dm™ As in (0.50% v/v
HNO; + 0.50% v/v HCI) 19.77 17.78 17.84
234.78/20 nug dm™ As in (1.00% v/v
HNO, + 1.00% v/v HCI) 24.90 22.34 22.44
244.08|Drift control - 20 wg dm™ As 22.60 20.20 20.33
296.78|Drift control - 20 g dm™ As 22.62 19.81 20.18
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Table 4.25: Results of quantitative determination of As using *’Cl as internal standard and the molecular
correction factor (mass 75 / mass 77) at 0.50% v/v HCL. Results are also shown for time drift corrected

values. First order equation used: (y = -0.0105x + 19.856) and second order equation used:

(v = Tx10%:2 - 0.0332x + 21.053)

Time Sample name [As] Corrected with Corrected with
difference (ug dm?) first order second order drift
(minutes) drift curve curve

(ug dm™) (ug dm™)
44.57|Drift control - 20 ug dm™ As 19.77 20.39 20.05
51.83120 g dm™ As in 0.10% v/v 19.19 19.87 19.66
HNO,
59.10120 ug dm™ As in 0.50% v/v 19.85 20.64 20.53
HNO, ‘
66.42120 g dm™ As in 1.00% v/v 19.81 20.68 20.68
HNO;
73.68120 ug dm? As in 1.50% v/v 19.23 20.15 20.25
HNO,
80.95|20 ug dm™ As in 2.00% v/v 18.59 19.56 19.75
HNO;
88.22120 ug dm? As in 2.50% v/v 19.24 20.33 20.61
HNO,
142.48\20 g dm? As in 0.10% v/v 14.61 15.91 16.47
HCl
149.82|20 ug dm™ As in 0.50% v/v 7.78 8.51 8.81
HCl
157.18]20 ug dm? As in 1.00% v/v 5.41 5.95 6.16
HCI
164.55|120 nug dm™ As in 1.50% v/v 3.07 3.39 3.52
HCI
171.92|20 pg dm™ As in 2.00% v/v 3.41 3.77 391
HCl
179.30120 g dm? As in 2.50% v/v 2.38 2.65 2.75
HCl
188.58|Drift control - 20 xg dm? As 16.79 18.78 19.43
220.02{20 ug dm? As in (0.10% v/v
HNO; + 0.10% v/v HCI) 13.90 15.84 16.22
227.40120 ug dm? As in (0.50% v/iv
HNO, + 0.50% v/v HCI) 7.01 8.03 8.19
234.78|20 ng dm™ As in (1.00% v/v
HNO; + 1.00% v/v HCl) 5.66 6.51 6.61
244 .08 | Drift control - 20 g dm? As 17.76 20.54 20.75
296.78 | Drift control - 20 ug dm? As 17.02 20.33 19.60
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4.5.5  Effect of using molecular (mass 75 / mass 77) corrections in a 1.00% v/v HCI matrix on the

quantitative determination of arsenic

No internal standard

A correction factor of 3.145 was obtained in the case of a matrix of 1.00% v/v HCL. A

calibration correlation coefficient of 1.0000 and a detection limit of 1.671 g dm™ As resulted.

The results of the analysis of the 20 xg dm™ As samples are tabulated in table 4.26.

Good results were obtained for matrices only containing 20 xg dm™® As and nitric acid.

Acceptable results were obtained for samples in the cases of hydrochloric acid matrices of low

concentration.

Table 4.26: Results of quantitative determination of As using no internal standard and the molecular

correction factor (mass 75 / mass 77) at 1.00% v/v HCL. Results are also shown for time drift corrected

values. First order equation used: (y = 0.0091x + 20.241) and second order equation used:

(y=-2x10"x* + 0.0155x + 19.906)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
{minutes) drift curve curve

(ug dm™) (ug dm™)
44 .57\ Drift control - 20 xg dm” As 20.57 19.93 20.01
51.83120 pg dm™ As in 0.10% v/v 19.97 19.29 19.34
HNO;
59.10|20 pg dm™ As in 0.50% v/v 21.10 20.31 20.34
HNO,
66.42|20 g dm™ As in 1.00% v/v 21.42 20.55 20.55
HNO;,
73.68/20 g dm™ As in 1.50% v/v 21.02 20.10 20.08
HNO;
80.95(20 pg dm™ As in 2.00% v/v 20.43 19.48 19.43
HNO,
88.22120 wg dm™ As in 2.50% v/v 21.21 20.16 20.09
HNO,
142.48(20 pg dm™ As in 0.10% v/v 20.99 19.49 19.34
HCl
149.82120 pg dm™ As in 0.50% v/v 22.55 20.88 20.71
HCI
157.1820 ng dm™ As in 1.00% v/v 26.88 24.81 24.61
HCl
164.55120 ug dm™ As in 1.50% v/v 23.13 21.28 21.11
HCl
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Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm”) (ug dm’)
171.92120 pg dm™ As in 2.00% v/v 31.92 29.28 29.05
HCl |
179.30120 ug dm™ As in 2.50% v/v 29.37 26.86 26.65
HCl
188.58 Drift control - 20 ng dm™ As 22.04 20.08 19.93
220.02120 pg dm™ As in (0.10% v/v
HNO, + 0.10% v/v HCl) 20.99 18.87 18.78
227.40/20 pg dm? As in (0.50% v/v
HNO, + 0.50% v/v HCl) 22.14 19.85 19.77
234.78{20 ug dm” As in ‘
(1.00% v/v HNO; + 1.00% v/v 29.27 26.16 26.09
HCI)
244.08|Drift control - 20 1g dm™ As 22.68 20.19 20.16
296.78|Drift control - 20 ug dm™ As 22.74 19.83 20.00

H9e ¥V and *La as internal standards

All the calibration curves yielded correlation coefficients of 1.0000 and detection limits of 1.724
wug dm™ As, 1.680 ug dm™ As and 1.673 ng dm™ As were calculated respectively for the three

internal standards. The results of the analyses are listed in tables 4.27 to 4.29.

In all three cases values of 20 «g dm™ As were obtained for samples containing only nitric acid
as matrix. When using any of these three elements as internal standards for arsenic analysis of
solutions containing hydrochloric acid in the matrix, the correction procedure proved to be

successful only when the hydrochloric acid is present at low concentrations.

Table 4.27: Results of quantitative determination of As using *Sc as internal standard and the
molecular correction factor (mass 75/ mass 77) at 1.00% v/v HCl. Results are also shown for time drift
corrected values. First order equation used: (y = -0.0052x + 19.883) and second order equation used:

(v =2x107x* - 0.0104x + 20.157)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(g dm™) (ug dm”)
44.57|Drift control - 20 g dm™ As 19.74 20.09 20.01
51.83120 pg dm™ As in 0.10% v/v 18.92 19.30 19.24
HNO,
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Time Sample name [As] Corrected with Corrected with
difference (ng dm?) first order second order drift
(minutes) drift curve curve
(ug dm) (ug dm)
59.10{20 ng dm™ Asin 0.50% v/v 20.22 20.65 20.62
HNO,
66.42|20 ug dm™ As in 1.00% v/v 20.07 20.54 20.52
HNO,
73.68(20 pg dm™ As in 1.50% v/v 19.81 20.32 20.32
HNO,
80.95/20 ug dm” As in 2.00% v/v 19.61 20.16 20.17
HNO,
88.22120 ug dm™ Asin 2.50% v/v 20.34 20.94 20.97
HNOQO,
142.48|20 ug dm™ Asin 0.10% v/v 17.87 18.67 18.73
HC1
149.82120 ug dm™ As in 0.50% v/v 19.24 20.15 20.21
HCl
157.18/20 ug dm™ As in 1.00% v/v 22.82 23.94 24.00
HCI
164.55/20 g dm™ As in 1.50% v/v 19.36 20.35 20.39
HCI
171.92120 pg dm™ As in 2.00% v/v 25.96 27.34 27.38
HCl
179.30|20 g dm™ As in 2.50% v/v 23.73 25.04 25.06
HCl
188.58|Drift control - 20 ug dm™ As 18.62 19.71 19.70
220.02|20 ug dm™ As in (0.10% v/v
HNO, + 0.10% v/v HC) 17.32 18.48 18.39
227.40120 pg dm™ As in (0.50% v/v
HNO,; + 0.50% v/v HCI) 18.12 19.38 19.25
234.78120 pug dm™ As in (1.00% v/v
HNO; + 1.00% v/v HCI) 24.32 26.06 25.84
244.08|Drift control - 20 ug dm™ As 18.78 20.18 19.97
296.78|Drift control - 20 ug dm™ As 18.39 20.06 19.53
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Table 4.29: Results of quantitative determination of As using 'La as internal standard and the
molecular correction factor (mass 75/ mass 77) at 1.00% v/v HCI. Results are also shown for time drift

corrected values. First order equation used: (y = 0.0057x + 19.600) and second order equation used:

(v = -2x10%% + 0.0138x + 19.175)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve

(ug dm”) (ug dm™)
44.57|Drift control - 20 g dm™ As 19.76 19.91 20.01
51.83120 ng dm” As in 0.10% v/v 19.64 19.74 19.80
HNO,
59.10|20 pg dm™ As in 0.50% v/v 20.71 20.77 20.79
HNO, ‘
66.4220 g dm> As in 1.00% v/v 20.18 20.20 20.17
HNO;
73.68|20 g dm™ As in 1.50% v/v 20.08 20.06 19.99
HNO,
80.95120 ug dm> As in 2.00% v/v 19.78 19.72 19.62
HNO,
88.22(20 pg dm” As in 2.50% v/v 20.51 2041 20.27
HNO,
142.48 20 pg dm™ As in 0.10% v/v 19.91 19.51 19.21
HCl
149.82'20 g dm™ As in 0.50% v/v 23.27 22.75 22.38
HCI
157.18/20 ;g dm™ As in 1.00% v/v 29.80 29.07 28.58
HCl
164.55/20 ug dm™ As in 1.50% v/v 25.49 24.82 24.39
HCl
171.92|120 g dm™ As in 2.00% v/v 35.74 34.74 34.11)
HCI
179.30(20 g dm™ As in 2.50% v/v 34.09 33.06 32.46
HCl
188.58|Drift control - 20 g dm> As 20.73 20.06 19.68
220.02/20 ug dm” As in (0.10% v/v
HNO; + 0.10% v/v HCI) 20.43 19.59 19.24
227.40120 g dm™ As in (0.50% v/v
HNO; + 0.50% v/v HCI) 22.92 21.94 21.54
234.78120 ug dm™ As in (1.00% v/v
HNO, + 1.00% v/v HCI) 32.40 30.95 30.40
244.08|Drift control - 20 ng dm” As 21.34 20.33 19.99
296.78 |Drift control - 20 g dm? As 21.01 19.73 19.53
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36 Ay 35C] and *’Cl as internal standards

Calibration curves constructed using these three internal standards yielded correlation

coefficients of 0.9998, 1.0000 and 0.9999 respectively. Detection limits were calculated to be
1.895 ug dm™ As, 1.162 1g dm™ As and 1.786 g dm™ As for the cases of *Ar, *Cl and *’C]

as internal standards. Results of analyses using these internal standards are listed in tables 4.30

t0 4.32.

Samples containing only nitric acid as matrix yielded good results in all three cases, but after

drift correction was applied results for **Cl as internal standard yielded too high values. Inthe

cases of samples containing hydrochloric acid in the matrix, **Cl and *’Cl as internal standards

yielded very poor results. However, in the case of **Ar acceptable results were obtained except

in the matrices: 2.00% v/v HCI and (1.00% v/v HNO; + 1.00% v/v HCI).

Table 4.30: Results of quantitative determination of As using **Ar as internal standard and the

molecular correction factor (mass 75 / mass 77) at 1.00% v/v HCI. Results are also shown for time drift

corrected values. First order equation used: (y =-0.0177x + 19.863) and second order equation used:

(y = 5x107%* - 0.0348x + 20.759)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm*) (ug dm”)
44.57|Drift control - 20 ug dm™ As 19.33 20.27 20.02
51.83120 ug dm™ As in 0.10% v/v 17.98 18.98 18.84
HNO;,
59.10120 ug dm™ As in 0.50% v/v 18.98 20.18 20.11
HNO,
66.42|120 g dm™ Asin 1.00% v/v 19.09 20.44 20.46
HNO,
73.68(20 pg dm™ Asin 1.50% v/v 18.56 20.00 20.10
HNO,
80.95120 g dm™ Asin 2.00% v/v 18.09 19.63 19.80
HNO,
88.22/120 ng dm™ As in 2.50% v/v 19.07 20.83 21.09
HNO,
1424820 g dm™ As in 0.10% v/v 15.82 18.24 18.81
HCI
149.82120 wg dm™ As in 0.50% v/v 16.10 18.70 19.31
HCl
157.18{20 wg dm™ As in 1.00% v/v 17.81 20.85 21.55
HCI
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Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm’) (ug dm*)
164.55|20 g dm” As in 1.50% v/v 14.52 17.13 17.72
HCI
171.92120 pg dm™ As in 2.00% v/v 19.48 23.16 23.96
HCI
17930120 ug dm™ As in 2.50% v/v 16.65 19.95 20.65
HCl
188.58|Drift control - 20 ug dm™ As 15.91 19.26 19.92
220.02120 ng dm™ As in (0.10% v/v
HNO,; + 0.10% v/v HCI) 14.54 18.21 18.73
227.4020 pg dm™ As in (0.50% v/v
HNO; + 0.50% v/v HCI) 14.37 18.14 18.62
234.78(20 ng dm” As in (1.00% v/v
HNO,; + 1.00% v/v HCl) 18.50 23.56 24.11
244.08|Drift control - 20 pg dm™ As 15.56 20.03 20.42
296.78|Drift control - 20 ng dm™ As 14.93 20.44 20.13

Table 4.31: Results of quantitative determination of As using **Cl as internal standard and the molecular

correction factor (mass 75 / mass 77) at 1.00% v/v HC1. Results are also shown for time drift corrected

values. First order equation used: (y = -0.0431x + 20.287) and second order equation used:

(y = 0.0003x* - 0.1461x + 25.703)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm”) (ug dm™)
44 .57 |Drift control - 20 g dm™ As 20.03 21.81 20.25
51.83120 ug dm> As in 0.10% v/v 19.45 21.55 20.54
HNO;
59.10/20 g dm™ As in 0.50% v/v 20.31 22.89 2242
HNO,
66.42|20 ug dm™ As in 1.00% v/v 20.19 23.18 2331
HNO,
73.68 20 g dm” As in 1.50% v/v 20.21 23.62 24.39
HNO,
80.95120 g dm™ As in 2.00% v/v 19.72 2348 24.90
HNO,
88.22120 ug dm™ As in 2.50% v/v 2041 24.76 26.95
HNO,
142.48)20 pug dm™ As in 0.10% v/v 2.96 4.19 5.40
HCI
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8¢, ¥Y and *°La as internal standards

In all these three cases correlation coefficients of 1.0000 were obtained for the calibration
curves. Detection limits of 1.750 ug dm™ As, 1.708 ug dm™ As and 1.701 ug dm™ As were
calculated respectively. The results of the analyses when using the blank correction factor of
a 1.50% v/v HCl solution together with **Sc, ¥Y and "*°La as internal standards can be seen in

tables 4.34 10 4.36.

Using any of the three isotopes as internal standards values of approximately 20 ug dm™ were
obtained when the matrices of the samples comprised of only nitric acid. In some cases where
the sample matrix contained hydrochloric acid the correction procedure proved to be successful
for all three isotopes as internal standards, especially when the concentration of the hydrochloric

acid was low,

Table 4.34: Results of quantitative determination of As using **Sc as internal standard and the
molecular correction factor (mass 75/ mass 77) at 1.50% v/v HCL. Results are also shown for time drift
corrected values. First order equation used: {y =-0.0057x + 19.906) and second order equation used:

(y = 2x10°x* - 0.0122x + 20.245)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm™) (ug dm™)
44,57 Drift control - 20 ug dm™ As  |19.76 20.11 20.02
51.8320 ugdm> Asin0.10% v/v  |18.94 19.31 19.26
HNO,
59.10/20 ug dm? As in 0.50% v/v  20.23 20.68 20.65
HNO,
66.42|20 ug dm™ As in 1.00% v/v  |20.09 20.58 20.58
HNO, '
73.68(20 wg dm™ As in 1.50% v/v  |19.82 2034 20.38
HNO,
80.95(20 g dm™ As in 2.00% v/v  |19.63 20.19 20.25
HNO,
88.22|20 ug dm™ As in 2.50% v/v  |20.35 20.98 21.06
HNO,
142.48120 ug dm™ As in 0.10% v/iv  |17.40 18.23 18.40
HCI
149.82{20 ug dm” As in 0.50% v/v  |16.58 17.40 17.57
HCI
157.18{20 g dm™ As in 1.00% v/v  |17.50 18.41 18.60
HCl
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Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm™) (ug dm*)
164.55/20 g dm™ Asin 1.50% v/v  |11.71 12.34 12.47
HCI
171.92|20 ug dm™ As in 2.00% v/v  |16.23 17.15 17.33
HCI
179.30{20 g dm™ As in 2.50% v/v  |11.91 12.62 12.74
HCI
188.58|Drift control - 20 g dm™ As  [18.47 19.62 19.81
220.02|20 pg dm? As in (0.10% v/v
HNO, + 0.10% v/v HCI) 16.73 17.94 18.06
227.4020 g dm™ As in (0.50% v/v
HNO, + 0.50% v/v HCl) 14.95 16.06 16.16
234.78120 ug dm™ As in (1.00% v/v
HNO, + 1.00% v/v HCD) 18.35 19.77 19.86
244.08|Drift control - 20 ug dm> As  [18.70 20.20 20.26
296.78|Drift control - 20 g dm? As  |18.26 20.05 19.86

Table 4.35: Results of quantitative determination of As using *'Y as internal standard and the molecular

correction factor (mass 75 / mass 77) at 1.50% v/v HCI. Results are also shown for time drift corrected

values. First order equation used: (y = 0.0003x + 19.677) and second order equation used:

(y = -4x10°%* + 0.0017x + 19.605)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve

(ug dm”) (ug dm”)
44.57|Drift control - 20 wg dm™ As 19.71 20.02 20.03
51.83120'ug dm™ As in 0.10% v/v 19.08 19.46 19.39
HNO,
59.10/20 ug dm™ As in 0.50% v/v 20.57 21.02 20.89
HNO,
66.42|20 ug dm™ As in 1.00% v/v 20.09 20.58 20.40
HNO,
73.68/20 ng dm™ As in 1.50% v/v 20.03 20.56 20.33
HNO,
80.95/20 g dm™ As in 2.00% v/v 19.65 20.21 19.93
HNO,
88.22/20 ug dm™ As in 2.50% v/v 20.33 20.95 20.61
HNO,
14248120 pg dm™ As in 0.10% v/v 18.49 19.37 18.71
HCl
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Time Sample name [As] Corrected with Corrected with
difference (vg dm™) first order second order drift
(minutes) drift curve curve
(ug dm) (ug dm)
149.82|20 g dm™ As in 0.50% v/v 18.49 19.41 18.70
HC1
157.18120 ug dm™ As in 1.00% v/v 20.40 21.46 20.63
HCl1
164.55120 pg dm™ As in 1.50% v/v 13.73 14.47 13.88
HC1
171.92|20 g dm™ As in 2.00% v/v 19.65 20.77 19.87
HClI ,
179.30/20 pg dm™ As in 2.50% v/v 14.52 15.38 14.68
HCI
188.58|Drift control - 20 pg dm™ As 19.45 20.66 19.67
220.02|20 pg dm™ As in (0.10% v/v
HNO; + 0.10% v/v HC) 18.54 19.88 18.74
227.40\20 pg dm™ As in (0.50% v/v
HNO, + 0.50% v/v HCI) 16.98 18.25 17.17
234.78|20 pg dm™ As in (1.00% v/v
HNO, + 1.00% v/v HCI) 21.42 23.07 21.65
24408 |Drift control - 20 ng dm? As 2022 21.84 20.44
296.78|Drift control - 20 pg dm™ As 19.54 21.45 19.78

Table 4.36: Results of quantitative determination of As using '*La as internal standard and the

molecular correction factor (mass 75/ mass 77) at 1.50% v/v HCL. Results are also shown for time drift

corrected values. First order equation used: (y = 0.005x + 19.626) and second order equation used:

(y = -2x107x* + 0.0118x + 19.273)

HNO,

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve

(ug dm”) (ug dm?)

44 .57 Drift control - 20 pg dm™ As 19.78 19.93 20.02

51.83120 ug dm™ As in 0.10% v/v 19.65 19.76 19.81
HNO,

59.10120 ug dm™ As in 0.50% v/v 20.72 20.81 20.83
HNO,

66.42|20 ug dm> As in 1.00% v/v 20.20 20.24 20.23
HNO,

73.68(20 peg dm™ As in 1.50% v/v 20.08 20.09 20.05
HNO;,

80.95|20 ng dm™ As in 2.00% v/v 19.79 19.76 19.70
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Table 4.37: Results of quantitative determination of As using **Ar as internal standard and the
molecular correction factor (mass 75 / mass 77) at 1.50% v/v HCL. Results are also shown for time drift

corrected values. First order equation used: (y =-0.0181x + 19.889) and second order equation used:

(v = 6x107x* - 0.0363x + 20.843)

Time Sample name [As] Corrected with Corrected with
difference (g dm) first order second order drift
(minutes) drift curve curve
(g dm”) (ug dm)
44.57|Drift control - 20 g dm™ As 19.35 20.29 20.01
51.83|20 pg dm™ Asin 0.10% v/v 18.00 19.00 18.83
HNO,
59.10120 ug dm” As in 0.50% v/v 19.01 20.21 20.11
_ |HNO;, '
66.42|20 pg dm™ As in 1.00% v/v 19.13 20.47 20.46
HNO, ~ ;
73.68(20 pg dm™ Asin 1.50% v/v 18.58 20.03 20.09
HNO,
80.95120 ug dm™ As in 2.00% v/v 18.12 19.67 19.80
HNO,
88.22(20 ug dm? As in 2.50% v/v 19.09 20.87 21.08
HNO,
142.4820 g dm™ As in 0.10% v/v 15.40 17.79 18.24]
HCI
149.82120 pg dm™ As in 0.50% v/v 13.79 16.06 16.47
HCI
157.18]20 ug dm™ As in 1.00% v/v 13.53 15.88 16.29
HCl
164.55120 ug dm” As in 1.50% v/v 8.56 10.13 10.38
HCl
171.92|20 ug dm? As in 2.00% v/v 11.98 14.28 14.63
HCl
179.30{20 pg dm™ As in 2.50% v/v 8.10 9.73 9.96
HCI
188.58|Drift control - 20 xg dm™ As 15.80 19.18 19.59
220.02|20 pg dm™ As in (0.10% v/v
HNO; + 0.10% v/v HCI) 14.05 17.66 17.82
227.4020 pug dm™ As in (0.50% v/v
HNOG; + 0.50% v/v HCI) 11.76 14.92 14.99
234.78120 ng dm” As in (1.00% v/v
HNO; + 1.00% v/v HCI) 13.84 17.70 17.71
244.08|Drift control - 20 ug dm™ As 15.52 20.06 19.95
296.78|Drift control - 20 g dm™ As 14.84 20.44 19.33
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Table 4.38: Results of quantitative determination of As using **Cl as internal standard and the molecular
correction factor (mass 75 / mass 77) at 1.50% v/v HCL. Results are also shown for time drift corrected

values. First order equation used: (y = -0.0431x + 20.299) and second order equation used:

(y=0.0003x - 0.1461x +25.712)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve

(ug dm’) (ug dm™)
44.57\Drift control - 20 ng dm? As 20.04 21.81 20.24
51.83(20 g dm™ As in 0.10% v/v 19.45 21.53 20.53
HNO;
59.10/20 ng dm™ As in 0.50% v/v 20,31 22.89 22.42
HNO, ’
66.42120 pug dm™ As in 1.00% v/v 20.20 23.17 23.31
HNO,
73.68|20 wg dm™ As in 1.50% v/v 20.20 23.60 24.38
HNO,
80.95|20 ug dm™ As in 2.00% v/v 19.73 23.47 24.89
HNO,
88.22120 g dm™ As in 2.50% v/v 20.4] 24.75 26.93
HNO,
142.48/20 ug dm™ As in 0.10% v/v 2.99 4722 5.44
HCl
149.82|20 pg dm™ As in 0.50% v/v 1.25 1.81 2.37
HCl
157.18|20 ug dm™ As in 1.00% v/v 1.07 1.58 2.11
HCI
164.55(20 g dm™ As in 1.50% v/v 0.96 1.46 1.96
HCI
171.92120 pg dm™ As in 2.00% v/v 0.97 1.50 2.05
HCl
179.30120 pg dm™ As in 2.50% v/v 0.93 1.48 2.03
HCl
188.58|Drift control - 20 ng dm> As 7.50 12.32 16.99
220.02/20 ng dm™ As in (0.10% v/v
HNO, + 0.10% v/v HCI) 2.94 5.44 7.27
227.40120 g dm™ As in (0.50% v/v
HNO; + 0.50% v/v HCI) 1.21 2.30 3.02
234.78(20 g dm™ As in (1.00% v/v
HNO, + 1.00% v/v HCI) 1.07 2.11 2.71
244.08|Drift control - 20 g dm™ As 11.39 23.30 28.76
296.78|Drift control - 20 ng dm™ As 8.87 23.63 20.22







169

4.5.7  Effect of using molecular (mass 75 / mass 77) corrections in a 2.00% v/v HCI matrix on the

quantitative determination of arsenic

No internal standard

In this section the calculated correction factor of 3.199 for a solution of 2.00% v/v HCl was
applied. In the case of no internal standard a correlation coefficient of 1.0000 was obtained for
the calibration curve and the detection limit was calculated to be 1.686 pg dm™ As. Table 4.40

show the values obtained after quantitative analyses.

From the table it can be seen that values of approximately 20 ;g dm™ were obtained when the
sample matrix consisted of only nitric acid. Although this correction procedure proved to yield
correct values of near to 20 g dm™ in some of the cases where hydrochloric acid was present
in the matrix, it did not prove to be successful for the matrices of 1.00% v/v to 2.00% v/v HCI

and (1.00% v/v HNO, + 1.00% v/v HCI).

Table 4.40: Results of quantitative determination of As using no internal standard and the molecular

correction factor (mass 75 / mass 77) at 2.00% v/v HCIL. Results are also shown for time drift corrected

values. First order equation used: (y = 0.0087x + 20.255) and second order equation used:

(y =-2x10°%*+ 0.0143x + 19.962)

Time Sample name [As] Corrected with Corrected with
difference (g dm™) first order second order drift
(minutes) drift curve curve

(ug dm") (ug dm”)
44.57 Drift control - 20 ug dm™ As 20.58 19.94 20.02
51.83120 g dm™ As in 0.10% v/v 19.98 19.30 19.35
HNO,
59.10120 g dm™ As in 0.50% v/v 21.11 20.33 20.36
HNO,
66.42|20 pg dm? As in 1.00% v/v 2143 20.57 20.58
HNO,
73.68/20 ug dm™ As in 1.50% v/v 21.02 20.12 20.11
HNO,
80.95|120 pg dm” As in 2.00% v/v 2043 19.50 19.47
HNO,
88.22|20 ug dm™ As in 2.50% v/v 21.22 20.18 20.14
HNO,
142.48|20 ng dm” As in 0.10% v/v 20.67 19.23 19.14
HCI
149.82120 ng dm™ As in 0.50% v/v 20.77 19.27 19.18
HCI
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Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve

(ug dm™) (ug dm™)
157.18/20 g dm™ As in 1.00% v/v 23.32 21.57 21.47
HCI
164.55|20 ug dm™ As in 1.50% v/v 17.93 16.54 16.47
HCl
171.92120 ng dm™ As in 2.00% v/v 25.13 23.10 23.02
HCI
179.30(20 ug dm™ As in 2.50% v/v 21.06 19.30 19.24
HCI
188.58 | Drift control - 20 ug dm™ As 21.93 20.03 19.98
220.02120 pg dm” As in (0.10% v/v
HNO, + 0.10% v/v HCl) 20.57 18.56 18.58
227.4020 g dm” As in (0.50% v/v
HNO, + 0.50% v/v HCI) 19.92 17.92 17.96
234.78/|20 g dm™ As in (1.00% v/v
HNO; + 1.00% v/v HCI) 25.19 22.59 22.67
244.08|Drift control - 20 ng dm™ As 22.61 20.21 20.31
296.78 | Drift control - 20 ug dm™ As 22.63 19.82 20.16

$S¢. ¥Y and *°La as internal standards

Calibration curves with these three isotopes as internal standards yielded correlation coefficients

of 1.0000 and detection limits of 1.738 pg dm™ As, 1.696 ng dm™ As and 1.688 ng dm™ As

respectively. The results of the quantitative analyses when using these internal standards are

shown in tables 4.41 to 4.43.

All three the intemnal standards proved to be successful when only nitric acid where present in

the matrix of the 20 pg dm” arsenic sample. With hydrochloric acid present in solution,

analyses with all three internal standards resulted in values slightly deviating from the true value

of 20 g dm™. "“’La as internal standard yielded good values especially at low concentrations

of hydrochloric acid.
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Table 4.41: Results of quantitative determination of As using **Sc as internal standard and the
molecular correction factor (mass 75/ mass 77) at 2.00% v/v HCI. Results are also shown for time drift

corrected values. First order equation used: (y = -0.0082x + 21.068) and second order equation used:

(v = 8x10%%2 - 0.0346x + 22.456)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm™) (g dm™)
44,57 Drift control - 20 g dm™ As 19.75 19.08 18.75
51.83]20 ug dm” Asin 0.10% v/v 18.93 18.34 18.13
HNO,
59.10/20 wg dm™ As in 0.50% v/v 20.23 19.65 19.55
HNO,
66.42120 ug dm> As in 1.00% v/v 20.08 19.57 19.58
HNO;
73.68120 ng dm™ As in 1.50% v/v 19.82 19.37 19.48
HNO;
80.95|20 g dm™? As in 2.00% v/v 19.62 19.23 19.45
HNO,
88.22120 ug dm” As in 2.50% v/v 20.35 20.00 20.32
HNO;
142.48 20 ng dm™ As in 0.10% v/v 17.61 17.70 18.39
HCl
149.82120 pg dm™ As in 0.50% v/v 17.74 17.88 18.60
HCl
157.18{20 pg dm™ As in 1.00% v/v 19.81 20.04 20.86
HCI
164.5520 ug dm™ As in 1.50% v/v 15.03 15.25 15.88
HCl
171.92{20 rg dm” As in 2.00% v/v 20.46 20.81 21.68
HCl
179.30(20 ug dm™ As in 2.50% v/v 17.05 17.40 18.11
HCI
188.58 | Drift control - 20 ug dm™ As 18.54 18.99 19.75
220.02|20 ng dm™ As in (0.10% v/v
HNO; + 0.10% v/v HCD) 16.99 17.63 18.15
227.40(20 ng dm™ As in (0.50% v/v
HNO; + 0.50% v/v HCI) 16.33 17.01 17.44
234.78/20 ng dm™ As in (1.00% v/v
HNO; + 1.00% v/v HCl) 20.94 21.88 22.35
244,08 Drift control - 20 xg dm? As 18.73 19.65 19.96
296.78|Drift control - 20 ug dm™ As 18.32 19.66 19.05
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3%Ar. 3Cl and *’Cl as internal standards

With *Ar, **Cl and *'Cl as internal standards correlation coefficients of 0.9998, 1.0000 and

0.9999 were obtained for the calibration curves. Detection limits were calculated to be 1.913

pg dm? As, 1.180 g dm™ As and 1.802 wg dm™ As respectively. Tables 4.44 to 4.46 show the

results of the quantitative analyses performed with these isotopes as internal standards.

Acceptable results were obtained when the sample did not contain hydrochloric acid, but for

33Cl drift correction resulted in too high values. The two chlorine isotopes as internal standards

did not result in acceptable values, **Ar as internal standard resulted in values slightly below

the correct value of 20 pg dm™.

Table 4.44: Results of quantitative determination of As using **Ar as internal standard and the

molecular correction factor (mass 75 / mass 77) at 2.00% v/v HCI. Results are also shown for time drift

corrected values. First order equation used: (y = -0.018x + 19.877) and second order equation used:

(v = 5x10°%%* - 0.0356x + 20.807)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve

(ug dm”) (ug dm?)
44.57|Drift control - 20 ug dm™ As 19.34 20.28 20.02
51.83|20 ug dm™ Asin 0.10% v/v 17.99 19.00 18.85
HNO,
59.10/20 pg dm” As in 0.50% v/v 19.00 20.20 20.13
HNO,
66.42[20 ng dm? As in 1.00% v/v 19.11 20.46 20.48
HNO;,
73.68|20 g dm™ As in 1.50% v/v 18.57 20.02 20.12
HNO,
80.95120 ug dm? As in 2.00% v/v 18.10 19.66 19.84
HNO,
88.22|20 wg dm™ As in 2.50% v/v 19.08 20.86 21.13
HNO,
142.48|20 pg dm As in 0.10% v/v 15.58 18.00 18.61
HCl
149.82/20 ug dm™ As in 0.50% v/v 14.79 17.22 17.83
HCl
137.18{20 ug dm™ As in 1.00% v/v 15.39 18.05 18.71
HCl
164.5520 pg dm? As in 1.50% v/v 11.15 13.19 13.68
HC1
171.92)20 ug dm™ As in 2.00% v/v 15.24 18.16 18.85
HCl
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Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm™) (ug dm™)
179.30/20 pg dm™ As in 2.50% viv 11.81 14.19 14.74
HCl
188.58|Drift control - 20 ug dm? As 15.85 19.23 19.97
220.02|20 g dm™ As in (0.10% v/v
HNO, + 0.10% v/v HCI) 14.26 17.92 18.53
227.40(20 pg dm™ As in (0.50% v/v ,
HNO, + 0.50% v/v HCI) 12.89 16.34 16.86
234.78/20 g dm™ As in (1.00% v/v
HNO, + 1.00% v/v HCI) 15.87 20.27 20.87
244.08|Drift control - 20 g dm™ As 15.54 20.07 20.58
296.78|Drift control - 20 ug dm™ As 14.88 20.47 20.32

Table 4.45: Results of quantitative determination of As using **Cl as internal standard and the molecular

correction factor (mass 75 / mass 77) at 2.00% v/v HCL. Results are also shown for time drift corrected

values. First order equation used: (y = -0.0431x +20.294) and second order equation used:

(y=0.0003x" - 0.1461x + 25.708)

Time Sample name [As] Corrected with Corrected with
difference (ug dm’) first order second order drift
(minutes) drift curve curve
(ug dm”) (ug dm™)
44.57 Drift control - 20 ug dm™ As 20.03 21.81 20.24
51.83120 ng dm™ As in 0.10% v/v 19.45 21.54 20.54
HNO;
59.10|Drift control - 20 1g dm™ As 20.31 22.89 - 2242
66.42120 g dm™ As in 0.10% v/v 20.20 23.17 23.31
HNO;,
73.68120 ng dm? As in 0.50% v/v 20.20 23.61 24.38
HNO,
80.95/20 ug dm™ Asin 2.00% v/v 19.72 23.47 24.89
HNO,
88.22120 g dm™ As in 2.50% v/v 20.41 24.75 26.94
HNO,
142.48120 ng dm? As in 0.10% v/v 2.98 4.20 5.42
HCI
149.82|20 pg dm™ As in 0.50% v/v 1.24 1.79 2.34
HCl
157.18/120 ug dm” As in 1.00% v/v 1.05 1.56 2.08
HCI
164.55|120 pg dm™ As in 1.50% v/v 0.94 1.43 1.93
HCl
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Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve

(g dm™) (ug dm™)

171.92{20 ng dm? As in 2.00% v/v 0.95 1.47 2.01

HCI
179.30|20 pg dm™ As in 2.50% v/v 0.91 1.45 1.99

HCl
188.58|Drift control - 20 g dm™ As 7.50 12.33 17.00
220.02|120 ug dm™> As in (0.10% v/v

HNO, + 0.10% v/v HCI) 2.94 5.44 7.27
227.40|20 pg dm™ As in (0.50% v/v

HNO, + 0.50% v/v HCI) 1.20 2.28 2.99
234.78|20 pug dm™ As in (1.00% v/v

HNO; + 1.00% v/v HCI) 1.06 2.09 2.67
244.08|Drift control - 20 ug dm™ As 11.40 23.33 28.79
296.78|Drift control - 20 ug dm™ As 8.88 23.66 2024

Table 4.46: Results of quantitative determination of As using *’Cl as internal standard and the molecular

correction factor (mass 75 / mass 77) at 2.00% v/v HCIL. Results are also shown for time drift corrected

values. First order equation used: (y = -0.0104x + 19.855) and second order equation used:

(y = 7x107% - 0.0332x + 21.050)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve

(ug dm”) (ug dm?)
44 .57|Drift control - 20 ug dm™ As 19.76 20.38 20.06
51.83120 ug dm™ As in 0.10% v/v 15.19 19.87 19.67
HNO,
59.10|120 pg dm™ As in 0.50% v/v 19.85 20.64 20.54
HNO,
66.42120 ug dm™ As in 1.00% v/v 19.81 20.67 20.69
HNO,
73.68/20 pg dm” As in 1.50% v/v 19.23 20.14 20.26
HNO,
80.95(20 g dm™ As in 2.00% v/v 18.59 19.56 19.76
HNO,
88.22120 ug dm? As in 2.50% v/v 19.24 20.32 20.62
HNO,
142.48|20 ug dm™ As in 0.10% v/v 14.62 15.92 16.49
HCl
149.82|20 ug dm™ As in 0.50% v/v 7.82 8.55 8.86
HCl
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Time Sample name [As] Corrected with Corrected with
difference {ug dm™) first order second order drift
(minutes) drift curve curve

(ug dm”) (ug dm™)

171.92120 g dm™ As in 2.00% v/iv 23.47 24.73 24.81

HCl |
179.30|20 ug dm™ As in 2.50% v/v 20.70 21.86 21.92

HCl
188.58|Drift control - 20 pg dm™ As 18.59 19.68 19.72
220.02120 pg dm™ Asin (0.10% v/v

HNO, + 0.10% v/v HCI) 17.17 18.34 18.29
227.40120 ug dm™ As in (0.50% v/v

HNO; + 0.50% v/v HCI) 17.31 18.53 18.46
234.78|20 pg dm™ As in (1.00% v/v ,

HNO, + 1.00% v/v HCl) 22.79 24.44 2431
244.08 | Drift control - 20 pg dm™ As 18.76 20.18 20.03
296.78|Drift control - 20 ug dm™ As 18.36 20.05 19.60

Table 4.49: Results of quantitative determination of As using **Y as internal standard and the molecular

correction factor (mass 75 / mass 77) at 2.50% v/v HCl. Results are also shown for time drift corrected

values. First order equation used: (y = 0.0008x + 19.658) and secord order equation used:

(y =-7x10% + 0.003 1x + 19.535)

HCI

Time Sample name [As] Corrected with Corrected with
difference (ug dm?) first order second order drift
(minutes) drift curve curve

(ug dm™) (ug dm?)
44.57|Drift control - 20 ug dm™ As 19.69 20.00 18.88
51.83/120 ug dm™ Asin 0.10% v/v 19.07 19.36 18.10
HNO,
59.10120 zg dm™ As in 0.50% v/v 20.56 20.87 19.31
HNO, '
66.42120 pg dm> As in 1.00% v/v 20.07 20.37 18.67
HNO, ,
73.68120 g dm™ Asin 1.50% v/v 20.02 20.31 18.44
~ |HNO,
80.9520 pg dm> As in 2.00% v/v 19.64 19.91 17.91
HNO,
88.22120 ng dm™ Asin 2.50% v/v 20.32 20.60 18.36
HNO,
142.48|20 pg dm™ As in 0.10% v/v 18.87 19.09 15.94
HCl
149.82120 g dm™ As in 0.50% v/v 20.71 20.95 17.34
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Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm?) (ug dm™)
157.18|20 ug dm™ As in 1.00% v/v 25.04 25.32 20.79
HCl
164.55|20 pg dm™ As in 1.50% v/iv 20.46 20.67 16.84
HCI
171.92|20 pug dm™ As in 2.00% v/v 28.48 28.77 23.24
HCl
179.3020 g dm™ As in 2.50% v/v 25.34 25.59 20.51
HCl
188.58 Drift control - 20 ug dm™ As 19.58 19.76 15.68
220.02|20 ng dm™ As in (0.10% v/v
HNQO, + 0.10% v/v HCI) 19.04 19.19 14.75
22740120 ug dm As in (0.50% v/v
HNO, + 0.50% v/v HCI) 19.69 19.84 15.13
234.78(20 ug dm™ As in (1.00% v/v
HNO, + 1.00% v/v HCI) 26.63 26.83 20.31
244 .08 |Drift control - 20 ug dm™ As 20.29 20.44 15.34
296.78 | Drift control - 20 ug dm? As 19.65 19.75 14.11

Table 4.50: Results of quantitative determination of As using '*’La as internal standard and the
molecular correction factor (mass 75/ mass 77) at 2.50% v/v HCI. Results are also shown for time drift

corrected values. First order equation used: (y = 0.0056x + 19.607) and second order equation used:

(y = -2x107°x% + 0.0133x + 19.200)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm”) (ug dm™)
44.57|Drift control - 20 ug dm™ As 19.77 19.91 20.01
51.83120 pg dm™ Asin 0.10% v/v 19.64 19.74 19.80
HNO,

59.10120 g dm™ As in 0.50% v/v 20.71 20.78 20.80
HNO,

66.42{20 g dm™ As in 1.00% v/v 20.18 20.20 20.19
HNO,

73.68(20 ng dm™ Asin 1.50% v/v 20.08 20.06 20.01
HNO,

80.95120 g dm? As in 2.00% v/v 19.78 19.72 19.64
HNO, »

88.22120 ng dm™ As in 2.50% v/v 20.52 20.41 20.29
HNO,










184

Table 4.52: Results of quantitative determination of As using *°Cl as internal standard and the molecular
correction factor (mass 75 / mass 77) at 2.50% v/v HCL. Results are also shown for time drift corrected

values. First order equation used: (y = -0.0431x + 20.290) and second order equation used:

(y = 0.0003x% - 0.1461x + 25.705)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve

(ug dm™) (ug dm)
44.57|Drift control - 20 ug dm> As 20.03 21.81 20.25
51.83120 ug dm” As in 0.10% v/v 19.45 21.54 20.54
HNO;
59.10/20 g dm™ As in 0.50% v/v 20.31 22.89 22.42
HNO, ‘
66.42|20 ug dm™ As in 1.00% v/v 20.19 23.18 23.31
HNO,
73.68/20 ug dm> As in 1.50% v/v 20.20 23.61 24.39
HNO,
80.95120 ng dm” As in 2.00% v/v 19.72 23.48 24.90
HNO,
88.22/20 pg dm™ As in 2.50% v/v 20.41 24.76 26.94
HNO,
142.48)20 pg dm™ As in 0.10% v/v 2.97 4.19 541
HCI
149.82120 ug dm™ As in 0.50% v/v 1.23 1.77 2.33
HCl
157.18 20 ug dm” As in 1.00% v/v 1.04 1.54 2.05
HCI
164.5520 ng dm™ As in 1.50% v/v 0.93 1.41 1.90
HCI
171.92 20 pg dm™ As in 2.00% v/v 0.94 1.45 1.98
HCl
179.30(20 pg dm? As in 2.50% v/v 0.90 1.43 1.96
HCl
188.58|Drift control - 20 ug dm™ As 7.50 12.33 17.00
220.02|20 ug dm™ As in (0.10% v/v
HNO; + 0.10% v/v HCI) 2.94 543 7.27
227.40120 ng dm™ As in (0.50% v/v
HNO, + 0.50% v/v HCI) 1.19 2.27 2.98
234.78120 pg dm™ As in (1.00% v/v
HNO, + 1.00% v/v HCI) 1.05 2.07 2.65
244.08 Drift control - 20 ug dm™ As 11.40 23.35 28.81
296.78|Drift control - 20 pg dm™ As 8.88 23.69 20.26
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Table 4.53: Results of quantitative determination of As using *’Cl as internal standard and the molecular
correction factor (mass 75 / mass 77) at 2.50% v/v HCL. Results are also shown for time drift corrected
values. First order equation used: (y =-0.0103x + 19.846) and second order equation used:

(v = 7x10°% - 0.0327x + 21.025)

Time Sample name [As] Corrected with Corrected with
difference | (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm”) (ug dm™)
44 .57|Drift control - 20 ug dm™ As 19.76 20.38 20.05
51.83|20 ug dm™ As in 0.10% v/v 19.19 19.87 19.66
HNO,
59.10|20 pg dm™ As in 0.50% v/v 19.84 20.63 20.53
HNO,
66.42|20 pug dm™ As in 1.00% v/v 19.80 20.67 20.67
HNO,
73.68|20 wg dm> As in 1.50% v/v 19.22 20.14 20.24
HNO,
80.95|120 ug dm As in 2.00% v/v 18.58 19.55 19.73
HNO,
88.22|20 ug dm™ As in 2.50% v/v 19.24 ‘ 20.31 20.59
HNO,
142.48120 ug dm™ As in 0.10% v/v 14.74 16.04 16.58
HCI
149.82|20 ug dm™ As in 0.50% v/v 8.16 8.92 - 923
HCl
157.18)20 ug dm? Asin 1.00% v/v 5.89 6.46 6.68
HCI ‘
164.55120 ug dm™ As in 1.50% v/v 3.57 3.93 4.07
HCI
171.92120 pg dm™ As in 2.00% v/v 392 4.34 4.49
HCl
179.30120 ug dm™ As in 2.50% v/v 2.89 3.21 3.32
HCI
188.58|Drift control - 20 g dm™ As 16.83 18.80 19.41
220.02|20 pg dm™ As in (0.10% v/v
HNO, + 0.10% v/v HCI) 14.06 16.00 16.34
227.40[20 pg dm™ As in (0.50% viv '
HNO;, + 0.50% v/v HCD) 7.47 8.54 8.68
234.78|20 ug dm™ As in (1.00% v/v
HNO, + 1.00% v/v HCI) 6.19 7.10 7.19
244.08 | Drift control - 20 ug dm™ As 17.79 20.52 20.66
296.78|Drift control - 20 g dm™ As 17.06 20.32 19.51
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Time Sample name [As] Corrected with Corrected with
difference (ug dm?) first order second order drift
(minutes) drift curve curve
(1g dm™) (ug dm”)
171.92120 ug dm? As in 2.00% v/v 26.26 24.13 24.04
HCI
179.30120 ng dm” As in 2.50% v/v 22.45 20.56 20.49
HCl
188.58/Drift control - 20 ug dm™ As 21.95 20.03 19.98
220.02|20 pg dm™ As in (0.10% v/v
HNO; + 0.10% v/v HCI) 20.64 18.61 18.62
227.40(20 ug dm? As in (0.50% v/v
HNO; + 0.50% v/v HCl) 20.29 18.24 18.27
234.78120 ug dm” As in (1.00% v/v
HNO; + 1.00% v/v HCI) 25.87 23.18 2325
244.08|Drift control - 20 g dm™ As 22.62 20.20 20.29
296.78|Drift control - 20 ng dm> As 22.65 19.81 20.14

Sc. ¥Y and 'La as internal standards

Calibration curves that were constructed with ©*Sc, ¥Y and **La as internal standards resulted
in correlation coefficients of 1.0000 and detection limits of 1.736 ug dm? As, 1.693 ng dm?
As and 1.686 ng dm™ As respectively. The results are listed in tables 4.55 to 4.57.

Values of approximately 20 ug dm™ arsenic were obtained in the case of samples with matrices
of only nitric acid. In the cases of all three the internal standards, acceptable results were

obtained when the hydrochloric acid in the sample solution was present at a low concentration.

Table 4.55: Results of quantitative determination of As using **Sc as internal standard and the
molecular correction factor (mass 75 / mass 77) at (0.10% v/v HNO; + 0.10% v/v HCI). Results are
also shown for time drift corrected values. First order equation used: (y = -0.0054x + 19.894) and

second order equation used: (y = 2x107x* - 0.0112x + 20.198)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) ‘ drift curve curve
(ug dm?) (ug dm”)
44.57|Drift control - 20 ug dm™ As 19.75 20.10 20.01
51.83|20 g dm™ As in 0.10% v/v 18.93 19.30 19.25
HNO,
59.10{20 g dm™ As in 0.50% v/v 20.22 20.66 20.63
HNO;
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Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm”) (ug dm™)
66.42|20 pug dm™ Asin 1.00% v/v 20.08 20.56 20.55
HNO,
73.68|20 ug dm™ Asin 1.50% v/v 19.82 20.33 20.34
HNO,
80.95'20 ug dm™ As in 2.00% v/v 19.62 20.17 20.21
HNO, ‘
88.22|20 pg dm™ As in 2.50% v/v 20.35 20.96 21.01
HNO,
142.48/20 ug dm? As in 0.10% v/v 17.65 18.46 18.57
HC1
149.82120 ug dm™ As in 0.50% v/v 17.99 18.85 18.97
HCI
157.18/20 ug dm™ As in 1.00% v/v 20.32 21.34 21.46
HCl
164.55(20 g dm™ Asin 1.50% v/v 15.76 16.58 16.68
HCl
171.92|20 ug dm™ As in 2.00% v/v 21.38 22.54 22.67
HCl
179.30|20 wg dm™ As in 2.50% v/v 18.16 19.20 19.29
, HCl
188.58|Drift control - 20 xg dm? As 18.55 19.66 19.74
220.02120 g dm? As in (0.10% v/v
HNO; + 0.10% v/v HCD 17.04 18.22 18.22
227.40|20 ug dm™ As in (0.50% viv
HNO, + 0.50% v/v HCI) 16.63 17.82 17.80
234.78(20 ug dm™ As in (1.00% v/v
HNO, + 1.00% v/v HCI) 21.51 23.09 23.04
244.08 | Drift control - 20 ug dm™ As 18.74 20.18 20.09
296.78|Drift control - 20 xg dm” As 18.33 20.04 19.67
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Table 4.57: Results of quantitative determination of As using La as internal standard and the

molecular correction factor (mass 75 / mass 77) at (0.10% v/v HNO; + 0.10% v/v HCI). Results are

also shown for time drift corrected values. First order equation used: (y = 0.0054x + 19.612) and

second order equation used: (y = -2x10”°x* + 0.0129x + 19.221)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm) (ug dm”)
44.57|Drift control - 20 ug dm™ As 19.77 19.92 20.02
51.83|20 ug dm Asin 0.10% v/v 19.64 19.75 19.80
HNO,
56.10/20 ng dm™ As in 0.50% v/v 20.72 20.79 20.81
HNO, '
66.42(20 pg dm> As in 1.00% v/v 20.19 20.22 20.20
HNO;
73.68120 pg dm? As in 1.50% v/v 20.08 20.07 20.02
HNO;
80.9520 ng dm™ As in 2.00% v/v 19.79 19.74 19.66
HNO;
88.22120 ng dm™ As in 2.50% v/v 20.52 20.43 20.31
HNO;, ,
142.48|20 g dm™ Asin 0.10% v/v 19.66 19.29 19.04
HClI
149.82(20 ng dm? As in 0.50% v/v 21.74 21.29 21.00
HCl
157.18/20 g dm™ As in 1.00% v/v 26.50 2591 25.54
HCI
164.5520 ug dm™ As in 1.50% v/v 20.72 20.21 19.92
HCl
171.92)20 ug dm™ As in 2.00% v/v 29.40 28.63 28.20
HCl
179.30(20 ug dm? As in 2.50% v/v 26.04 25.31 24.93
HCl
188.58|Drift control - 20 ug dm™ As 20.65 20.02 19.72
220.02/20 ug dm” As in (0.10% v/v '
HNO; + 0.10% v/v HCI) 20.10 19.32 19.06
227.4020 ug dm As in (0.50% v/v
HNO, + 0.50% v/v HC]) 21.01 20.17 19.90
234.78 20 ng dm™ As in (1.00% v/v
HNO, + 1.00% v/v HCI) 28.63 27.42 27.08
244.08 | Drift control - 20 ug dm™ As 21.29 20.34 20.11
296.78 |Drift control - 20 ug dm™ As 20.93 19.73 19.66
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Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve

(ug dm™) (ug dm?)
149.82|20 g dm™ As in 0.50% v/v 1.23 1.78 2.34
HCI
157.18|20 wg dm™ As in 1.00% v/v 1.05 1.55 2.07
HCI '
164.5520 ug dm™ As in 1.50% v/v 0.94 1.42 1.92
HCI
171.92[20 pg dm?® As in 2.00% v/v 0.95 1.47 2.00
HCI
179.30|20 g dm™ As in 2.50% v/v 0.91 1.44 1.98
HCl
188.58| Drift control - 20 g dm™ As 7.50 12.33 17.00
220.02|20 ug dm™ As in (0.10% v/v
HNO; + 0.10% v/v HC) 2.94 5.44 7.27
227.40|20 pg dm™ As in (0.50% v/v
HNO; + 0.50% v/v HCl) 1.20 2.28 2.99
234.78)20 ug dm” As in (1.00% v/v
HNO, + 1.00% v/v HCI) 1.06 2.08 2.67
244.08|Drift control - 20 ug dm™ As 11.40 23.33 28.79
296.78|Drift control - 20 ug dm™ As 8.88 23.67 20.24

Table 4.60: Results of quantitative determination of As using *’Cl as internal standard and the molecular
correction factor (mass 75 / mass 77) at (0.10% v/v HNO, + 0.10% v/v HCI). Results are also shown

for time drift corrected values. First order equation used: (y =-0.0104x + 19.852) and second order

equation used: (y = 7x107x? - 0.0330x + 21.043)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm”) (ug dm™)
44.57|Drift control - 20 pg dm™ As 19.76 21.49 20.05
51.83/20 ug dm™ As in 0.10% v/v 19.19 20.96 19.66
HNO,
59.10{20 wg dm™ As in 0.50% v/v 19.85 21.77 20.53
HNO,
66.4220 ug dm” As in 1.00% v/v 19.81 21.81 20.68
HNO,
73.68/20 g dm As in 1.50% viv 19.23 21.26 20.25
HNO,
80.95|20 pg dm™ As in 2.00% v/v 18.59 20.64 19.74
HNO,
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Time Sample name [As] Corrected with Corrected with
difference (ug dm™?) first order second order drift
(minutes) drift curve curve
(ug dm) (ug dm)
88.22|120 ug dm™ As in 2.50% v/v 19.24 21.46 20.60
HNO,
142.48|20 ng dm? As in 0.10% v/v 14.66 16.88 16.51
HCI
149.82|20 g dm™ As in 0.50% v/v 7.92 9.16 8.97
HCI
157.18/20 ug dm™ As in 1.00% v/v 5.59 6.50 6.36
HCl
164.55(20 ug dm™ As in 1.50% v/v 326 3.81 3.73
HCt
171.92{20 pg dm™ As in 2.00% v/v 3.60 4.22 4.13
HCI
179.30/120 ug dm™ As in 2.50% v/v 2.58 3.03 2.97
HCI
188.58|Drift control - 20 ug dm™ As 16.80 19.90 19.42
220.02|20 wg dm? As in (0.10% v/v
HNO, + 0.10% v/v HCI) 13.96 16.86 16.26
227.40(20 ug dm™ As in (0.50% v/v
HNO; + 0.50% v/v HCI) 7.19 8.72 8.38
234.78]20 g dm™ As in (1.00% viv
HNO, + 1.00% v/v HCl) 5.86 7.14 6.83
244.08 | Drift control - 20 ug dm™ As 17.77 21.79 20.71
296.78 | Drift control - 20 wg dm™ As 17.04 21.61 19.56

4.5.10 Effect of using molecular (mass 75 / mass 77) corrections in a (0.50% v/v HNO; + 0.50% v/v

HCl) matrix on the quantitative defermination of arsenic

No internal standard

A correction factor of 3.189 for the solution of (0.50% v/v HNO; + 0.50% v/v HCI) was

calculated and used in the processing of the results in this section. The constructed calibration

curve showed a correlation coefficient of 1.0000 and the detection limit was calculated to be

1.683 g dm™ As. The results of the quantitative analyses are shown in table 4.61.

Matrices of only nitric acid resulted in acceptable values of approximately 20 g dm™ arsenic.

With hydrochloric acid present at low concentration in solution the correction procedure proved

to yield acceptable results.
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5S¢ ¥Y and °La as internal standards

With “Sc, ¥Y and 'La as internal standards the calibration curves yielded correlation
coefficients of 1.0000 and detection limits were calculated at 1.736 ug dm™ As, 1.693 ug dm™
As and 1.686 ug dm™ As respectively. Tables 4.62 to 4.64 show the values obtained after

quantitative analyses.

Samples containing only nitric acid as matrix yielded values of approximately 20 ng dm for
all three internal standards. None of the three internal standards resulted in acceptable values

for all concentrations of hydrochloric acid present in solution.

Table 4.62: Results of quantitative determination of As using **Sc as internal standard and the
molecular correction factor (mass 75 / mass 77) at (0.50% v/v HNO; + 0.50% v/v HCl). Results are
also shown for time drift corrected values. First order equation used: (y = -0.0054x + 19.894) and

second order equation used: (y = 2x107x* - 0.0112x + 20.198)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift eurve curve
(ug dm™) (ug dm”)
44.57|Drift control - 20 ng dm™ As 19.75 20.10 20.01
51.83{20 pg dm™ As in 0.10% v/v 18.93 19.30 19.25
HNO,
59.10120 pg dm As in 0.50% v/v 20.22 20.66 20.63
’ HNO,
66.42120 g dm? As in 1.00% v/v 20.08 20.56 20.55
HNO,
73.68120 g dm™ As in 1.50% v/v 19.82 20.33 20.34
HNO,
80.95120 ng dm™ As in 2.00% v/v 19.62 20.17 20.21
HNO, A :
88.22|20 ug dm™ As in 2.50% v/v 20.35 20.96 21.01
HNO, A
142.48/20 pg dm™ As in 0.10% v/v 17.65 18.46 18.57
HCl '
149.82120 pg dm™ As in 0.50% v/v 18.00 18.86 18.98
HCl
157.18/20 ug dm™ As in 1.00% v/v 20.34 21.36 21.49
HCI
164.55!20 ug dm™ As in 1.50% v/v 15.79 16.61 - 16.71
HCl - A
171.92{20 ng dm™ As in 2.00% v/v 2142 22.58 22.71
HCl







198

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve

(ug dm?) (ug dm)

164.55 20 pg dm™ As in 1.50% v/v 18.55 18.77 18.70

HCl
171.92 20 ug dm> As in 2.00% v/v 25.97 26.28 26.18

HCI
179.30120 ug dm™ As in 2.50% v/v 22.27 22.53 22.44

HCl
188.58|Drift control - 20 ug dm™ As 19.54 19.76 19.69
220.02|20 ug dm? As in (0.10% v/v ,

HNO, + 0.10% v/v HCl) 18.90 19.09 19.03
227.40(20 g dm™ As in (0.50% v/v

HNO, + 0.50% v/v HCI) 18.92 19.11 19.05
234.78120 ng dm™ As in (1.00% viv

HNO, + 1.00% v/v HCI) 25.15 25.40 2533
244.08 |Drift control - 20 ug dm™ As 20.27 20.47 20.42
296.78 | Drift control - 20 xg dm™ As 19.62 19.77 19.79

Table 4.64: Results of quantitative determination of As using ‘”La as internal standard and the
molecular correction factor (mass 75 / mass 77) at (0.50% v/v HNO, + 0.50% v/v HC]). Results are

also shown for time drift corrected values. First order equation used: (y = 0.0054x + 19.612) and

second order equation used: (y = -2x10°%x* + 0.0129x + 19.221)

Time Sample name [As] Corrected with Corrected with
difference (ug dm?) first order second order drift
(minutes) drift curve curve

(ug dm™) (ug dm”)
44,57 Drift control - 20 ug dm™ As 19.77 19.92 20.02
51.83|20 wg dm? As in 0.10% v/v 19.64 19.75 19.80
HNO,
59.10{20 pg dm™ As in 0.50% v/v 20.72 20.79 20.81
HNO,
66.42120 ug dm™ As in 1.00% v/v 20.19 20.22 20.20
HNO,
73.68(20 ng dm™ As in 1.50% v/v 20.08 20.07 20.02
HNO,
80.95|20 ug dm? As in 2.00% v/v 19.79 19.74 19.66
HNO,
88.22120 ng dm? As in 2.50% v/v 20.52 20.43 20.31
HNO,
142.48|20 g dm™ As in 0.10% v/v 19.66 19.30 19.04
HCl
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Table 4.65: Results of quantitative determination of As using *Ar as internal standard and the

molecular correction factor (mass 75 / mass 77) at (0.50% v/iv HNO; + 0.50% v/v HCI). Results are

also shown for time drift corrected values. First order equation used: (y = -0.0179x + 19.875) and

second order equation used: (y = 5x107x* - 0.0355x + 20.798)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve

(ug dm?) (ug dm”)
44.57|Drift control - 20 pg dm™ As 19.34 20.28 20.03
51.83|20 ng dm? As in 0.10% v/v 17.99 18.99 18.85
HNO,
59.10/20 ug dm™ As in 0.50% v/v 19.00 20.19 20.13
HNO, :
66.42|20 ug dm™ As in 1.00% v/v 19.11 20.45 2048
HNO,
73.68|20 ng dm” As in 1.50% v/v 18.57 20.01 20.12
HNO,
80.95120 ug dm™ As in 2.00% v/v 18.10 19.65 19.83
HNO,
88.22|120 ng dm™ As in 2.50% v/v 19.08 20.85 21.13
HNO,
142.48]20 pg dm™ As in 0.10% v/v 15.62 18.04 18.65
HCl
149.82(20 ug dm™ As in 0.50% v/v 15.02 17.47 18.09
HCl
157.18{20 ng dm™ As in 1.00% v/v 15.81 18.53 19.22
HCI
164.55120 g dm? As in 1.50% v/v 11.74 13.87 14.39
HCl
171.92120 pg dm” As in 2.00% v/v 15.97 19.02 19.75
HCl
179.30120 ug dm™ As in 2.50% v/v 12.66 15.19 15.78
HCI
188.58| Drift control - 20 ug dm™ As 15.86 19.22 19.97
220.02{20 ug dm™ As in (0.10% v/v
HNO; + 0.10% v/v HCI) 14.31 17.96 18.57
227.40(20 wg dm? As in (0.50% v/v
HNO, + 0.50% v/v HCl) 13.15 16.64 17.18
234.78|20 pg dm™ As in (1.00% v/v
HNO, + 1.00% v/v HCI) 16.33 20.83 21.45
244.08 | Drift control -~ 20 ug dm™ As 15.54) 20.05 20.57
296.78|Drift control - 20 ug dm™ As 14.89 20.45 20.30
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4.5.11 Effect of using molecular (mass 75 / mass 77) corrections in a (1.00% v/v HNO; + 1.00% v/v
HCl) matrix on the quantitative determination of arsenic

No internal standard

A correction factor of 3.252 was calculated from analysis of a solution containing (1.00% v/v
HNO, + 1.00% v/v HC1). The calibration curve that was constructed resulted in a correlation
coefficient of 1.0000 and a detection limit of 1.700 ug dm™ As was calculated. Table 4.68

shows the results obtained.

With no hydrochloric acid present in solution, values of approximately 20 n.g dm™ arsenic were
obtained. With hydrochloric acid present in solution the values obtained showed to be slightly

less than 20 wg dm™.

Table 4.68: Results of quantitative determination of As using no internal standard and the molecular
correction factor {mass 75 / mass 77} at (1.00% v/v HNO; + 1.00% v/v HCI). Results are also shown
for time drift corrected values. First order equation used: (y = 0.0083x + 20.269) and second order

equation used: (y = -1x107x* + 0.0130x + 20.016)

Corrected with

Time Sample name [As] Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve

(ug dm?) (ug dm?)
44 .57\Drift control - 20 ug dm™ As 20.59 19.95 20.01
51.83/20 g dm? As in 0.10% v/v 19.98 19.31 19.34
HNO,
59.10{20 ug dm™ As in 0.50% v/v 21.12 20.35 20.36
HNO,
66.42,20 pg dm” As in 1.00% v/v 21.44 20.59 20.58
HNO,
73.68'20 ug dm? As in 1.50% v/v 21.02 20.14 20.10
HNO,
80.95 20 g dm™ As in 2.00% v/v 20.44 19.52 19.46
HNO,
88.22(20 ng dm™ As in 2.50% v/v 21.22 20.21 20.13
HNO,
142.48(20 g dm™” As in 0.10% v/v 20.34 18.97 18.78
HCI
149.82120 wg dm™ As in 0.50% v/v 19.00 17.66 17.48
HCl
157.18|20 ug dm™ As in 1.00% v/v 19.78 18.33 18.13
HCl
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Table 4.71: Results of quantitative determination of As using “La as internal standard and the

molecular correction factor (mass 75 / mass 77) at (1.00% v/v HNO; + 1.00% v/v HCI). Results are

also shown for time drift corrected values. First order equation used: (y = 0.0049x + 19.630) and

second order equation used: (y = -2x107x* + 0.0115x + 19.285)

Time Sample name [As] Corrected with Corrected with
difference (ug dm™) first order second order drift
(minutes) drift curve curve
(ug dm?) (ug dm™)
44.57\Drift control - 20 ng dm™ As 19.78 19.93 20.03
51.83120 ug dm” As in 0.10% v/v 19.65 19.76 19.82
HNO,
59.10120 ug dm™ As in 0.50% v/v 20.73 20.81 20.84
HNO,
66.42120 g dm? Asin 1.00% v/v 20.20 20.25 2024,
HNO,
73.68|20 wg dm™ As in 1.50% v/v 20.08 20.09 20.06
HNO,
80.95|20 ug dm? As in 2.00% v/v 19.80 19.77 19.71
HNO,
88.22120 g dm™ As in 2.50% v/v 20.53 20.46 20.38
HNO,
142.48/|20 pg dm™ As in 0.10% v/v 19.31 19.00 18.82
HCl
149.82120 g dm™ As in 0.50% v/v 19.61 19.26 19.08
HCI
157.18 20 ug dm™ As in 1.00% v/v 21.91 21.48 21.27
HClI
164.55120 pg dm” As in 1.50% v/v 14.06 13.76 13.63
HCl
171.92120 g dm™ As in 2.00% v/v 20.56 20.08 19.89
HCI
179.30(20 ng dm™ As in 2.50% v/v 14.82 1445 14.31
HCl
188.58 | Drift control - 20 g dm™ As 20.53 19.98 19.80
220.02|20 wg dm™ As in (0.10% v/v
- |HNO; + 0.10% v/v HCI) 19.63 18.96 18.83
20 pg dm™ As in (0.50% v/v
227.40/HNO; + 0.50% v/v HCI) 18.35 17.69 17.59
234.78120 ng dm” As in (1.00% v/v
HNO; + 1.00% v/v HCI) 23.38 22.50 22.39
244.08|Drift control - 20 g dm™ As 21.22 20.38 20.30
296.78|Drift control - 20 xg dm™ As 20.81 19.74 19.88
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The hydrochloric acid concentration in solution was varied from 0.10% v/v to 2.50% v/v. It
was shown that correction procedures are necessary when chlorine is present in the matrix and
arsenic has to be determined quantitatively. It was shown that the use of internal standards
could not compensate for the chlorine interference on mono-isotopic arsenic at mass 75, as the

values are not effected by only instrumental drift, but are the result of dimer formation.

Molecular correction factors were determined at different acid concentrations and the results
were adjusted accordingly. The effects of the internal standards together with these correction
factors on the arsenic determinations were also studied. Most of the correction factors
compensated for the effect of the dimer formation at mass 75 for hydrochloric acid
concentrations of less than 1.50% v/v. Under normal conditions the acid concentration of
samples prepared for ICP-MS analysis do not exceed 1.00% v/v. For such samples the
proposed dimer correction procedures together with instrumental drift monitoring proved to
result in acceptable results. For samples with a hydrochloric acid content of more than 1.00%
v/v the correction procedures do not compensate for the dimer formation adequately, effectively

resulting in unacceptable values.









215

temperature and its rate of increase must be optimised. On cooling the slag solidifies and is
separated from the lead button containing the platinum group elements and gold. Lead is
removed by oxidation, vaporised and absorbed into the cupel thus leaving the silver prill

containing the extracted platinum group elements and gold /97].

Flux reagents

The selection and proportions of flux components are the most important factors in effecting a
successful fusion. Hereby a summary of some of the chemical properties of the flux reagents
used in this study:

Sodium carbonate: Na,CO3

Sodium carbonate is a powerful basic flux and readily forms alkali silicates. In the presence of
air some sulphates are also formed and thus sodium carbonate may be considered an oxidising
and desulphurising reagent. Sulphates are produced more readily in the presence of an oxidising
reagent such as litharge:

FeS, + 7PbO + 2Na,CO3; — FeO + 7Pb + 2Na,SO4 + 2C0O,
Sodium carbonate melts at 850 °C and dissociates partially at 950 °C evolving carbon dioxide
and liberating some free alkali: |

NayCOs3 + NapSiO; = NaySiO4 + CO,
Silica: Si0;
Silica is a strongly acidic flux reagent. It combines with metallic oxides to form silicates that
are fundamental to most slags. Silica slags are classified according to the ratio of oxygen in the
base (metallic oxide) to the oxygen in the acid (silica). A metasilicate slag with aratio of 1:2 is
desirable because of its stability:

PbO + SiO; — PbSiOs

Borax (anhydrous sodium tetraborate): NayB4O;

Anhydrous borate melts at 741 °C to form a viscous slag but becomes fluid at elevated
temperatures. It is a strongly acidic reagent and readily dissolves almost all metallic oxides.
During fusion the dissolution by borax of metal oxides progresses through two stages: 1) the
borax melts to form a colourless transparent glass consisting of sodium metaborate and boric
anhydride:

Na;BsO7 — NaB,04 + BoOs
and 2) the boric anhydride then reacts with the metal oxide to form metal borate:

MO + B,03 = MB,04
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Borax also lowers the fusion temperatures of all slags appreciably. Excess borax is detrimental
to the fusion; preventing the formation of a homogenous slag and subsequent separation of the
lead button.
Litharge: PbO
Litharge is a readily fusible basic flux reagent. In addition, it acts as an oxidising and
desulphurising agent. It melts at 883 °C and together with the required addition of reductant
(maize meal), provides the metallic lead that collects the platinum group elements and gold.
Maize meal
Maize meal acts as a reducing agent. Maize meal, which is a source of carbon, reduces litharge
to metallic lead with the evolution of carbon monoxide or carbon dioxide:

At higher temperatures: PbO+C — Pb+CO

At lower temperatures: 2PbO+C — 2Pb+ CO,

Literature survey of the analysis of SARM 7

Juvonen, Kallio and Lakomaa /5 2] determined precious metals in rocks by ICP-MS using nickel
sulphide concentration with Te co-precipitation. They compared the results obtained with those
obtained with other pre-treatment methods, i.e. lead fire assay (with added AgNOs as carrier for
the platinum group elements and gold) and aqua regia leaching procedures.y The instrument was
optimised with a solution that was 10 ug dm” with respect to Mg, Rh, Pb in order to give a
compromise between high sensitivity and low oxide levels. Double charged ions and oxide
interferences were monitored with '°Ce*" and "*°CeO". The final solutions (standards and
samples) to be analysed by means of ICP-MS all contained approximately 3.6% (v/v) HNO; and
5.0% (v/v) HCL, as well as 50 ug dm” Tl as internal standard. They reported systematically low
results for gold, which is in accordance with other workers /98] who also extracted gold by
means of the nickel sulphide fire assay procedure. They also reported that the recoveries of Au,
Pd and Pt did not differ significantly for the lead and nickel sulphide fire assay procedures.
They concluded that 1) the best recoveries of Ir, Os, Rh and Ru may be obtained by means of
nickel sulphide fire assay, 2) the best recoveries of Au, Pt and Pd may be achieved with lead fire
assay and 3) Rh is best recovered by means of nickel sulphide fire assay with gold as collector.
Aqua regia leach procedures were only recommended for preliminary studies. Their results are

given in Table 5.2.
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Table 5.2: Results for the analysis of SARM 7 by means of aqua regia leach, lead fire assay and
nickel sulphide fire assay followed by ICP-MS.

Element | % Recovery by | % Recovery by % Recovery by
aqua regia leach | lead fire assay nickel sulphide fire assay
Au 72 85 84
Ir 33 4 106
Pd 89 97 100
Pt 42 97 102
Rh 89 18 100
Ru , 29 3 108

Sun, Jain, Zhou and Kerrich /99] analysed SARM 7 by means of nickel sulphide fire assay and
Te co-precipitation. Instead of crushing the nickel sulphide button followed by open beaker
dissolutions of the nickel sulphide button and the Te precipitate, they employed Teflon bombs
for the mentioned dissolutions. The ion lenses of the ICP-MS were optimised so that maximum
signals for Rh, Cs, Tm and Bi were obtained by using a solution that was 100 ug dm™ with
respect to these elements. The nebuliser gas flow rate was adjusted for maximum sensitivity
while keeping the ThO/Th ratio to 5%. The final sample solutions to be analysed by ICP-MS
contained approximately 5.0% (v/v) HNO; and 5.0% (v/v) HCI. The acid wash that was used to
rinse the system between samples contained approximately 7.1% (v/v) HNO; and 10% (v/v)

HCI. Their results are shown in Table 5.3.

Table 5.3: Results for the analysis of SARM 7 by means of open beaker and Teflon bomb
digestions of the nickel sulphide button followed by ICP-MS.

Element % Recovery by % Recovery by
open beaker digestion | Teflon bomb digestion
Au - 88
Ir 85 108
Pd 97 100
Pt 94 104
Rh 94 106
Ru 79 104
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Perry, Van Loon and Speller //00] used a dry-chlorination ICP-MS method to determine the
platinum group elements and gold in SARM 7. They perforrﬁed two point linear calibrations
and the method of standard additions was used for the ICP-MS work. The prepared standards
were carried in 1% (v/v) HNO;. They reported higher recoveries, better accuracy, better
precision and sensitivity for dry-chlorination than for nickel sulphide fire assay ICP-MS or lead

fire assay ETAAS. Their results may be seen in Table 5.4.

Table 5.4: Results for the analysis of SARM 7 by means of chlorination and nickel sulphide fire
assay followed by ICP-MS and lead fire assay followed by ETAAS. The last two methods were

performed by commercial laboratories.

Element | % Recovery by % Recovery by % Recovery by
chlorination nickel sulphide fire assay lead fire assay
ICP-MS ICP-MS ETAAS
Au 66 not available <65
Ir 105 43 not available
Pd 57 50 33
Pt 80 18 25
Rh 122 <79 not available
Ru 155 <44 not available

Chen, Fryer, Longerich and Jackson /701 analysed SARM 7 for the platinum group elements
and gold using ICP-MS after ion-exchange preconcentration. They employed ion-exchange in
order to separate the platinum group elements and gold from the transition elements since
serious interferences from transition element argide polyatomic ions together with matrix effects
from high total dissolved solids hamper the accurate determination of low concentrations of the
platinum group elements and gold by ICP-MS. The nebuliser gas flow was adjusted for
maximum sensitivity using a solution containing Rh, Bi and U so that UQ":U" < 0.25,
sensitivity for Rh was > 10% counts per second ©g” and sensitivity for Bi was > 0.5x 10 counts
per second g™, At maximum sensitivity polyatomic ion formation was higher than is normally
used for trace element analysis. The internal standard solution comprised of 4031 ng g Cd (for
Ru, Rh and Pd) and 2045 ng g Tl (for Ir, Pt and Au). The acid calibration blank solution
consisted of approximately 2% (v/v) HCl and the flush solution consisted of approximately 3%

(v/vy HCI and 2.8% (v/v) HNO3. Matrix effects and drift were corrected with the internal
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Experimental

Lead fire assay procedure

Samples with a high As and/or S content require roasting at 600-800°C to volatilise these
elements to prevent formation of a matte during fusion which would otherwise retain the
platinum group elements and gold /97/. Roasting of SARM 7 samples are not necessary
before the lead fire assay [52]. A flux similar to the one used by Hall and Pelchat /97 was
used to extract the platinum group elements and gold from SARM 7. The flux used in the
lead fire assay procedure (first assay laboratory) was composed of 105 g litharge, 45 ¢
sodium carbonate, 5 g borax, 10 g silica and 2.5 g maize meal. Silver was used as carrier for
the platinum group elements and gold in the form of approximately 1.0 ml of a 5 g dm”
AgNO; solution that was added to each crucible before fusion. The fusion time for the well-
mixed (25 g sample and flux) mixture was set at 60 minutes at approximately 1100°C. The
lead buttons were cupelled for 30 minutes at approximately 1000°C. The prills were

weighed and prepared for analysis by [CP-MS.

SARM 7 was also supplied to a commercial laboratory for lead fire assay analysis and three
prills were received from the commercial laboratory. The commercial laboratory also
employed a procedure whereby 25 g of sample is used as well as silver nitrate as carrier

solution.

Some fire assay laboratories consider a blank to be represented by carrying reagents only
through the procedures, i.e. flux only, while others would substitute “clean” silica for a
sample and estimate its variation in results in order to determine the method detection limit
[97]. In this investigation the blank comprised of reagents only, i.e. flux only. A blank was
produced by the first assay laboratory but no blank was received from the commercial

laboratory.

Table 5.10 shows some of the masses recorded during the procedure.
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Porin = [ACP-MS iy x df) / (mprin / Vprin)] (D)
where Ppin is the purity of the prill with respect to the Au content,
ICP-MSpiy s the result of the ICP-MS analysis of the prill with respect to

the Au content in yg dm”,

df is the dilution factor of the solution of the dissolved prill,
Mpriy is the mass of the prill in g and
Vit is the volume of the volumetric flask in which the solution was

made up to in drm’.

Au content in g kg™ = [(Porn X Myrn) / Mera] x 107 | (2
where My is the mass of the prill in g and
Mcrm is the mass of SARM 7 weighed for analysis in g.

Substituting (1) into (2):

Au content in ug kg = [({TCP-MS,in x df) / (0prin / Vorit)] X Mpein)) / Mega] x 10°
[([(ICP-M S x df) / (mipein / Vipein)] X Mpei/ 10%) / Megag] x 107
[([(ICP-MS iy x df) / (mipein / Vprin)] % mgein/ 10%) / Mgm] x 10°
[(ICP-MS,i x df x Vpein) / Mcgu] X 10°

i

ICP-MS: Instrument optimisation and method used

The instrument was optimised as set out in chapter 2. After the instrument was calibrated with
the prepared standards, the prepared samples were analysed and the 5.0 ug dm™ standard was to
monitor the drift of the instrument. The method used for analysis was as developed in chapter 3.
The most abundant isotopes of each element were measured: 7 Au, P, 19pq, 198pg, 194py

195p¢ 18RK, PRy, '“Ru and ''Ru.

Results and discussion

Results of the analysis of SARM 7

The number of samples analysed by ICP-MS was small, i.e. the drift control standard was only
analysed three times because of the short time period that was necessary to analyse the samples.
In order to assess whether it is necessary to apply drift correction to the results obtained, i.e.
whether instrument drift affected any of the isotopes analysed, the values obtained for the drift

control standards are analysed as shown in table 5.11. From table 5.11 it can be seen that drift
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correction must be applied to the following isotopes: 7 Au, 1%Pd and 1%8Pd. The results of the
quantitative determination of the platinum group elements and gold in SARM 7 for the samples.
1,2, 3,4, pl, p2 and p3 by means of lead fire assay followed by ICP-MS are shown in tables
5.12 and 5.13.

Table 5.11: Dataon the 5 ug dm™ drift control standard. Standard deviation is in brackets. In
the cases where the values of the drift control standard deviated significantly from a value of

approximately 5.0 it was decided to apply drift correction in the form of the use of internal

standards.

Isotope Average of the measurements of the drift control standard in z.g dm™
7 Au 6.15 (0.17)
DL 5.10 (0.09)
epq 6.98 (0.42)
108pqg 6.97 (0.51)
Popt 5.38 (0.33)
195pt 5.40 (0.28) -
"“Rh 5.45(021)
PRu 5.25 (0.09)
0Ru 5.35(0.16)
YRu 5.27 (0.28)

5.6.2 Recovery of Au
Higher recoveries are reported for samples 1, 2, 3 and 4 than for pl, p2 and p3. The use of
internal standards to correct for drift proved to be detrimental in both cases, i.e. weaker

recoveries were then calculated.

The % recoveries for gold do not compare well to those obtained by some researchers who also
applied lead fire assay to the analysis of SARM 7 /52/, but are similar to the recoveries of a

commercial laboratory also using a lead fire assay procedure as reported by /100].

Better extraction of gold was reported by researchers employing techniques other than lead fire

assay /51, 52, 98 - 101, 103] in the analysis of SARM 7.
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In general, other techniques proved to be superior to lead fire assay for the separation of Rh

from the SARM 7 matrix /51, 52, 98, 99, 103].

Recovery of Ru
The recovery of Ru from SARM 7 was negligible. Poor extraction was also reported by

Juvonen, Kallio and Lakomaa /52/.

Ru is better extracted from SARM 7 by techniques other than lead fire assay /352, 98, 99, 101 -
103].

Lead fire assay as pre-concentration technique for the platinum group elements and gold

According to Perry, Van Loon and Speller [7100] the exploration industry is in general
disappointed with fire assay procedures because of inaccurate results generated. However, the
platinum group elements and gold must be separated from the sample matrix and concentrated
before analysis /104 - 106] and fire assay procedures remain the most important way of doing
this. Lead fire assay remains the most reliable and cost effective means of preparation for
analysis of rocks, soils and sediments for Au, Pd and Pt pfovided certain modifications are
carried out to suit the sample type /97]. The elements Au, Pd and Pt are effectively and
quantitatively collected in a silver bead by means of the fire assay procedure /51, 97, 104, 107].
For the collection of Ir and Rh a gold bead is recommended //06]. Flux composition and assay
conditions are very important if Ir and Rh are to be collected by means of the lead fire assay

procedure /51, 106].

Precision at low levels of the analytes is dominated by homogeneity of the elements in a
particular sample rather than by the invariability inherent in the method itself [97], i.e. the
determination of the natural concentrations of precious metals must take into consideration their

occurrence in small, rare, discrete and inhomogeneously distributed minerals /101, 102, 107].

For accurate results the assay conditions and skills are very important, especially at the
cupellation stage /107]. This may in part explain the different recoveries of the platinum group

elements and gold obtained by the two fire assay laboratories employed in this study.
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5.6.9 ICP-MS procedure
There are several potential polyatomic interferences that may influence the isotopes measured in
this study: ' Au (*1Ta'%0), T (TTHEC0), %6pd (07:'50, Y0 H), %8pd (2Z:'90), 1Py
(BHF0), 5Pt (179Hf160)’ 18Ry (6590 H, ¥7511%0, CuAr), PRu (<), 'Ru (*S11°0) and
IR u 3*sr'®0 1, NI Ar, “N*'C1) /106]. According to Hall and Pelchat /97] the oxides of Y
and Sr were not in evidence in SARM 7 samples processed through the lead fire assay
procedure. Godfrey and McCurdy /703] reported the oxides of Zr, Hf and Ta to be present in
the system if zirconium crucibles were used during sodium peroxide fusion procedures in the
analysis of SARM 7 samples. They also reported ArCu to be present due to the copper content
of the SARM 7 samples. However, due to the lead fire assay procedure (separation of the
platinum group elements and gold from the matrix containing base metals such as copper and

nickel) none of the interferences 8Ccu®ar, " Ni*Ar or “Ni*7Cl was present in the samples that

were analysed by ICP-MS.

During this study care was taken not prepare the samples in such a way that it contained a high
contents of dissolved salts or high acid contents. Perry, Van Loon and Speller /700] reported
that the signal intensity in the mass spectrometer was continuously diminished because of the
gradual build-up of salts on the skimmer and sampler cones. As the salts form, the effective
diameter of the sampler orifice is reduced, the amount of plasma sampled decreases and the
signal diminishes. Gowing and Potts /57/ also reported interference effects occurring due to the
suppression of signals in sample solutions containing particular high contents of dissolved salt.

Their samples were prepared in a 20% aqua regia matrix with > 0.1% TDS.

Some workers /98, 101 ] reported memory effects for Pd and Au when determined by ICP-MS.,
Due to adequate rinsing times between samples and adequate preflush times during analysis

none of these memory effects were encountered in this study.

5.6.10 Comparison of ICP-MS procedure with those of other workers
The main differences between the ICP-MS procedures followed by other workers and that of the

author may be summarised as follows:

Other workers (5.4) have a very simplistic approach to the optimisation of the ICP-MS, usually

monitoring only a few isotopes. The author optimised the various parts of the instrument
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(chapter 2) and not only the ion lenses. Care was also taken to keep the levels of the doubly

charged ions and oxide interferences to a minimum.

Other workers (5.4) also made use of internal standards. The author however made a detailed
study of various internal standards in relation to their behaviour to the platinum group elements

and gold in acidic media.

One of the objectives of this study was to show that the analysis of the platinum group elements
and gold may be performed in an acidic matrix of 1% (v/v) aqua regia. This is in contrast to the
high acidic matrices used by other workers (5.4) (with the exception of a few [700, 103]). The
higher acidic matrices employed by them is detrimental for the instrument, i.e. corrosion of the

sampler and skimmer cones of the ICP-MS.

Recommendations

The analysis of SARM 7 by means of lead fire assay and ICP-MS proved to be relatively
successful for the quantification of Au, Pd and Pt. The analysis procedure followed consisted of
three steps [102]: 1) separation of the platinum group elements and gold from the matrix and the
pre-concentration of the analytes by means of fire assay, 2) the dissolution of the silver beads
and 3) detection of the isotopes of the elements by ICP-MS. However, only step 3 was studied
in depth in this work. In order to obtain higher recoveries of the platinum group elements and
gold from SARM 7, steps | and 2 need to be optimised and refined. The following suggestions

and recommendations for future work are made:

As suggested by some researchers [97, 98] the detection capability of lead fire assay would be
enhanced by the purification of flux reagents and dedication of assay equipment (furnaces,
crucibles) to the processing of low-level samples only. Thus, improvement in the purity of the
flux constituents and equipment would allow advantage to be taken of the excellent sensitivity
of ICP-MS in the sense that less impurities would then be available to give rise to possible
interferences that might interfere with the detection of the analytes. Also, reagent contamination
can be reduced by the use of higher purity reagents and more rigorous clean laboratory
procedures. The reagents used in the analysis of the platinum group elements and gold should
be analysed for the presence of the analytes before use. Sun, Jain, Zhou and Kerrich /99 found

their silica flux to be contaminated with Pd.

The assay conditions and parameters of the lead fire assay need to be refined when analysing for

the platinum group elements and gold, e.g. some workers choose to fuse at 1000°C for 45-60
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minutes and perform cupellation at 900°C for 45-60 minutes, while others fuse at 1050°C for

50-60 minutes and cupel at 950°C for 50-55 minutes [97].

It is further suggested that the dissolution process of the silver beads be refined. The use of
sealed tubes [702] or Teflon bombs [/99] for the dissolutions proved to be successful for some

researchers.

The lead fire assay procedure as a whole, i.e. flux composition, assay conditions etc. must be
optimised for the analysis of samples containing low levels of the platinum group elements and

gold.

Conclusion

From the analysis of the certified reference material, SARM 7, by means of lead fire assay and
ICP-MS high recoveries of only Au, Pd and Pt are expected. [t was shown that these three
elements were indeed extracted and quantified successfully by means of the ICP-MS procedures
developed in chapter 3. It was also shown that it was possible to obtain relatively good results
with the lower acidic contents of standards and samples (1% (V/v) aqua regia) as employed in

this study.

It was also shown that the matrix and drift correction procedures (in the form of the use of
internal standards) that were developed in chapter 3 must be applied with caution. The
measurements of the drift control sample must first be analysed in order to ascertain whether
corrections should be applied. In this analysis of SARM 7 the time used to analyse the samples
by means of ICP-MS proved to be too short for instrumental drift to have a significant effect. It
was shown that the use of an internal standard was detrimental to the recoveries reported for Au

and Pd.



232

CHAPTER 6

THE QUANTITATIVE DETERMINATION OF ARSENIC IN A CERTIFIED REFERENCE

6.1

6.2

MATERIAL

Introduction
The validity of the ICP-MS method developed for the analysis of arsenic as developed in

chapter 4 may be tested by the analysis of a certified reference material. The reference material

. Seronorm Trace Elements Urine has a certified value for the amount of arsenic it contains. As

urine samples usually have relatively high concentrations of chloride present in the matrix [79,
801, the ICP-MS method was tested for the correction of the ArCl interference at m/z 75. An
attempt was made to accurately determine the arsenic content of the urine samples by means of
the developed ICP-MS method, i.e. using arsenic calibration standards prepared in 1% HNQO;,
employing La as an internal standard, determining the correction factor at a specific chloride
concentration and the application thereof to the intensities obtained at m/z 75, as well as the
application of drift correction procedures. The urine samplés will only be diluted with water.
The results of other researchers who also attempted the analysis of arsenic (and specificallyina
chloride medium) by means of I[CP-MS will also be briefly discussed and compared to the

results obtained in this study.

The certified reference material used in this study was used to assess the accuracy of the
analytical method developed. As only four samples were analysed it was not possible to
perform statistical analysis in order to assess the precision and determine detection limits. The

results reported here could therefore only be considered as preliminary.

Certified reference material [108]

Seronorm Trace Elements Urine is produced from human urine collected from thoroughly
controlled voluntary Norwegian donors. The reference material is stable and is a lyophilised
reference urine of human origin for in vitro diagnostic use. The material does not contain any
preservatives. After reconstitution of the reference material it is considered stable for one
month at a temperature of < -20°C, seven days at temperatures of between 2°C and 8°C and for
eight hours at temperatures of between 15°C and 25°C. The analytical data of Seronorm Trace

Elements Urine have been determined after reconstitution with 5.00 ml pure water.
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Seronorm Trace Elements Urine (Lot 403125, 403125x, 403125y) has an analytical arsenic
value of 101 ug dm™ with a standard deviation of 3 ug dm™. It also has a certified analytical
value of 4326 mg dm™ with a standard deviation of 15 mg dm for chloride. It does not have a

certified value for Se.

Literature survey

McLaren et al. [48] determined arsenic in the marine sediment certified reference material
PACS-1 by means of ICP-MS. They investigated the use of the background ion **Ar," as an
internal standard. With no internal standardisation applied they reported a recovery of 92.4%
and with the argon dimer, “°Ar,", as internal standard they achieved a recovery of 96.7%. They
reported that the use of the argon dimer to compensate both for suppression (or enhancement) of
ion sensitivity by concomitant elements and for induced calibration drift proved to be successful
for the determination of arsenic since the mass difference between arsenic and the argon dimer
is relatively small. Hydrochloric acid was however not used during sample preparation so it was
not necessary to compensate for the “°Ar°Cl interference at m/z 75. Nitric acid, hydrofluoric

acid and perchloric acid were used during sample preparation procedures.

Branch, Ebdon, Ford, Foulkes and O’Neill [80] determined the arsenic content of samples with
a high chloride content using ICP-MS with the addition of nitrogen to the carrier gas. With the
addition of nitrogen to the argon carrier gas, the level of the ‘*Ar’°>Cl" polyatomic ion that
interferes with the determination of monoisotopic arsenic is reduced to negligible levels. They
showed this modification to be effective even for solutions which contain up to 1.13% chloride.
All standards and samples were spiked with In to give a final concentration of 100 ;g dm™ and
made up to volume with 2% nitric acid. The Seronorm urine samples were diluted 10x with 2%

nitric acid. Their results are summarised in table 6.1.
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Table 6.3: Comparison of different calibration strategies for As in certified reference and

candidate reference materials by ICP-MS. (* Denotes As values after correction for the

polyatomic interference “Ar°C] due to high matrix-loading.)

Sample Solubilisation | Mineralisation Yo Yo Yo
Recovery | Recovery | Recovery
of As of As of As
(standard (matrix (acid
additions) | matched matched
standards) | standards)
CRM 422 X 114.7% 107.1 -
CRM 422 X 115.6% 103.8* -
CRM 422 X - 108.5 104.3
CRM 422 X - 100.5 -
CRM 422 X 105.2 96.7 -
CRM 422 X - 105.2 -
CRM 422 X 100.5 100.0 972
CRM 422 X - - 96.7
CRM 422 X - - 99.5
T28 X - 102.2 -
128 X - 105.1 -
128 X - 104.4 109.6
T28 X - 106.6 -
T28 X - 105.9 -
T28 X 100.0 - 91.9

Lasztity et al. determined the total arsenic in environmental, biological and food samples by

ICP-MS [94]. Various sample preparation procedures were followed, e.g. 1) dry ashing with

conventional and microwave heating and Mg(NQOs), as ashing aid, 2) closed vessel microwave

heated dissolution and 3) high temperature, pressure vapour phase acid digestion. In and Ge

were used as internal standards.

The following reference materials with certified As

concentrations were analysed: oyster tissue (NIST SRM 1566), orchard leaves (NIST SRM
1571), pine needles (NIST SRM 1575), urban particulate matter (NIST SRM 1648), mussel
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by measurement of the counts per second at mass 51 (**0*°Cl). The intensity of '*0*Cl is
approximately ten times the intensity of “Ar*Cl and is linear with increasing chloride
concentrations. The corrected As signal was obtained by subtraction of the “ar®cl signal (as
calculated from the **0*°Cl signal) from the total signal measured at mass 75. Results for urine
analysis for As were about 13% high with the '*0%Cl correction and with Y as internal
standard. Ga was then used as internal standard for the determination of As. Table 6.5 shows
the arsenic results they obtained with Ga and Y as internal standards and table 6.6 shows the

arsenic results after a period of seven days.

Table 6.5: % Recoveries for As in certified urines by means of ICP-MS using the *0*’Cl

isobaric correction procedure.

Certified reference

% Recovery of As

% Recovery of As

% Recovery of As

material Internal standard: | Internal standard: Internal standard:
none Ga Y

Urine metals control 130.6 852 952

(level 2)

NIST SRM 2670 130.4 102.3 102.3

Table 6.6: Results for arsenic analyses over a seven day period. The material were analysed

once a day by means of ICP-MS using the '*0*Cl isobaric correction procedure and Ga as

internal standard.

Certified reference material

% Recovery of arsenic

Urine chemistry control (human level II) 121.3
Urine metals control (level 2) 95.2
NIST SRM 2670 102.3
Sernorm whole blood TI1 125.2

Madeddu and Rivoldini analysed plant tissue for arsenic by means of ICP-MS. They used a
microwave digestion procedure with nitric acid and hydrofluoric acid. They used Rh and Re as

internal standards. They analysed the following certified reference materials: GSV-1 and
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GSV-2 (bush twigs and leaves), GSV-3 (poplar leaves) and GSV-4 (tea). Their results are

shown in table 6.7.

Table 6.7: % Recoveries of arsenic from plant tissues by means of ICP-MS.

Certified reference material

% Recovery of arsenic

GSV-1
GSV-2
GSV-3
GSV-4

113.7
118.4
110.8
117.9

Wang, Jeng and Shieh [/70] determined arsenic in airborne particulate matter by means of ICP-

MS. They tested two closed-vessel digestion methods, i.e. high-pressure bomb digestion and

microwave digestion with NIST SRM 1648 (urban particulate matter). Their results are shown

in table 6.8.

Table 6.8: Comparison of As determinations in airborne particulate matter, NIST SRM 1648, by

closed-vessel digestion methods under different conditions.

Digestion method Amount of acid mixture | Digestion | % Recovery
in ml time of arsenic

High-pressure bomb digestion:

HNO; 10 5h 74.5

HNO;-HC1O4 10 (1+1) ~5h 82.0

HNO3-HCIO/HF 10 (3+5/2) 7h 96.4

HNO3-HCIO4/HCIO4-HF 10 (3+3/2+2) 7h 101.3

Microwave digestion:

HNO;-HCIO4 HF 5 (3+5+2) 18 min 140.2

HNO;-HCIO04/HCl1O4-HF 5 (3+3/2+2) 18 min 107.4

Sakao and Uchida [/1/] determined arsenic levels in shellfish tissue samples by ICP-MS. They

analysed the following certified reference materials: NIST (USA) SRM 1566 (oyster tissue) and

NIES no. 6 (mussel) with Co, Y and Bi as internal standards. They also used a sealed bomb
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Selenium is usually present together with arsenic in biological matrices [79]. The certified
reference material analysed in this study did not have a certified Se content. A detailed study
should be made of the effect of "'Se on the interference correction procedure and the method

should be modified to take into account the contribution of selenium to m/z 77.

Conclusion

It was shown to be possible to successfully determine the arsenic content of a biological sample
that has a significant chloride concentration by means of ICP-MS. The method may be
summarised as follows: 1) arsenic calibration solutions was prepared in 1% (v/v) HNO; and
external calibration was used, 2) the interference correction factor was determined with a
solution that contained a small amount of chloride and water, 3) La was used as internal
standard, 4) drift correction procedures were employed and 5) the sample solutions were diluted

50x in order to reduce the carbon loading of the plasma.
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Table 3.5: Averages of the measured intensities (counts s"') of the different isotopes of Ar, S¢, Y, La, Auand Ir.
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Sample ar BGe ¥y 382 31 .a Y7 Au Py, 193y
Blank in 1% v/v HCI 2.06x107  9.83x10°|  6.98x10°| 4.58x10%]  3.53x10°| 1.16x10%  7.12x10'|  7.44x10'
10 g dm™ of element in 1% v/v HCI 2.01x107|  9.03x10°|  6.45x10°] 4.50x10%] 3.36x10°| 7.93x10°| 6.76x10*  1.15x10°
50 ug dm™ of element in 1% v/v HCI 2.00x107|  8.81x10°| 6.21x10°| 4.60x10*| 3.22x10°| 3.52x10°| 3.11x10°]  5.03x10°
100 pg dm™ of element in 1% v/v HCI 2.05x107]  9.18x10°|  6.33x10°|  4.70x10%  3.28x10°|  7.12x10°|  6.28x10°|  1.03x10*
150 g dm™ of element in 1% v/v HCl 1.97x107)  9.22x10°]  6.63x10°| 4.24x10°| 3.39x10°| 1.10x10% 9.76x10°| 1.60x10°
50 g dm” of element in 1% v/v HCI 2.05x107|  9.33x10°|  6.65x10°| 5.10x10%| 3.36x10°| 3.73x10°] 3.28x10°| 5.45x10°
50 pg dm™ of element in 0.35% v/v aqua 1.63x107|  831x10°]  6.08x10°|  4.29x10°| 3.26x10°| 3.49x10%| 3.16x10° 5.11x10°
regia

50 g dm™ of element in 0.50% v/v aqua 1.70x10°|  8.48x10°|  6.09x10°| 4.14x10% 3.29x10°| 3.64x10°| 3.25x10°| 5.27x10°
regia

50 wg dm™ of element in 1.00% v/v aqua 1.86x107|  8.73x10°|  6.42x10°|  4.49x10%| 3.33x10°] 3.58x10°| 3.17x10°|  5.25x10°
regia

50 ug dm™ of element in 1% v/v HCI 2.02x107]  9.19x10°|  6.61x10°| 4.44x10°| 3.36x10°| 3.75x10°| 3.32x10°]  5.42x10°
50 ug dm™ of element in 1.50% v/v aqua 2.07x107|  933x10°]  6.57x10°|  4.51x10%]  3.33x10°]  3.67x10°| 3.19x10°|  5.32x10°
regla

50 ug dm™ of element in 2.00% v/v aqua 2.23x107]  9.81x10°]  6.90x10°| 4.64x10%| 3.48x10°| 3.83x10°] 3.33x10°] 5.30x10°
regia -

50 wg dm™ of element in 2.50% v/v aqua 227x107|  9.75x10°|  6.76x10°|  4.80x10%|  3.44x10°| 3.71x10°] 3.20x10°| 5.45x10°
regia

50 g dm” of element in 1% v/v HCI 2.01x107|  9.27x10°|  6.61x10°| 4.77x10%  3.35x10°] 3.68x10°| 3.17x10°| 5.32x10°
Standard deviation of blank in 1% v/v HCI 1.05x10%]  6.85x10%]  5.90x10%| 2.17x10'| 2.87x10% 1.22x10'| 6.33x10°|  6.43x10°
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Table 3.16: Calibration data for Au and Ir when “°Ar is used as internal standard.

¥ Au Py 1931y
|Element] Intensity Calculated % difference Intensity Calculated % difference Intensity Calculated % difference
(ug dm"3) ratio concentration (certified value - ratio concentration {certified value - ratio concentration | {certified value -
{u1g dm™) calculated value) {ug dm™) calculated value) (rg dm™) calculated value)
0 5.64x107 1.79 - 3.45x10° 1.66 -| 3.61x10° 1.51 -
10 3.94x107 11.02 1023 | 3.36x10° 10.96 9.58 | 5.71x10° 11.56 15.64
50 1.76x10™ 48.37 325 | 1.56x10™ 48.66 2,69 | 2.52x10™ 48.12 -3.76
100 3.46x10™ 95.02 498 | 3.06x10" 95.04 -4.96 | 5.00x10* 94.84 -5.16
150 5.61x10™ 153.79 2.53 | 4.96x10™ 153.69 246 | 8.15x10™ 153.96 2.64
Correlation 0.9986 0.9986 0.9984 |
coefficient
Slope 3.65x10° 3.24x10° 5.32x10°
(g dm™)"!)
Intercept -8.93x107 -1.91x10° -4.45%10°
Detection 0.4840 0.2845 0.1758
limit
(ug dm’”)
Standard 39116 3.8119 4.1012

error







269

Table 3.18: Calibration data for méPd, '%p4 and '°Pd when *°Ar is used as internal standard.

"%pg %pg Hopq
[Element] Intensity Calculated %% difference Intensity Calculated % difference intensity Calculated % difference
(g dm'a) rafio concentration | (certified value - ratio concentration | (certified value - ratio concentration | (certified value -
(g dm"3) calculated value) (ug dm‘3) calculated value) (g dm"a) calculated value)
0 3.28x107 1.92 -1 5.53x10° 2.07 -1 4.89x10° 1.90 w -
10 8.28x10° 10.44 442 | 548107 10.69 6.86 | 2.81x107 10.91 9.12
50 3.07x107¢ 48.55 <291 2.73x10™ 48.83 -2.35 1.23x10™ 47.76 -4.47
100 5.85x10" 95.90 -4.10 | 5.33x10 94.22 -5.78 | 2.47x10* 96.21 -3.79
150 9.21x10™ 153.19 2.12 8.76:»;10‘4 154.20 2.80 | 3.94x10™ 153.21 2.14
Correlation 0.9990 0.9982 0.9989
coefficient
Slope 5.87x10° 5.72x10° 2 57x10°
(g dm™)")
Intercept 2.15x10° -6.32x107 -6.97x10”
Detection 1.6288 0.3290 1.1305
limit
(g dm”)
Standard 33111 4.3593 3.36%4

error
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Table 3.22: Calibration data for iOORu, OIRu and "Ry when *°Ar is used as internal standard.

error

Ry Uy "Ry
|Element] Intensity Calculated % difference Intensity Calculated % difference lntensity Calculated % difference
{ug dm's) ratio concentration | (certified value - ratio concentration | (certified value - ratio conceniration | (certified value -
(g dm'3) calcuiated value) (g dm™) calculated value) {ug dm“a) calculated value)
0 720x10° 1.20 - | 4.36x10° 0.88 - | 446x10° 1.50 -
10 4.04x10° 10.82 8.17 | 5.18x107 10.93 933 | 897x107° 11.00 10.02
50 1.71x10 48.47 2306 | 2.34x10° 49.63 -0.73 | 426x10% 48.45 -3.10
100 3.39x10™ 97.18 282 | 451x10" 95.48 452 | 8.50x10™ 9581 -4.19
150 5.29%10° 152.33 1.56 | 7.22x10° 153.08 2.05 | 1.37x107 153.25 2.16
Correlation 0.9994 0.9990 0.9989
coefficient
Slope 3.46x10° 4.72x10°¢ 8.97x10°¢
(g dm™)")
Intercept 3.06x10°° 1.99x107 -8.96x10°
Detection 1.2972 1.0557 0.2274
limit
g dm’’)
Standard 24372 3.2474 3.3519
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Table 3.26: Calibration data for '%°Pd, '®Pd and ''°Pd when **Sc is used as internal standard.

error

196p g 108 1pd
[Element] Intensity Calculated % difference Intensity Calculated % difference Intensity Calculated % difference
(ug dm™) ratio concentration | (certified value - ratio concentration | (certified value - ratio concentrafion | (certified value -
(g dm™) calculated value) (g dm™) calculated value) (Lg dm™) calculated value)
0 6.88x10™ 0.54 -1 116x107 0.89 - ro3xio* 0.69 -
10 1.85x107 9.71 286 | 1.22x107 9.89 110 | 6.26x10™ 10.15 1.46
50 6.96x107 50.23 0.46 | 620x107 50.36 0.73 | 2.79x107 49.28 -1.45
100 1.31x107 98.73 -1.27 | 119x10” 96.90 2310 | s5.54x107 98.98 -1.02
150 1.97x107 150.79 0.52 | 1.87x107 151.95 1.30 | 841x10” 150.91 0.61
Correlation 0.9999 0.9995 0.9999
coefficient
Slope 1.26x10™ 123x10™ 5.53x10°
(g dm™)")
Intercept 6.21x10™ 6.16x10° 6.46x10°
Detection 1.5897 0.3212 1.1033
limit
(ug dm”)
Standard 0.9393 2.1875 0.9810
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Table 3.27: Calibration data for '**Pt, '**Pt and 5pt when **Sc is used as internal standard.

error

Pipt Pipy Ppt
{Element} Intensity Calculated % difference Intensity Calculated % difference Intensity Calculated % difference
(1g dm™) ratio concentration | (certified value - ratio conceniration | (certified value - ratio concentration | (certified value -
(g dm™) calculated value) (pg dm™) calculated value) (ug dm™) calculated value)
0 7.63x107 -0.31 - | s5.65x10” 0.47 - | 673x10” 0.62 -
10 1.07x10™ 23.80 138.01 | 4.81x10” 11.19 11.86 | 4.75x10™ 10.69 6.88
50 l.16x10™ 30.78 3843 | 1.97x107 48.86 227 2.07x10° 49.98 -0.05
100 2.05x10™ 100.71 0.71 3.90x107 97.53 -2.47 3.94x107 96.25 -3.75
150 2.75x10™ 155.01 3.34 6.06x107 151.94 1.30 6.22x107 152.46 1.64
Correlation 0.9821 0.99%96 0.9993
coefficient
Slope 1.28x10° 3.96x107 4.05x107
(g dm”)")
Intercept 7.67x107° 3,78x10” 421x107°
Detection 24.2390 l 5887 1.1601
limit
(g dm’™)
Standard 13.7187 2.0643 ' 26417
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Table 3.28: Calibration data for '"°Pt, ®*Pt and '"’Rh when **Sc is used as internal standard.

error

196 1980 "Rh
|Element] Intensity Calculated % difference Intensity Calculated % difference Intensity Caleulated % difference
(1g dm™) ratio concentration (certified value - ratio concentration | (certified value - ratio concentration (certified value -
(g dm™) calculated value) (rg dm™) calculated value) (g dm™) calculated value)
0 6.55x107 -0.35 - | 7.00x107 -0.87 - | 1r27xi0t 0.73 -
10 4.01x10™ 10.98 9.78 1.63x10™ 9.89 <114 | 5.18x10° 10.42 422
50 1.59x107 51.15 230 | 5.48x10™ 54.36 871 | 2.56x107 49.50 -1.01
100 2.92x107 96.00 -4.00 | 8.92x10™ 94.20 -5.80 | S.07x107 97.63 -2.37
150 4.58x10" 152.22 1.48 | 1.40x10” 152.42 161 | 7.89x107 151.72 1.15
Correlation 0.9993 0.9981 0.9997
coefficient
Slope 2.96x10° 8.65x10™° 522x10™
(g cdm™s")
Intercept 7.58x107 7.74x107 2.57x10™
Detection 1.5926 4.6804 0.2146
limit
(g dm”)
Standard 2.7855 4.4352 1.7865
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Table 3.36: Calibration data for '**Pt, Pt and '®Rh when *Y is used as internal standard.

error

196 py 198y 1BRh
|Element] Intensity Calculated % difference Intensity Calcnlated % difference Intensity Calculated % difference
(ug dm™) ratio concentration | (certified value - ratio concentration | (certified value - ratio concentration | (certified value -
(g dm™) calculated value) (ng dm™) calculated value) (g dm™) calculated value)
0 9.23x107 -0.81 - | 9.85x10” -1.35 -1 1.78x10™ 0.28 -
10 5.61x10™ 10.46 4.58 | 2.28x10™ 9.31 -6.91 | 7.25x107 9.93 -0.71
50 2.25%107 51.19 2.38 | 7.76x10™ 5445 890 | 3.63x107 49.50 -1.00
100 4.23x10° 98.78 -1.22 | 129x107 97.10 2.90 | 7.36x107 100.37 0.37
150 6.38x107 150.39 026 | 1.94x107 150.50 033 ] 1Lioxio! 149.93 -0.05
Correlation 0.9999 (.9990 1.60060
coefficient
Stope 4.16x107 1.21x10° 7.33x10™
(g dm™)")
Intercept 1.26x10™ l.15x10™ 2.49x10°°
Detection 1.5974 4.6946 02152
fimir
(ueg dm”)
Standard 1.1437 3.2005 0.3961
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Table 3.40: Calibration data for Au and Ir when "*®La is used as internal standard.

error

7 Au Py e
[Element] Intensity Calcuiated % difference Intensity Calculated % difference Intensity Calculated % difference
(ng dm'3) ratio » concentration | (certified value - ratio concentration | (certified value - ratio concentration {certified value -
(g dm™) calculated value) (g dm™) calculated value) (g dm™) calculated valoe)
0 2.54x10"! 3.01 -1 1.56x107 2.87 - | 163x10" 2.73 -
10 1.76x10° 11.98 19.80 | 1.50x10° 11.92 19.16 | 2.56x10° 12.50 25.01
50 7.65x10° 46.98 -6.03 | 6.77x10° 47.26 -5.48 | 1.09x10' 46.75 -6.49
100 1.51x10" 91.47 -8.53 | 1.34x10' 91.50 -8.50 | 2.19x10' 91.31 -8.69
150 2.61x10' 156.56 437 | 230x10' 156.45 430 | 3.79x10' 156.71 4.47
Correlation 0.9957 0.9958 0.9955
coefficient
Slope 1.68x10™ 1.49x10™! 2.45x10™
(g dm”)")
Intercept 2.51x107 -2.72x10" -5.05x10™
Detection 0.4738 0.2785 0.1721
limit
(ug dm™)
Standard 6.7496 6.6405 6.9172
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Table 3.42: Calibration data for 106Pd, %pd and "°Pd when **La is used as internal standard.

error

pd %pqg "opd
[Element] Intensity Caiculated % difference Intensity Calculated Y difference Intensity Calculated % difference
(g dm™) ratio concentration | (certified value - ratio concentration | (certified value - ratic concentration | (certified value -
{ug dm™) calculated value) (ug dm™) calculated value) (g dm‘3) calculated value)
0 1.48x10° 3.20 - 2.49x10" 3.27 - 2.20x107 3.12 -
10 3.71x10° 1145 14.51 2.46x10° 11.65 16.47 1.26x10° 11.87 18.71
50 1.33x10' 47.06 -5.88 | 1.19x10 4743 5.4 | 5.34x10° 46.40 -7.19
100 2.56x%10' 92.22 778 | 2.33x10' 90.72 928 | 1.08x10' 92.60 ~7.40
150 4.28x10' 156.07 405 | 4.07x10' 156.93 462 | 1.83x10' 156.01 4.00
Correlation 0.9963 0.9952 0.9963
coefficient
Slope 2.70x10" 2.63x10" 1.18x10™
(g dm”)"')
Intercept 6.12x10™ -6.12x10™ -1.49x10™
Detection 1.5938 0.3221 1.1068
limit
(ug dm”)
Standard 6.2606 7.1359 6.2202










Table 3.45: Calibration data for 96Ru, *®Ru and PRu when
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81 ais used as internal standard.

error

*“Ru "Ru Ru
{Element] Intensity Calculated % difference Intensity Calculated % difference Intensity Calculated % difference
(ug dm™) ratio concentration | (certified value - ratio concentration | (certified value - ratio concentration (certified value -
(ug dm™) calculated value) (ug dm™) calculated value) (ug dm™) calculated value)
0 2.31x10" 2.06 -1 3.49x10" 1.45 - | 1.84x10" 2.44 -
10 9.53x10" 12.58 25.82 | 6.40x10" 13.81 38.10 | 1.77x10° 12.34 23.41
50 3.24x10° 45.98 -8.05 1.36x10° 44.52 -10.95 7.31x10° 46.98 -6.03
100 6.58x10° 94.64 -5.36 | 2.57x10° 95.93 -4.07 | 1.45x10' 92.15 -7.85
150 1.07x10" 154.74 3.16 3.94x10° 15429 2.86 2.48x10" 156.08 4.05
Correlation 0.9975 0.9974 0.9963
coefficient
Siope 6.86x107 2.35%107 1.60x10™
((rg dm™)")
Intercept 9.01x107 3.15x10™ 2.07x10"!
Detection 0.6157 6.7238 0.8186
limit
(ug dm”)
Standard 5.0941 52013 6.2785
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Table 3.48: Calibration data for Au and Ir when *’La is used as internal standard.

error

7 Au Py Py
{Element] Intensity Calcalated % difference Intensity Caleculated % difference Intensity Calculated % difference
(ug dm™) ratio concentration | (certified value - ratio concentration | (certified value - ratio concentration | (certified value -
(ug dm™) calculated value) (ug dm™) calculated value) (ug dm™) calculated value)
0 3.30x10™ 0.47 - 2.02x10™ 0.34 -1 211x10 0.21 -
10 2.36x107 9.90 -1.03 | 201x107 9.83 -7 3.42x107 10.45 4.49
50 1.09x107 49.65 070 | 9.66x107 49.93 -0.13 1.56x107 49.37 -1.27
100 2.17x107 99.59 041 | 1.91x107 99.58 -0.42 | 3.13x10° 99.37 -0.63
150 3.26x107 150.40 0.27 | 2.88x107 150.31 021 | 473x107 150.60 0.40
Correlation 1.0000 1.0000 1.0000
coefficient
Slope 2.15x10™ 1.91x10™ 3.13x10™
((ug dm™)")
Intercept 2.29x10™ 1.36x107 144x107*
Detection 4.4799 02821 0.1744
limit
(18 dm”)
Standard 0.4776 0.3745 0.6842
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Table 3.49. Calibration data for mzpd, "pd and "°Pd when '*La is used as internal standard.

error

2pd 10pg 1%5pd
{Element] Intensity Calculated % difference Intensity Calculated % difference Intensity Calcuiated % difference
(ug dm’3) ratio concentration {certified value - ratio concentration {certified value - ratio concentration (certified value -
(g dm':’) calculated vaiue) {ng dm'3) calculated value) (g dm™) calculated value)
0 2.39x10™ 0.25 - | 3.04x10% 0.56 -1 1.08x107 1.48 -
10 5.41x107 9.85 -1.50 | 4.43x10” 9.67 -3.29 | 1.30x107 9.32 -6.75
50 2.68x107 49.58 -0.85 | 226x107 49.73 -0.53 | 2.43x107 49.78 -0.45
100 5.42x107 100.52 0.52 | 4.53x107 99.77 <023 | 3.78x107 97.89 2,11
150 8.07x107 149.80 -0.13 | 6.81x107 150.27 0.18 528x10” 151.53 1.02
Correlation 1.0000 1.0000 0.9997
coefficient
Slope 5.38x10™ 4.53x10™ 2.80x10™
(g dm™)")
Intercept 1.06x10™ 4.87x10° 1.04x107
Detection 0.1753 02410 12.7873
limit
(ug dm”)
Standard 0.4380 0.4547 1.7771






















