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Abstract: Long-Range Wide-Area Network (LoRaWAN) technology offers efficient connectivity for
numerous end devices over a wide coverage area in the Internet of Things (IoT) network, enabling
the exchange of data over the Internet between even the most minor Internet-connected devices and
systems. One of LoRaWAN’s hallmark features is the Adaptive Data Rate (ADR) algorithm. ADR is a
resource allocation function which dynamically adjusts the network’s data rate, airtime, and energy
dissipation to optimise its performance. The allocation of spreading factors plays a critical function
in defining the throughput of the end device and its robustness to interference. However, in practical
deployments, LoRaWAN networks experience considerable interference, severely affecting the packet
delivery ratio, energy utilisation, and general network performance. To address this, we present
a novel ADR framework, SSFIR-ADR, which utilises randomised spreading factor allocation to
minimise energy consumption and packet collisions while maintaining optimal network performance.
We implement a LoRa network composed of a single gateway that connects loads of end nodes to
a network server. In terms of energy use, packet delivery rate, and interference rate (IR), our simu-
lation implementation does better than LoRaWAN’s legacy ADR scheme for a range of application
data intervals.

Keywords: adaptive data rate; collision; interference; Internet of Things; LoRa; LoRaWAN; spreading
factor

1. Introduction

The Internet of Things (IoT) has transformed wireless networks worldwide, where
large-scale end devices are supported while maintaining low communication rates and high
energy efficiency. IoT technologies improve our quality of life, automate a huge number of
operations and reduce energy, which diminishes greenhouse gas emissions. One of them,
the Low-Power Wide-Area Network (LPWAN), is massively adopted on the strength of its
low-cost, battery-operated end-devices, wide area coverage and low bit rates. The Long-
Range Wide-Area Network is an LPWAN technology that is skyrocketing in popularity
thanks to its easy and versatile deployment and its use of the sub-GHz unlicensed industrial,
scientific, and medical (ISM) frequency bands. LoRaWAN is responsible for a variety of
IoT applications that can enhance the standard of living, including smart homes [1], smart
healthcare [2], smart agriculture [3], and smart cities [4]. A comparison of LoRaWAN with
other competing LPWAN technologies, including Sigfox and NBIoT, is provided in [5,6].

The LoRa physical layer utilises the chirp spread spectrum (CSS) modulation strategy
as a method of signal transmission modulation. CSS enables the possible adjustment
of the data transmission rate based on various transmission parameter settings, each of
which comprises the bandwidth (BW), coding rate (CR), transmission power (TP), and
spreading factor (SF) [7]. These settings are essential for evaluating the interference and
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noise robustness of the devices’ transmission range, data rate, and energy utilisation. As a
result, LoRaWAN is an important LPWAN technology that can meet the Quality of Service
(QoS) requirements of diverse IoT operations [8].

The primary focus of this research is to address the issue of interference in LoRaWAN
networks. This challenge arises due to an increase in simultaneous transmissions or channel
conditions, leading to packet collisions. Interference has an adverse impact on the network’s
performance by causing increased packet error rates, increased latency, and decreased signal
quality, ultimately leading to lower reliability and reduced communication range. Studies
have been undertaken which focus on the capabilities and constraints of LoRaWAN [9,10].
As more devices continue being added to the IoT network, the probability of interference
and collision of data packets increases [11,12]. It has been estimated that the amount of
interconnected IoT end nodes will surpass 55 billion by 2025 [13]. Most of these devices
are deployed in specified and sometimes hard-to-reach locations, necessitating that they
operate for extended periods on battery power. Hence, decreasing power utilisation is
crucial for the Internet of Things. To mitigate these effects, LoRaWAN networks typically
use frequency hopping and adaptive data rate schemes, which dynamically adjust the
transmission settings to minimise the effect of interference [14].

The Adaptive Data Rate (ADR) is a protocol specified by LoRaWAN that enables the
allocation of spreading factors [15,16]. The ADR protocol controls transmission parameters
such as the data rate, transmission range, reliability, and energy expenditure by dynamically
adjusting the spreading factor in relation to the link budget for each end device within the
LoRaWAN network. The CSS modulation technology has pseudo-orthogonal properties
with different spreading factor signals that can support multiple end devices in one channel.
However, this quasi-orthogonality also results in interference and noise between spreading
factors that can significantly affect the link performance [17–20]. While ADR improves
the transmission efficiency of end devices in LoRaWAN, increasing the network size leads
to packet collisions, which, in turn, increase interference, decrease range, and reduce
data rates [21–24]. This leads to increased interference, decreased range, and decreased
data rates.

Energy efficiency is a chief consideration in the design of ADR schemes for LoRaWAN
networks, as the battery life of end nodes can be a limiting factor in network operation.
It is thus desirable to find additional mechanisms that deal with this phenomenon. Exist-
ing research predominantly emphasises metrics such as energy utilisation and link-level
throughput, often at the expense of packet success probability within LoRaWAN networks.
In this study, we advance SSFIR-ADR, an adaptive data rate mechanism that optimally
allocates spreading factors, reducing packet collision to enhance the packet delivery ratio
in the LoRaWAN network without compromising energy efficiency. Our proposed ADR
scheme is designed to optimise packet delivery while taking into account energy efficiency
for LoRa using confirmed traffic. To the best of our knowledge, such a framework has not
previously been developed in the literature. The principal contributions of this work are
outlined as follows:

• The analysis of the impact of improving the standard LoRaWAN ADR by minimising
interference and avoiding collisions.

• The design of an ADR model with collision avoidance and minimised interference.
• The proposal of a stochastic probability model to restrict packet retransmission that

demonstrates an optimisation of the packet delivery ratio and energy saving.

The remainder of the article is organised in the following manner: Section 2 discusses
the technological background while Section 3 presents the related literature. Section 4
describes the system model and Section 5 presents the proposed scheme. Section 6 presents
and discusses the simulation results. Section 7 concludes the paper.

2. Technological Background

The LoRaWAN network infrastructure consists of three major elements, namely, end
nodes, gateways (GW), and a central network server connected in a star-of-star topology.
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EDs are battery-powered endpoints such as sensors or actuators that transmit to and receive
data from the network using the LoRa PHY layer technology. LoRaWAN is classified as
the media access control (MAC) layer. The EDs transmit data packets via the GW for
onward transmission to the network server (uplink packets) and the NS transmits data
through the GW to the EDs (downlink packets). There is no peer-to-peer communication
between the EDs. The GW is an intermediary between the EDs and the NS connected
through an IP-based backhaul connection. The network server provides for the network
management and controlling access permissions to it. The NS handles the authentication of
EDs, manages the scheduling of transmissions, and coordinates the distribution of network
transmission parameters. The NS then connects to numerous application servers to be
accessed by users. LoRaWAN provides the Internet of Things with three distinct Classes
A, B, and C to accommodate various application protocols. The downlink latency varies
according to the device class and, therefore, there is a trade-off between latency and energy
utilisation in LoRaWAN [15]. There are two reasons why a sent packet is not correctly
received in LoRaWAN: (i) in cases where the signal falls below the required SNR threshold
and (ii) in situations where a collision occurs and the signal strength is insufficient in
comparison to the noise. Table 1 presents the sensitivity and signal-to-noise ratio (SNR)
thresholds linked with various spreading factors within the 868 MHz band.

Table 1. SNR and sensitivity thresholds per spreading factor.

Spreading Factor Required SNR [dB] Sensitivity [dBm]

7 −7.5 −123
8 −10 −126
9 −12.5 −129
10 −15 −132
11 −17.5 −134.5
12 −20 −137

2.1. LoRa Modulation

The four key LoRa transmission parameters include the transmission power, band-
width, coding rate, and spreading factor. BW is the frequency range, error correction is
provided by CR, and SF represents the data spreading across time. The transmission factors
influence the radio range, time-on-air, noise robustness, data rate (DR), and receiver decod-
ing [25]. LoRa modulation utilises spreading factors between 7 and 12 to find a balance
between the coverage range and DR. LoRa symbols are made up of 2SF chirps, distributed
across the whole frequency domain. Depending on the regional parameters, LoRaWAN
operates at 125 kHz, 250 kHz, or 500 kHz bandwidth [26]. LoRa uses a frequency shift CSS
technology that outputs M = 2SF possible signal waveforms within a given bandwidth BW
where the symbol duration is given by Ts =

M
BW [27]. The LoRa modem employs a coding

rate, providing improved enhanced interference and decoding error protection. The LoRa
specification prescribes CR values of 4/5, 4/6, 4/7, or 4/8. A high CR value indicates more
error-correcting bits and, therefore, more robust protection for the data transmitted. The
disadvantage is an increase in the time-on-air (ToA) which drains the battery power. The
transmission power is a parameter that could also be adjusted to enhance communication
performance. The LoRa modulation bit rate Rb would be outlined as shown in (1).

Rb = BW ∗ SF
2SF ∗ CR (1)

where SF = Spreading Factor; BW = Bandwidth; and CR = Coding Rate.

2.2. Interference Susceptibility of LoRaWAN

Asymmetric interference occurs between wireless sensor networks, including Lo-
RaWAN networks and other wireless protocols. LoRaWAN networks, in particular, may
encounter different kinds of interference that could drastically affect network performance.
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Wideband interference can be caused by other wireless devices operating on similar fre-
quencies, such as microwave ovens, cordless phones, electrical noise from power lines,
and even natural sources such as lightning strikes. Narrowband interference is generally
the result of the presence of signals that occupy a small frequency band, typically a few
kilohertz or less, within the frequency band like Bluetooth.

Within the LoRaWAN network itself, there exist forms of interference known as co-
spreading factor (co-SF) as well as inter-spreading factor (inter-SF) interference [19,24].
Co-SF interference develops when two LoRaWAN end nodes use identical spreading
factors and transmission occurs concurrently and on the same frequency. This can result
in collisions and lost packets, leading to reduced network performance unless one of the
signals is 6 dB stronger than the other, called the capture effect expressed in (2). Given
two colliding EDs, EDi and EDj, using the same SF, with average received power Prxi and
Prxj , respectively,

Cs
ij =

{
1 , if Prxi − Prxj ≤ 6,

0 , otherwise .
(2)

Inter-SF interference, on the other hand, occurs when two LoRaWAN devices transmit
simultaneously using different SFs on the same frequency. This can result in the deteriora-
tion of the signal-to-noise ratio (SNR) and a rise in the bit error rate (BER) of the received
signal, resulting in increased energy consumption. Demodulation of the transmitted pack-
ets occurs if the received power differential exceeds their signal-to-interference-plus-noise
ratio (SINR). According to the findings outlined in [28], the demodulation of signals charac-
terised by co-SF interference presents a greater challenge compared to inter-SF interference.
Due to the rapid growth in the IoTs, especially in urban areas, interference becomes a
major concern that requires immediate solutions as the sensors are battery operated and
their lifetime is limited and, therefore, needs to be extended. The quasi-orthogonality of
the spreading factors means that they have minimal interference with each other. This
is because LoRaWAN operates in unlicensed frequency bands, where multiple devices
can transmit data simultaneously, and interference can occur between devices using the
same or different spreading factors. Table 2 shows the interference thresholds per spread-
ing factor. Req is the required SF and Int is the interfering SF. These SIR thresholds are
empirical values.

Table 2. Interference thresholds per spreading factor [29].

Req\ Int SF7 SF8 SF9 SF10 SF11 SF12

SF7 6 −16 −18 −19 −19 −20
SF8 −24 6 −20 −22 −22 −22
SF9 −27 −27 6 −23 −25 −25

SF10 −30 −30 −30 6 −26 −28
SF11 −33 −33 −33 −20 6 −29
SF12 −36 −36 −36 −36 −36 6

2.3. LoRa Adaptive Data Rate

The LoRaWAN standard employs an integral feature known as the Adaptive Data
Rate, which serves multiple essential purposes. The ADR is designed to prolong the battery
life of EDs, optimise quality of service requirements, enhance overall network capacity,
and maximise data throughput. The achievement of these objectives relies on the dynamic
management of the spreading factor and transmission power. The study [30] presents a
synopsis of the LoRaWAN ADR framework. The ADR algorithm operates at both the end
node and network server sides. EDs play a role in determining whether ADR should be
activated by setting a specific bit. Once this bit is set, the NS takes charge of regulating the
transmission settings and issuing the necessary ADR commands to the ED. Periodically, the
ED verifies whether the network server is successfully receiving uplink packets, which is
confirmed through SNR link margin feedback sent by the NS. In cases where uplink trans-
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missions fail to reach the gateway, the primary objective of the ED is to improve the status
quo by incrementing the spreading factor, hence decreasing the data rate. Additionally,
if a downlink packet is not confirmed within a programmable measurement of packets,
the ED takes proactive action by increasing the SF for the ensuing uplink packet [15]. This
results in an improvement in the transmission range and the possibility of communicating
with the GW. The specified procedure followed to adjust to optimal SF is shown in Figure 1.
By dynamically adjusting these transmission parameters, LoRaWAN’s ADR effectively
adapts to varying environmental conditions, ensuring optimised performance and efficient
resource utilisation in the network.

Figure 1. Standard ADR model ED side.

3. Related Literature

Adaptive data rate schemes have been proposed for LoRaWAN networks to address
the issue of interference and packet collisions, which can severely impact the network’s
performance. In this section, we survey some of the related research on ADR schemes
for LoRaWAN. Optimal resource allocation in ADR implementation still requires further
research as transmission delays, interference, and energy efficiency remain topical issues.
Some research has been undertaken addressing interference and packet collision issues
in LoRa networks [18,20,31] but is not exhaustive. ED mobility is a phenomenon that
is gaining ground [32–34] and poses its own challenges of frequently varying network
conditions. One of the earliest ADR schemes proposed in the literature is a fair adaptive rate
algorithm developed by [35], wherein the authors propose a solution to adjust ADR due
to network congestion using supervised learning. This technique improves the standard
ADR by reducing the probability of ineffective SF adjustments. However, due to the
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learning process and the feedback required for every transmission, there is an increase in
the transmission latency.

EXPLoRa is an algorithm proposed in [36] that considers dense networks to decrease
the collision rate and improve throughput. The algorithm distributes equally the number of
end nodes utilising different spreading factors (EXPLoRa-AT and another that allocates the
SFs by equalising the ToA between different nodes). This method ensures channel usage
fairness, although gateway distances are ignored. This approach involves periodically
monitoring and managing network behaviour from a centralised entity. The work reported
in [37] introduces CA-ADR, a collision-aware algorithm which determines optimal data
rates using the average SNR of the most recent packets as a benchmark and the orthogo-
nality of distinct spreading factors to decrease the possibility of collision. This algorithm
performs better in comparison to state-of-the-art ADR protocols, albeit in a limited network
radius where there are no connectivity constraints, but does not take into consideration
the energy efficiency of the network. Collision Avoidance Resource Allocation (CARA) is
proffered in [38] wherein the ADR algorithm increases network capacity while decreasing
the number of collisions. CARA partitions the available bandwidth of the wireless channel
into resource sections corresponding to each channel and SF. This algorithm increases
throughput but increases transmission time and energy consumption.

A link margin parameter was used in the ADR algorithm in [39] to account for in-
accurate link quality estimates. The algorithm resulted in improved SF allocation and a
decrease in energy utilisation on individual nodes. A game theory-based strategy was used
in [40] to manage the assignment of SFs to different EDs using the same spreading factor.
The authors used varying periods for these EDs to share the spreading factor, preventing
interference amongst EDs transmitting concurrently. An ADR algorithm that exploits the
quasi-orthogonality of spreading factors to create new channels was developed in [41].
The authors delivered higher throughput compared to legacy ADR algorithms but only
used SF7-SF9 to evaluate their proposed scheme. The proposed scheme resulted in a lower
packet success probability. In our previous work [42], we used fuzzy logic to develop
an energy-efficient ADR algorithm FL-ADR. Although this proposed scheme was more
energy-efficient compared to legacy schemes, there was a decrease in the packet delivery
ratio. In [43], the authors proposed an ADR protocol that assigns SFs by balancing the
time-on-air of packets transmitted by every ED. In contrast, in [44], an optimum section of
the spreading factors is determined to allocate spreading factors and transmission power
to minimise the chance of packet collision within each SF cluster. The algorithms men-
tioned above focus on the protocol strategy and depend on basic contention frameworks.
Zorbas et al. [45] used the average packet success probability of every spreading factor to
determine the spreading factor boundaries in a LoRaWAN cell but limited the radius to
500 m. In our work, we extend our optimal SF allocation to a 5 km radius.

Overall, these studies establish the importance of ADR schemes in LoRaWAN net-
works and highlight the need for adaptive and intelligent approaches to address the
challenges of interference and packet collisions. Realisation remains a long way off and
remains an open research area despite solutions being proposed. In this work, we develop
an ADR algorithm with collision avoidance and interference management that improves
energy efficiency without compromising the packet delivery ratio.

4. System Model

We consider a LoRaWAN network using European regional parameters with con-
firmed traffic transmissions for Class A end devices. The network uses modulation with a
fixed bandwidth of 125 kHz and consists of one GW positioned in the centre of the coverage
region. We assume that the GW can emulate eight receivers operating in parallel on the
channel line-up given in [15]. EDs are static and homogenous and located randomly with
uniform distribution in the coverage area. The network covers a topographical area of
10 km by 10 km. EDs generate packets of fixed payload for a given SF at the same applica-
tion data interval regardless of the proximity to the GW. The transmission start time for each
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ED is chosen randomly. In our algorithm, the NS uses the average SNR values [46,47] of the
previous four packets sent by the ED to approximate the link quality, in comparison with
the standard ADR protocol that uses the maximum SNR value of twenty packets, saving
on computational costs [42]. In this context, the traffic model for every ED is considered
to be periodic and uniformly distributed. This means that the data transmission from
each ED occurs at regular intervals and is spread evenly across the network. We use the
Log Distance Propagation path loss model [48]. This model provides a way to estimate
how the signal strength decreases as it travels over a distance, taking into account factors
like attenuation and interference. The system model incorporates the interference arising
from simultaneous uplink transmissions on a specific appropriate uplink transmission. A
transmitted packet will be received or dropped according to the sensitivity values given in
Table 1. Therefore, SF should be allocated to an ED, guaranteeing that the received signal
strength is higher than the receiver sensitivity, as shown in (3) below.

SNRmargin = SNRavg − SNRthresh − Dmargin, (3)

where SNRavg denotes the average SNR of the packets in the ReceivedPacketList, SNRthresh
is the minimum SNR threshold, and Dmargin is the device margin. The received signal
power at the GW in dB is given in (4):

Prx(dB) = Ptx(dB) + Ga(dB)− Lp(dB) , (4)

where Ptx is the transmit power at the ith ED, Ga is the antenna gain, and Lp is the path loss.
The path loss propagation is given by:

Lp = −10 log10(d
α
i f 2

c ∗ 10−2.8) , (5)

where di is the distance between the ith ED and the gateway, α is the pathloss exponent
(3.76), and fc is the carrier frequency (868.1 MHz).

The network is partitioned into K regions wherein K represents the number of available
spreading factors. The simulations are conducted using an ns-3 simulator [49] using a
LoRaWAN module developed by [50]. The simulation is carried out with a fixed number of
EDs and it is assumed that their number does not change during the simulation. Figure 2
shows a NetAnim output of the LoRaWAN network scenario implementing 100 EDs. The
simulation settings are presented in Table 3. A four-state energy consumption model is
assumed, comprising the transmit, idle, receive, and sleep states. Table 4 shows how the
energy model links the voltage and current usage to each state. To compute network
energy usage, we track each node’s energy usage during simulation. Semtech produced
these parameters for the SX1272 LoRa transceiver used in this work for transmit power
10 dBm [51]. These parameters are employed in conjunction with Table 1. The model
estimates ED battery life and energy consumption. Total energy consumption for each ED
is given by:

EED = Etx + Erx + Ei + Es , (6)

where Etx is the energy consumed when the ED is transmitting a packet, Erx is the energy
consumed when the ED is receiving an incoming packet, Ei is the energy consumed
when listening for incoming packets, and Es is the energy consumed when the ED is in
sleep mode.
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Figure 2. The LoRaWAN network scenario.

Table 3. Simulation parameters.

Parameter Value

Frequency 868 MHz
Number of EDs 100, 150, 200, 250, 300
Network Radius 5000 m
Number of GWs 1
Number of NS 1

Payload 20 Bytes
Simulation Runs 10
Simulation Time 6.6 h

App. Data Packet Rate 1 packet per 300 s, 600 s, 900 s, 1200 s, 1500 s

Table 4. Energy model parameters.

Parameter Value

Initial Energy of EDs 10,000 J
Supply Voltage 3.3 V

Standby Current 0.0014 A
Tx Current 0.028 A

Sleep Current 0.0000015 A
Rx Current 0.0112 A

5. The Proposed Adaptive Data Rate Model

In this section, we propose an adaptive data rate algorithm named the SNR-based
Spreading Factor Interference Rate-controlled Adaptive Data Rate Algorithm (SSFIR-ADR).
The proposed algorithm aims to decrease energy utilisation whilst preserving a high packet
delivery ratio by mitigating interference. This algorithm achieves this by dynamically
controlling the allocation of spreading factors to minimise the prospect of simultaneous
transmissions with the same spreading factor in a particular annulus region within the
network. To facilitate this, the network is divided into K radial regions according to the
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available SF regions, K ∈ {k7, k8, · · · , k12}. By varying the SF values based on the defined
framework, the data rate is optimised.

SSFIR-ADR is divided into two variants, SSFIR-ADR1 and SSFIR-ADR2. The key goal
of the proposed algorithm is to utilise two spreading factors in a specific annulus region
centred on the historical signal-to-noise ratio of the individual end nodes, thereby reducing
interference within that region. The SSFIR-ADR algorithm uses several global variables in
determining the optimal SF allocation as defined in Algorithm 1.

1. The SNR values of the four most recently received data packets are stored in the
ReceivedPacketList.

2. The average SNR values for each ED are computed and stored in a list, SNRavg,
updated every time an ED transmits a packet to the network server.

3. The required SNR threshold values are stored in a list called SNRthresh, as presented
in Table 1.

4. An SF list that correlates to the values stored in the SNRavg list is stored in SFvalue.
5. The Usageindex keeps track of the list of EDs within each SF region K which the

algorithm uses to determine which EDs should have their SFs optimised.
6. Dmargin stores the value of the device margin. ρ is the probability that will control

the decrease in SF at region K and will provide a number from 0 to 1.
7. ρSF represents a vector with the probability of EDs the algorithm randomly selects

for optimisation for each K region.
8. The optimised spreading factor is labelled SFnew. Once sufficient data are collected,

this variable will store the new SF value computed by the algorithm.

The algorithm operates as follows: Considering each SF region K, except k7, a subset
of nodes within the same radial ring region K (i.e., EDs utilising the same spreading factor)
is selected for transitioning to the adjacent lower SF region. Each ED is assigned the
lowest SF possible such that the power received from the ED is higher than the required
sensitivity threshold. SSFIR-ADR1 selects EDs that are in K with the minimum value of
SNRavg > SNRthresh and reduces the spreading factor by one. On the other hand, SSFIR-
ADR2 employs a stochastic approach to randomly select a subset of end devices from the
Usageindex, with a specific probability assigned for optimising their spreading factor. This
subset of EDs then transitions to a new SF denoted SFnew. In our implementation for this
work, we utilised a constant value of ρSF across all spreading factor regions. However, it is
possible to set individual probability values for each of the SF levels based on the network
size and node deployment considering the application needs.

The network topology with 300 EDs and its corresponding SF distribution is visualised
in Figure 3, showcasing the differentiated SF allocations achieved by Algorithm 1. By
incorporating these techniques, the proposed SSFIR-ADR algorithm demonstrates its ability
to effectively reduce energy consumption and mitigate interference while maintaining
satisfactory packet delivery performance in LoRaWAN networks.

Algorithm 1 The Proposed SNR-based SF Collision and Interference Reduced ADR
Model

Require: SF = [7, 12], TP = [2, 14], SNRthresh, SNRreq, ρSF
Ensure: TPnew and SFnew for each ED

1: ReceivedPacketList← number of packets recently received
2: SNRavg ← average SNR value for ED
3: SNRthresh ← [−7.5,−10,−12.5,−15,−17.5,−20]
4: Dmargin ← 10
5: ρ← rand()/RANDMAX



Future Internet 2024, 16, 380 10 of 19

Algorithm 1 Cont.

6: for each ED in the network do
7: SNRavg ← avg(ReceivedPacketList)
8: SNRmargin ← SNRavg − SNRthresh − Dmargin
9: Steps← f loor(SNRmargin/3)

10: SF ← maxSF
11: while Steps > 0 and SF > minSF do
12: SF ← SF− 1
13: Steps← Steps− 1
14: end while
15: while Steps > 0 and TP > minTP do
16: TP← TP− 3
17: Steps← Steps− 1
18: end while
19: Update UsageIndex
20: for each SF in SFvalue do
21: switch(SF)
22: if SNRavg > SNRthresh then
23: if ρ > ρSF then
24: SF ← SF− 1
25: end if
26: end if
27: end for
28: TPnew ← TP
29: SFnew ← SF
30: end for
31: return TPnew, SFnew

-4000

-2000

0

2000

4000

-4000 -2000 0 2000 4000

Y
-L
oc
at
io
n

X-Location

7

8

9

10

11

12

Figure 3. The SF Map−Algorithm SSFIR-ADR2.



Future Internet 2024, 16, 380 11 of 19

6. Results and Discussion

An evaluation of the proposed algorithm is presented in this section based on the
results derived from the simulations. The performance analysis of the LoRaWAN network
primarily focuses on four key metrics: confirmed packet success rate (CPSR), uplink packet
delivery ratio (UL-PDR), total energy consumption (ET), and interference ratio (IR). To
benchmark our proposed ADR implementation, we differentiate it against the standard
ADR protocol, the ns3-ADR protocol implemented in the ns-3 LoRaWAN module, and the
fuzzy logic-based ADR scheme known as FL-ADR [42]. In the first evaluation scenario, we
vary the application data packet rate while keeping the number of end devices constant at
100. In the second evaluation scenario, we vary the number of EDs while maintaining a
constant application data packet rate of 600 s. The main findings of our study indicate that
our proposed ADR model surpasses the standard ADR and ns3-ADR algorithms in relation
to the packet delivery ratio, while also demonstrating a reduced interference rate and
energy consumption. However, it is essential to note that the FL-ADR scheme surpasses
our developed framework in relation to energy utilisation and interference rate reduction,
although it lags behind in achieving higher PDR.

6.1. Total Energy Consumption

The proposed SSFIR-ADR model exhibits a notable decrease in the global energy
utilisation of the network, as illustrated in Figure 4 when considering different application
data intervals, and Figure 5 when examining various node densities. When comparing
SSFIR-ADR1 and SSFIR-ADR2 against the standard ADR algorithm, both variants demon-
strate average energy savings of 27% and 24%, respectively. It is vital to take note that the
energy consumption of the ADR algorithm directly correlates with the network size, as
depicted in Figure 5. Consequently, as the application data interval increases, the energy
consumption decreases for a fixed number of end devices within the network. This im-
provement in energy efficiency can be attributed to the reduction in interference, leading to
fewer collisions and subsequently fewer retransmissions. By minimising these disruptions,
the proposed algorithm effectively conserves energy resources. As a result, the proposed
SSFIR-ADR algorithm presents superior performance in comparison with the ns3-ADR
protocol, although it is outperformed by the FL-ADR scheme in terms of saving energy.
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Figure 4. Data interval vs. Total consumed energy.
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Figure 5. Number of EDs vs. Total consumed energy.

6.2. Uplink Packet Delivery Ratio

Figures 6 and 7 illustrate how the proposed SSFIR-ADR1 and SSFIR-ADR2 algorithms
perform in terms of the uplink packet delivery ratio. Both variants of SSFIR-ADR exhibit
improved UL-PDR compared to other algorithms. The primary objective of the proposed
ADR algorithm is to reduce energy utilisation while preserving a high packet delivery ratio
by mitigating interference and optimising data rates for end devices. However, due to
the limited transmission parameters that can be adjusted by ADR in LoRaWAN, complete
elimination of collisions is not feasible. As network density increases, the potential number
of interferers during each transmission also rises. In this scenario, the proposed ADR
algorithm surpasses all the algorithms used for comparison, highlighting its effectiveness
in reducing collisions. For instance, at a network density of 200 EDs and an application
data interval of 600 s, the standard ADR algorithm achieves a PDR of 0.72, the ns3-ADR
algorithm achieves 0.88, the FL-ADR scheme achieves 0.64, SSFIR-ADR1 achieves 0.90, and
SSFIR-ADR2 achieves 0.92. These results indicate an approximate improvement of 18%
and 20% in UL-PDR compared to the standard ADR algorithm for SSFIR-ADR1 and SSFIR-
ADR2, respectively. While FL-ADR outperforms SSFIR-ADR with reference to energy
consumption, it falls short in achieving a comparable packet delivery ratio. This result
showcases the balance between energy consumption optimisation and PDR performance.
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Figure 6. Data interval vs. UL-PDR.
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Figure 7. Number of EDs vs. UL-PDR.

6.3. Confirmed Packet Success Rate

The confirmed packet success rate (CPSR) refers to the probability of successfully
receiving both the uplink and downlink packets within the available transmission attempts.
Figures 8 and 9 depict the performance of the proposed SSFIR-ADR protocol in respect of
CPSR. The SSFIR-ADR algorithm demonstrates lower energy consumption in relation to
the standard ADR algorithm while maintaining comparable or slightly improved CPSR.
This is evidenced by the results presented in Figures 8 and 9. The reduction in interference
achieved by SSFIR-ADR contributes to energy savings without compromising CPSR. It
should be noted that as the node density increases, CPSR tends to decrease. Conversely,
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CPSR increases with longer application data intervals. These trends are observed due to the
higher likelihood of interference and collisions in denser networks, as well as the potential
for more retransmissions with shorter data intervals. While using confirmed traffic ensures
a higher level of QoS by guaranteeing accurate data reception and processing, it comes
with the drawback of consuming additional airtime, limiting the number of downlinks that
can be transmitted. This limitation is especially relevant when utilising a single gateway
in the network. In cases where the application can accommodate unconfirmed traffic, it is
advisable to opt for that approach to maximise network capacity.
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Figure 8. Data interval vs. CPSR.
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6.4. Interference/Collision Rate

The interference or collision rate, which represents the ratio of total received pack-
ets to packets lost due to interference, serves as a measure of network performance. In
Figures 10 and 11, we examine the performance of several LoRaWAN ADR implementa-
tions relating to the interference ratio. The proposed SSFIR-ADR algorithm consistently
demonstrates a lower interference ratio across different application data intervals and
node densities except for FL-ADR. It is worth noting that longer application data intervals
generally exhibit lower interference ratios compared to faster data intervals. Both graphs
in Figures 10 and 11 illustrate the effectiveness of the proposed SSFIR-ADR models in
reducing interference ratios across all scenarios. For instance, in Figure 11, the standard
ADR algorithm shows an interference rate ranging from 0.19 to 0.36 for this network with
up to 300 EDs. In contrast, SSFIR-ADR2 exhibits an interference rate between 0.07 and
0.26, while SSFIR-ADR1 ranges from 0.09 to 0.26. The stochastic approach employed in
our proposed model for optimising spreading factor allocation contributes to a reduction
of over 20% in the interference rate in comparison with the standard ADR algorithm and
14% improvement in comparison with the ns3-ADR algorithm. However, the FL-ADR algo-
rithm outperforms the SSFIR-ADR models by approximately 12% in terms of interference
reduction. Overall, the results establish the efficacy of the proposed SSFIR-ADR models in
mitigating interference and improving network performance.
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Figure 10. Data interval vs. Interference/collision rate.
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Figure 11. Number of EDs vs. Interference/collision rate.

7. Conclusions

In this work, we introduced a novel adaptive data rate algorithm termed SSFIR-ADR
for LoRaWAN networks, designed to improve the packet delivery ratio and reduce energy
utilisation in LoRaWAN networks. The study addresses the detrimental effects of interfer-
ence, which is increasingly prominent in rapidly growing IoT technologies and leads to
higher packet collision rates within the LoRaWAN network. Through extensive simulations
and analysis, we have evaluated the SSFIR-ADR algorithm in comparison to other ADR
implementations, including the standard ADR algorithm, ns3-ADR algorithm, and FL-ADR
scheme. Our findings indicate that the SSFIR-ADR algorithm achieves significant improve-
ments in key performance metrics The obtained results highlight the superiority of our
proposed solution over the standard ADR and ns3-ADR algorithms pertaining to energy
consumption, packet delivery ratio, and interference rate. While the FL-ADR algorithm
demonstrates superior energy consumption optimisation and interference reduction, it
falls short of achieving a comparable packet delivery rate. In contrast, the SSFIR-ADR
algorithm strikes a balance by achieving significant energy savings without compromising
the uplink packet delivery ratio and confirmed packet success rate. The SSFIR-ADR perfor-
mance is attributed to the algorithm’s ability to mitigate the adverse effect of interference,
resulting in fewer collisions and retransmissions. This was achieved without compro-
mising the UL-PDR and CPSR. Our approach presents a promising option for practical
LoRaWAN implementations.
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