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A B S T R A C T

This review explores the problems Chief Information Security Officers (CISOs) and other cyber
professionals face when defending their organization against cyberattacks. Using a Cyber Defense
Grid, which was developed based on military science and cybersecurity concepts and terminol-
ogy, we coded 125 articles published in Information Systems (IS) journals. We also employed
three avenues (i.e., lenses) from cybernetic theory to frame the coding results to derive cyber
defense strategies. In particular, we propose three strategic cyber defense modes: reactive, heu-
ristic, and proactive. Taken together, these three modes suggest ways in which organizations can
react strategically within the whole cyber defense domain.

Introduction

Attackers are regularly and exponentially outsmarting state-of-the-art cyber defenses of businesses, institutions, and governments.
Smurf attacks, bot attacks, ransomware, and spear phishing are some terms used by cybersecurity professionals to refer to attacks in
cyberspace. Cyberattacks are ill-natured attempts to control a particular computing infrastructure and thereby destroy the integrity of
data or steal controlled information.1 Among all businesses, 32 % (including 69 % of large businesses) reported experiencing
cyberattacks in 2023, at an average cost of USD 4.5 million per attack (Protection Group International, 2023). The results of the 2023
Global Risks Perception Survey (GRPS) found that the risk of cyberattacks on critical infrastructures is among the top five risks with the
greatest potential impact on a global scale. Also notable is that “widespread cybercrime and cyber insecurity” is a new entrant in the
World Economic Forum’s top ten risks (2023 Global Risks Report2). Malicious activities and cyberattacks are leveraging digital de-
pendencies to become ever more aggressive, persistent, and sophisticated. This leveraging is occurring because cyberattackers are
taking advantage of the more widespread exposure of potential targets due to greater internet usage by individuals and organizations,
as well as the increasing numbers of networked devices (Sen et al., 2022). Extended networked connectivity enabled the emergence of
an especially destructive type of cyberattack called an Advanced Persistent Threat (APT). An example is the SolarWinds supply chain
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1 The NCSD cybersecurity Glossary defines a cyberattack as “an attempt to gain unauthorized access to system services, resources, or information,

or an attempt to compromise system integrity,” extending the definition to “the intentional act of attempting to bypass one or more security services
or controls of an information system.” Attacks are deemed active (i.e., attempts to alter a system, its resources, its data, or its operations) or passive
(i.e., attempts to learn or make use of information from a system, without alteration).
2 https://www.weforum.org/reports/global-risks-report-2023/.
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attack that occurred in 2020. Malicious code was inserted into SolarWinds’ Orion software, infiltrating tens of thousands of networked
government and commercial organizations around the globe and generating major ripple effects worldwide (Wolff et al., 2021).

Cybersecurity professionals are fighting a multi-dimensional cyberwar. As Madnick (2017) states, “The good guys are getting
better, but the bad guys are getting badder faster” (p. 4). Cyberattacks have “badder” repercussions not only for organizations, but also
for national security and the security of the nation’s citizens. The danger of escalating international conflicts in cyberspace by targeting
whole nations has become a terrifying reality; in response, NATO has announced that a serious cyberattack on any of its members
would trigger collective defense under Article 5 (Tertrais, 2016). Active cyberattacks led by nation-states have been occurring back and
forth throughout the unfolding war between Ukraine and Russia (Jakub, 2022; Paganini, 2022), as well as prior to the Russian invasion
(Fingas, 2022). In the context of this war, the United States President publicly warned the private sector: “If you have not already done
so, I urge our private sector partners to harden your cyber defenses immediately.”3.

The focus of our systematic literature review is on cyber defense as it relates to the struggles encountered, not only by nation-state
leaders but also by Chief Information Security Officers (CISOs) and other cybersecurity professionals, when facing cyberattacks. We are
particularly focused on all cybersecurity practitioners who, like CISOs, are involved in developing and implementing cyber defense
strategies to fight this multi-dimensional war and to deal with the aftermath related to cyberattacks across sectors and industries.

The multi-dimensional cyber defense domain is rooted in the fields of Cyber Security and military science. In academic literature,
“Cyber Security,” “Computer Security,” “IT Security,” “Information Security”, and “Information Systems Security” are often used
interchangeably (Schatz et al., 2017). This can be rather confusing. Schatz et al. (2017) note that the term “cyber security” gained
considerable popularity when U.S. President Barack Obama in 2009 proclaimed, “I call upon the people of the United States to
recognize the importance of cyber security and to observe this month with appropriate activities, events, and trainings to enhance our
national security and resilience” (in Schatz et al., 2017, p. 54). Authors such as Stubley (2013) equate cybersecurity with information
security because the “cyber” component involves the use of Information Technology and computers. Other authors, such as Walls et al.
(2013), emphasize the ambiguity introduced by the mindless use of the term “Cyber Security” in situations where nuanced definitions
such as Information Security (IS) or Information Technology (IT) Security are more appropriate. Dewar (2017) prefers to use “Cyber
Security” instead of “Information Security” to denote a superset of security practices. Hence, in the context of our cyber defense
research, we use the term “Cyber Security” and distinguish it from “Information Security” and other related terms noted above.

We define “Information Systems Security” (ISS) as “the protection of information handling at the technical, formal or informal
levels” (Dhillon et al., 2021, p. 2). ISS typically involves defensive actions taken to protect against damages to the organization’s IT
assets. The way that firms operationalize their ISS priorities4 can be seen in their spending patterns: 72 % is spent on identification,
protection, and detection, while only 18 % is spent on response, recovery, and business continuity (Coden et al., 2023).

Like ISS, cybersecurity is concerned with defensive actions taken to identify and detect potential cyberattacks, to protect against
those attacks where possible, and to respond to and recover from them when they occur. Cyber defense, more so than ISS, is
particularly devoted to responding and recovering by taking actions to ensure that tools, policies, and organizational processes are in
place to withstand cyberattacks. Cyber defense response can be rapid or timely. Furthermore, cyber defense is more broadly defined
than ISS since it forms a shield that not only combines more traditional defensive actions, but also offensive actions involving or relying
upon IT and/or operational technology and systems (Walls et al., 2013).Defensive approaches use preventive actions premised on
understanding the system and its potential weak points, while “offensive approaches are counterpoint to defensive methods, and
proactively predict and remove threats in the system using ethical hacking techniques” (Aiyanyo et al., 2020, p. 2). An example of an
offensive tool is DeepLocker for Intelligent Target Profiling/Intelligent Collection. Thus, cyber defense actions, which are rooted in
cybersecurity, are consistent with wartime situations that involve defensive and offensive strategies.

In this article, we use military terminology when we define cyber defense as “capabilities and processes to synchronize in real-time
the ability to detect, analyze and mitigate threats and vulnerabilities, and outmaneuver adversaries to defend designated networks,
[and] protect critical missions” (Cyber warfare Lexicon 2011, p. 7). We also adopt a multi-level perspective on cyber defense capa-
bilities derived from military science5: strategic cyber capabilities concern high-level coordination and comprehensive infrastructures;
operational cyber capabilities refer to achieving major objectives; tactical cyber capabilities point to specific, smaller objectives
(Schulze, 2020). These cyber defense strategies at the operational and tactical levels include specific actions involved with risk
mitigation, contingency planning, legal protection, and offensive/competitive positioning (e.g., innovating to maintain a competitive
edge). Collectively, these defensive strategies (along with offensive strategies) form a cyber defense shield. The effectiveness of the
cybersecurity controls and precautionary measures depends on the combined strengths of all elements of a cyber defense shield.

While some reviews of the ISS literature exist (e.g., Baskerville, 1993; Dhillon and Backhouse, 2001; Dhillon et al., 2021; Siponen,
2005), we know of no reviews of cyber defense in the IS literature. Recently, Dhillon et al. (2021) conducted a review of ISS research.
As part of their research, they performed a Delphi study with CISOs which found that their concerns are focused on ISS attack issues.
Notably, the CISOs ranked different types of attacks as the top four most important ISS issues: APTs, malware, hacking, and phishing
attacks. CISOs are most concerned about the preponderance of data breaches. The CISOs ranked Security Policy Misalignment last out
of seventeen concerns. Dhillon et al. (2021) also reported that academic ISS research has focused instead on ISS Behaviors and Privacy
Concerns, as well as Security Compliance and Management. Thus, they concluded that “current academic research and practitioner

3 https://www.whitehouse.gov/briefing-room/statements-releases/2022/03/21/statement-by-president-biden-on-our-nations-cybersecurity/.
4 Based on the National Institute of Standards and Technology’s (NIST) Cybersecurity Framework.
5 Note that business administration and information management commonly refer to strategic-tactical-operational. We adhere to the military

conceptualization of strategic-operational-tactical.
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concerns are out of sync” (Dhillon et al., 2021, p. 13). Researchers’ and practitioners’ perceptions about the value of the others’
contributions have also been found to be out of sync (Hyatt et al., 1997).

Consequently, our review of cyber defense topics within the IS literature is designed to see the extent to which IS researchers are
considering cyber defense concepts that are of the most concern to cybersecurity professionals who are busy planning for, dealing with,
and recovering from cyberattacks. In particular, our research question is the following: How can cyber defense concepts be used for
developing strategies to help CISOs and other cybersecurity professionals who are engaged in cyber warfare? Answering this research question
can identify highly relevant topics for ISS researchers, as well as respond to the call for “more high-quality review papers that syn-
thesize available knowledge for professional practice” (Templier and Paré, 2015, p. 114). Later, based on the knowledge garnered from
our review, we explain how cyber defense is an important strategic tool that cybersecurity practitioners can use in their organizational
war chests.

Theory

We begin by presenting a framework that we call the Cyber Defense Grid which reflects frequently mentioned terminology bor-
rowed from practitioners in the fields of cybersecurity and military science. The Cyber Defense Grid consists of beneficial cybersecurity
concepts that are missing or not fully addressed in the IS literature. Then, we introduce Kline’s three cybernetics theoretical lenses (i.e.,
minimal self-organizing system, simulating human cognition, and Artificial Intelligence (AI)). These three cybernetic lenses, or ave-
nues, help us in examining cyber defense relationships within the IS literature. We use the avenues to theorize about cyber defense
strategies that academics can bring to practice in the cyber defense domain.

Cyber Defense Grid based on Cyber Security and Military Science

The Cyber Defense Grid consists of classes of attacks, targets of attacks, vulnerability, payloads, attackers, defenders, taxonomies/
frameworks, and countermeasures.

An attack class categorizes a cyberattack (i.e., vectors) according to attack method (i.e., multiple, sequential, or parallel) and path.
Raiyn (2014) identifies four main classes of attacks. One is Denial-of-Service (DoS), which overloads a computing or memory resource,
consequently rendering the resource unable to handle legitimate requests such as user access to a machine (e.g., smurf attack); a
popular form of DoS attack is the Distributed Denial-of-Service (DDoS). A second attack class is Remote to Local (User) (R2L), which
sends packets to a local host over the internet or network, to subsequently illegally gain access through current machine vulnerabilities
(e.g., SQL injection). A third attack class is User to Root (U2R), an attack designed to access a normal user account in the system to gain
root access to the system (Alharbi et al., 2018). A fourth attack class is probing attacks, which are a form of “recon” activity (e.g.,
SATAn) in which a network is scanned to gather information (e.g., mapping IP address space of a target). Interestingly, a fifth type of
highly potent attack that emerged from our coding is Advanced Persistent Threats (APTs). An APT is “not a single step attack but it is
composed of numerous hacking tools and processes [… requiring a] high level of knowledge and plenty of resources, making APT an
evenmore prominent threat […] The APT tracks its target constantly over a long period of time” (Siddiqi and Ghani, 2016, p. 46). APTs
adapt to be resilient against new security measures (ibid.).

The target of an attack can be a computer, network logical entity, physical entity, Network Control System (NCS), Cyber-Physical
System (CPS), or Industrial Control System (ICS). Modern NCSs (i.e., connecting the cyberspace and the physical space to allow remote
task execution) and CPSs (i.e., composed of feedback loops where physical processes affect computations and vice versa) are being used
successfully in industry (Kim et al., 2020). NCSs and CPSs, which serve ICSs such as Supervisory Control and Data Acquisition
(SCADA), offer increased reliability and decreased wiring (Zhang et al., 2016).

Vulnerability (i.e., attack surface) is defined as “a system susceptibility or flaw in the design of the hardware or software and can
be exploited to gain unauthorized access” (Duffany, 2018, p. 5).

The payload of the attack is the part of the malicious software (i.e., malware) that actually damages the target’s system. It includes
information leakage (data theft), spying (activities monitoring), destruction (corrupting or deleting files), propagation (worms),
blackmail (ransomware), and the inability to service others (Hansman, 2003). Notably, multi-stage APT attacks may involve different
payloads tailored for specific classes of attacks. APTs also have hidden entry points (backdoors) into the infected system which allow
attackers to return remotely to execute their payload at will (Ahmad et al., 2019). In short, the malware is the delivery mechanism, and
the payload is the malicious content which it is designed to deliver.

Attackers include insiders, hackers, terrorists, and nation-state-sponsored attackers. Edward Snowden, Bradley Manning, and
Robert Hanssen are notable examples of insiders who posed a serious threat to their organizations/nation by revealing or exposing
sensitive information (Kim et al., 2020). Insiders can cause great harm to their organizations, either unintentionally or through
deliberate activities such as those enacted by disgruntled employees and/or espionage. In their review, Oliver and Randolph (2022)
define a hacker as “as a user who wishes to gain access to an identified target (e.g., a company, group, or network) in hopes of learning
more about the target, exploiting the target for attack or benefitting society” (p. 402). Attackers are commonly referred to as “black-
hat” and “gray-hat,” depending upon their degree of criminal intent (Maurushat, 2019; Silic and Lowry, 2021). Interestingly, black-hat
hackers performing APT attacks are generally sponsored by a nation-state or corporate entity (Ahmad et al., 2019; Wen et al., 2017).

Cybersecurity professionals are critical defenders. The cybersecurity professionals encompass CISOs who operate mostly at the
strategic level and a multitude of others whose roles protect and defend against cyberattacks at the operational and tactical levels.
These include ISS analysts, cybersecurity engineers, security architects, IT security consultants, security software developers, pene-
tration testers (e.g., white-hat hackers), and network security architects (Okeke, 2022).
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Cyberattack taxonomies and frameworks are common in cyber defense and have been used to improve security policy and defend
organizational systems. The goal of cyber defense taxonomies and frameworks is to enable researchers and practitioners to gain a
comprehensive understanding of attacks against specific targets and adapted defense modes. An example of a research-based tax-
onomy is Fleury et al.’s (2008) classification of cyberattacks against control systems to assist the energy sector in managing cyber
threats. The rise of technological innovations – including but not limited to Machine Learning (ML), natural language processing, and
Artificial Intelligence (AI) – support the emergence of new defense frameworks such as the cognitive cybersecurity model (Khan and
Parkinson, 2018). Frameworks often are drawn from the field of military science and are widely used by practitioners (Zhang and
Thing, 2021). Two common frameworks derived from the military are the Cyber Kill Chain and the MITRE ATT&CK. See Appendix A
for a more detailed description of these two intelligence-driven frameworks and their components and mechanisms [e.g., Tactics,
Techniques, and Procedures (TTP) and Cyber Threat Intelligence (CTI)].

Countermeasures are rooted in the physical, temporal, logical, and cryptographic principles of separation in computer security
(Pfleeger and Pfleeger, 2012). Globally, cybersecurity professionals focus on the protection of the organization through applications of
three types of controls (Ahmad et al., 2014). One, technical controls (e.g., firewall, VPN’s, IDS, Distributed IDS) are deployed to ensure
the basic security standard. Two, formal controls are defined as techniques, processes, and tools for continuous risk management,
identification, analysis, governance of risk, and compliance strategies (Dhillon, 2007); these controls are typically based on inter-
national standards and frameworks (e.g., COBIT 2019, NIST, ISO/IEC27001) emanating from legal acts (e.g., Sarbanes-Oxley Act,
HIPAA). Three, informal controls are defined as behavioral controls, including protection motivation, fear appeals, and sanctions/
rewards (Dhillon, 2007).

Klines’ Cybernetics Avenues

When studying cyberspace, scholars and practitioners commonly use the abbreviation “Cyber.” Semantically, “Cyber” is the
contraction of “Cyber(netic) space.” However, we too often omit a seemingly detail trivial, i.e., “netic.” This detail is necessary to take
into account when investigating theoretical approaches and, therefore, potential defense strategies for practitioners. Wiener (1948)
defines “cybernetic” as “the scientific study of control and communication in the animal and the machine” (p. 11). Wiener’s (1948)
theorization focuses on the self-regulating mechanisms of cybernetic systems. He formalizes the notion of feedback mechanism (i.e.,
loop or circuit) as the source of intelligent behaviors.

Kline (2011) identifies three chief avenues in Wiener’s grand theory of cybernetics. The three avenues relate to specific imported
theories from cross-reference fields, namely law, organizational behavioral science, computer sciences (i.e., ML, AI), and cognitive
sciences (i.e., information processing, decision-making, optimization, heuristics, simulation, gaming). We use these avenues to frame
our analysis of the IS literature on cyber defense.

The first avenue of cybernetics originated from the work of Ashby (1957) on the homeostat, one of the first devices capable of self-
adaptation in response to modifications in the environment. Ashby’s principle of a minimal self-organizing system is that a dynamic
system, independent of its type or composition, always tends to evolve toward a state of equilibrium or balance (i.e., homeostasis).
Ashby (1957) assumed that adaptation to novelty results from system upper-level randomization that can reorganize the lower level.

The second avenue in cybernetics arises from the work of Newell and Simon (1972) on simulating human thoughts. Newell et al.,
(1957) designed and implemented processing languages that incorporate basic human information processes supported by computer
programs, such as the Logic Theorist used to solve difficult problems (Newell et al., 1957). Cognitivists reverse-engineered the mind
and developed new computational and associative models. As a result, thought processes were no longer considered to be an inac-
cessible black box.

The third avenue of cybernetics, namely Artificial Intelligence (AI), was initiated in 1959 in MIT’s Artificial Intelligence Laboratory
byMcCarthy andMinsky (See Kline, 2011). The aimwas to duplicate the cognitive and reasoning abilities of humans when using super
powerful computers or robots boasting anthropomorphic cognitive capabilities (Rutkowski and Saunders, 2019). Advances in Graphics
Processing Units (GPUs) have made training deeper neural networks possible and partially explain the craze for ML in combination
with big data in the field of AI.

Methods

In this section, we describe the research method we used to perform the scoping review (Paré et al., 2015) and the systematic
literature review (Jahan et al., 2016; Paré et al., 2015; Rowe, 2014; Templier and Paré, 2015), which resulted in selecting 125 articles
from a pool of 544 articles across ten IS journals, using three iterations. As described below, the review method we employed is
composed of three stages: (1) planning, (2) conducting, and (3) reporting and disseminating (Clarke and Oxman, 2001).

Stage 1: Planning the Review

The research question and our stated purpose (e.g., synthesizing the literature to share knowledge with and to assist both
cybersecurity professionals and IS researchers) guided us in planning our review. We first decided the review period should be for the
years 2003–2020; we then extended the period to 2023, based on a reviewer’s comment. We started the review in 2003 for two
reasons. One, 2003 was the publication year of a seminal conceptual article by Knapp et al. (2003) that used the defense mechanisms of
biological cells as a metaphor for network security defense. Two, 2003 was the year in which the SQL slammer worm led to significant
cyberattacks on various sectors and industries. Notably, SQL slammer infected the Davis-Besse nuclear power plant’s network,
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disabling the Safety Parameter Display System. About a decade later, a groundbreaking sophisticated cyber weapon (Stuxnet)
compromised the fast-spinning centrifuges of Iran’s Natanz nuclear facility, demonstrating cyberattacks’ potential to damage and/or
disrupt critical infrastructure (Knapp and Langill, 2015). Such a series of cyberattacks led US decisionmakers to conduct a Cyber Policy
Review of formal cyber defense controls: norms, laws, agreements, policy decisions, and others (e.g., Harknett and Stever, 2011).

Stage 2: Conducting the Review

To understand the extent and nature of the research articles on cyber defense, we first conducted a scoping review, which is defined
as “attempts to provide an initial indication of the potential size and nature of the available literature on a particular topic,” before
undertaking a full systematic review (Paré et al., 2015, p. 186). Early in our scoping review we decided to exclude databases such as
ABI/Inform, JSTOR andWeb of Science since our preliminary search surfaced an extremely large number of non-IS papers that were of
limited value for understanding the contributions of IS researchers. To make our review scope and size manageable and to address the
quality of the articles in our final sample, we focused our search on articles published in the AIS Senior Scholars Basket of Journals
(“Basket of Eight”). We also looked at other prominent IS journals such as Decision Support Systems, Information & Organization,
Communications of the AIS (CAIS), and Information & Management (IM) which we thought would be most likely to support our
theorizing. To theorize, we needed to study articles that had a theoretical base and/or some depth in conceptual development. Hence,
we used the recognition of journal quality and reputation by the AIS Senior Scholars as a proxy for the article quality assessment that is
essential when conducting systematic reviews (Rowe, 2014; Templier and Paré, 2015). In the end, we supplemented our Basket
journals sample with two other IS journals: CAIS and IM.6

Step 1: Cyber Defense Grid
We illustrate the steps in our systematic review of the literature in Fig. 1. According to Fink (2010, p. 3 as quoted in Rowe, 2014, p.

246), “A research literature review is a systematic, explicit and reproducible method for identifying, evaluation and synthesizing the
existing body of completed and recorded work produced by researchers, scholars and practitioners.” This method requires stating the
overarching purpose of the review (e.g., research questions), documenting the search strategy, choosing search terms related to the
review purpose and research question, developing and stating inclusion and exclusion criteria, explicitly stating article selection
decision rules, and using an explicit framework for capturing data from the articles (Paré et al., 2015; Rowe, 2014; Templier and Paré,
2015). We conducted the initial review using the keywords “cyber defense” and “cyber defence.” Our first group of articles totaled 104:
i.e., EJIS (n = 12), ISJ (n = 7), ISR (n = 10), JAIS (n = 7), JIT (n = 9), JMIS (n = 1), JSIS (n = 5), CAIS (n = 41), IM (n = 12). We
excluded a total of 25 manuscripts, such as commentaries, opinion papers panel reports, tutorials, teaching cases, case studies, edi-
torials, review reports, tributes, introductions to special issues, and research agendas.

After independently reading the abstracts (n = 79), the original two coauthors first computed the numbers of keywords in each
article (excluding references) that were highly associated with our research question: cyber defense, threat(s), security(ies), hacker(s),
breach(es), vulnerability(ies), attack(s), payload, and counter(− )measure(s). While the term “cyber defense” appears in all 104 ar-
ticles, only 43 % of the publications yielded these common cybersecurity keywords. The two coauthors then independently pre-
selected the articles to be coded. The coauthors used a double coding approach to reduce selection bias (Hayes and Krippendorff,
2007). The results of the double coding showed convergence for 93 % of the pre-selected manuscripts. To resolve divergence between
coders, we used a quantitative screening approach to reject the manuscripts that contain less than 100 occurrences of the search key
words. For example, the article by Banks (2009) – which related to internet diffusion and had a total count of 42 occurrences of
keywords cyber defense (n = 0), threat(s) (n = 11), security(ies) (n = 5), hacker(s) (n = 9), breach(es) (n = 0), vulnerability(ies) (n =

0), attack(s) (n = 17), and counter-measure(s) (n = 0) – was rejected on the basis of the decision rule specified above. Following the
pre-selection phase, 34 articles were excluded. These articles neither relate to cyber defense nor offer extensive discussion of cyber-
security search keywords.

Following the pre-selection, the first two coauthors coded 45 publications based on the Cyber Defense Grid categories [attack class,
target, payload, vulnerability, attackers, cyber professionals (i.e., defenders), and countermeasures], which are described above in the
Theory section. (The coding table for the Cyber Defense Grid categories may be found in Appendix B.) We also coded taxonomies or
frameworks that were used in the articles. Our coding of the 45 articles made it apparent that the IS field has addressed “defense”
minimally, so we expanded the search through a second iteration by launching another literature review encompassing all aspects of
“cybernetics” in IS.

Step 2: Cybernetics
The second group, which was added to include cybernetics articles, totaled 294 new articles. Following the protocol described in

Step 1, 83 manuscripts were excluded, such as commentaries, opinion papers, panel reports, teaching cases, (guest) editorials, review
reports, workshops, and research agendas. After reading 211 abstracts, we tabulated the number of keywords in each article (excluding
references). Following this preselection process, we coded 41 publications. Again, our double coding showed convergence for 98 % of
the pre-selected manuscripts, and we used the quantitative approach described above to reduce selection bias. The journal sources of
the articles are displayed in Fig. 2 and Appendix C.

6 After reading articles in the four IS journals, we considered the DSS articles to be too technical and thought there would be too few relevant
articles in I&O.
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We coded the second group of 41 articles using the Cyber Defense Grid codes. We also coded the original 45 articles and the second
group of 41 articles using the three chief avenues in cybernetics (Kline, 2011): minimal self-organizing system, simulating human
cognition, and AI. See Appendix D.

Step 3: Updating the sample
To make our review more complete, we added articles from 2021 to 2023. Using the same protocol described in Steps 1 and 2

above, we found 146 potential articles and selected 39 of them for coding. Appendix C displays the number of articles published each
year and the share of articles published in each of the ten IS journals that we selected. The third coauthor used the coding tables in
Appendices B and D to demonstrate the reproducibility of the coding. There was 90 % percent agreement between the third author and
the first and second co-authors in the coding of a subset of ten of the more recent articles. Most discrepancies occurred in class of
attacks, as classification requires specific practitioner knowledge.

Stage 3: Reporting and Disseminating

The third stage reports the results of coding and subsequently synthesizing the findings for IS researchers and CISOs, as well as other
cybersecurity professionals. The frameworks used for coding were the Cyber Defense Grid and Kline’s Cybernetic Avenues.

Results and Synthesis of Coding

Cyber Defense Grid

In Appendix E, we report the results of the coding related to the Cyber Defense Grid. In this section, we provide some highlights of
the synthesis of the coding results. In Appendix F, we provide a more detailed description and synthesis of the coding results.

Attack classes
Our coding revealed four attack classes (DoS/DDoS, R2L, U2R, and APT). The attack class is not easily identifiable in most of the ISS
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articles we coded. Most articles list many types of attacks in the introduction without further elaboration. R2L is the most frequently
specified attack class, even though practitioners appear to be heavily involved in reacting to DoS and DDoS attacks. One article that
does focus on DDoS attacks is the research by Hui et al. (2017) on the adoption of international legislation and the effects of DDoS.
Almost all articles on targets of cyberattacks are about attacks on computer systems. Despite their importance in terms of the major
potential impacts, only a few articles deal with attacks on critical infrastructures. An exception is one by Plachkinova and Vo (2023),
who view cyberattacks on critical infrastructures as very likely. Infrastructures are easy targets because they were built decades ago
before modern cybersecurity standards even existed and because cyberattacks on these infrastructures can cripple so many businesses,
governments, and individuals. Most published attacks are on firms in the financial sector, followed by attacks on retail firms (See
Appendix G). Hua et al. (2018) discuss a cyber terrorist attack on financial services and demonstrate the attack’s ripple effects on
society at large. Sen et al.’s article (2022) is a particularly rich text that not only gives specific examples of and details about all types of
attack classes and targets, but also describes challenges and opportunities related to the use of machine language and AI.

Especially noteworthy is that only three papers address APTs (Shin et al., 2018; Kotsias et al., 2023; Plachkinova and Vo, 2023).
Kotsias et al. (2023) note that APTs are increasingly sophisticated and aggressive. They are concerned that most organizations are so
focused on complying with laws, regulations, and “best practice” cybersecurity standards that they can only react to attacks. Kotsias
and colleagues note that organizations find themselves in an asymmetrical arms race against cyber threat actors who are free to act
more aggressively and quickly. They urge organizations to adopt a military mindset that employs logic-driven CTI to proactively
anticipate which vulnerabilities will be attacked. This mindset typically requires a change in culture about cyber defense and a
behavioral transformation of the business users to directly mitigate vulnerabilities across all organizational levels (operational,
tactical, and strategic) (ibid.).

Payloads
The payloads of the reported attacks are almost always related to breaches or data theft, which have been of great concern to

cybersecurity practitioners since an early publication in 2003 (Bagchi and Udo, 2003). A focus on payloads highlights the real-world
effects (e.g., financial loss, reputational damage, data exposure) of cyberattacks. Starting from 2017 (Hui et al., 2017; Samtani et al.,
2017), twelve articles introduce an emerging payload of concern: ransomware. Nowadays, attackers not only encrypt the stolen data
and scramble the files, but they also blackmail the victim by threatening to publish or sell the data if a ransom is not paid to obtain the
decryption key (double extortion tactic).

Offenders and defenders
A number of articles deal with cyberwarfare combatants: offenders and defenders. Offenders can include insiders, hackers, and

nation-state actors. Wang et al. (2022), among others, note that a majority of cyberattacks can be attributed to the intentional and
unintentional actions of insiders. Most studies about hackers seek to identify the intentions. Wang et al.’s (2023) study of the Chinese
Computer Misuse Act found that the law had a strong effect on the intentions of not only offenders (i.e., black-hat hackers), but also,
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unfortunately, defenders (white-hat hackers and cybersecurity professionals). Most recently, Samtani et al. (2022) and Ebrahimi et al.
(2022) used both deep learning and cybersecurity analytics to analyze the conversations of black-hat hackers on hacker forums on the
international dark web to identify the exploit-vulnerabilities which hackers would be most likely to attack, as well as to build a novel
cross-lingual hacker asset detection tool, respectively. Beebe and Rao (2010) present an interesting offender taxonomy (e.g., offender
motivation, skill, offender-victim relationship, offender involvement). Another set of articles relate terrorism and espionage to APTs.

Defenders include CISOs and a variety of cybersecurity professionals. Ebrahimi et al. (2022) do a particularly good job describing
how their research could assist defenders (i.e., cybersecurity professionals) at multiple levels. At the operational level, their research
may assist security management, information security officers (ISOs), and practitioners in cybersecurity analytics organizations. At the
strategic level, it may assist ISS Managers (ISSMs) and CISOs.

Taxonomies
Earlier ISS articles provided a relatively limited amount of theorizing about cyber defense using taxonomies from military science.

One article by Wolff (2016) offers a taxonomy of perverse effects based on military concepts such as defense-in-depth, a strategy which
involves layering defensive mechanisms to protect against multiple types of attacks. Kotsias et al. (2023) encourage adopting and
integrating CTI usage as a key enabler for tracking and breaking the attacker’s kill chain. Dincelli and Chengalur-Smith (2020) also
draw from the military- related work on the cyber kill chain, namely the first phase of reconnaissance, to address design of SETA.

Countermeasures
The ISS literature does a good job of researching countermeasures. Approximately half of the reviewed articles deal with controls,

especially formal controls, while informal controls are represented the least.

Kline’s Cybernetic Avenues

This section introduces the coding results of Kline’s (2011) cybernetics theoretical avenues or lenses: (1) minimal self-organizing
system, (2) simulating human cognition, and (3) artificial intelligence (See Appendix H).

First avenue
Most IS articles we coded fall into the first avenue (n = 91). Many could offer contributions to practice. For example, Knapp et al.

(2003) propose a framework for network security thinking that draws five analogies between cellular defenses and network defenses.
This framework aims to activate critical thinking among groups of cyber professionals. Several publications employ what could be
described as a threat response or prevention approach of employees to maintain organizational balance (Boss et al., 2009; Dinev and
Hu, 2007; Johnston et al., 2016). Measures have been proposed for the perceptions of situational and dispositional factors (see
Johnston et al., 2016) relating to sanctions, fear appeals, or self-efficacy. Other studies converge on the importance of using negative
(Orazi et al., 2019) or positive reinforcement (Vedadi and Warkentin, 2020) to actively leverage randomization effects at the orga-
nizational level (i.e., upper level) and influence the lower levels involved with managing employees. Also, Wang et al. (2017) use the
Extended Parallel Process Model (EPPM) to explore threat appraisals, coping strategies, and “mandatoriness.” Chen et al. (2021a)
extend the EPPM in their nuanced study of compliance and noncompliance.

Notably, we found from our review that deterrence is considered a way by which one system level can get another level to perform a
desired action (Herath and Rao, 2009). For example, Shin et al. (2018) develop a framework of ten Internet Peace Principles based on
legal deterrence. They believe that the paradigm of preventive cybersecurity can be established and that the motivations behind
cyberattacks can be drastically ameliorated. Salisbury et al. (2011) explore the power asymmetries created by technology and
investigate the impact of institutional changes on nation-states in resisting cyberattacks. Green et al. (2020) stress that cybersecurity
policies and practices are fragmented across all partners in the critical infrastructure supply chain. However, stakeholders must share a
common understanding of critical infrastructure interdependencies to determine the cascading damage that may result from attacks.
Kotsias et al. (2023) provide an excellent example of the value of considering levels for CTI. In Kotsias’ action-research study of an
international finance corporation, the operational level of the corporation’s threat intelligence team monitored the threat landscape
for intelligence to feed to the Security Operation Center (SOC) (e.g., blocked IPs); the tactical level predicted threats and validated
those threats with the more skilled SOC analysts; finally, the strategic level used the information to identify new threat actors and their
TTPs, as well as to identify the firm’s most exposed vulnerabilities.

Second avenue
We identified 24 articles employing a predominately second avenue lens. IS research extensively uses simulation models based on

game theory and mathematical models to uncover complex heuristics related to decision-making and uncertainty (Benaroch, 2018).
Roumani and Nwankpa (2020) apply game theory to analyze historical vulnerability data using the Cox proportional hazard model (i.
e., they identify hackers’ strategic choices when deciding which vulnerability to exploit). The same approach has been applied in
studying accidental breaches in healthcare (Kim and Kwon, 2019) and the “survival” of active cybercriminals on the dark web
(Benjamin et al., 2016). Sen et al. (2022) suggest that game theory could be used to model the interaction between AI-enabled controls
and adversarial AI (i.e., when AI models are manipulated into making incorrect inferences) that is trying to find weaknesses in these
controls so that Artificial Intelligence can attack those weaknesses. Another game theory example is by Gal-Or and Ghose (2005) who
model information sharing benefits and the impact that collaborations of government agencies with universities and/or industry (e.g.,
Computer Emergency Response Team, InfraGard) have on reducing breaches. An example of mathematical modeling using
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combinatorial optimization is provided by Temizkan et al. (2017), who propose a novel software diversity index based on Shannon’s
entropy to mitigate the rate at which the virus spreads. Mathematical models are also applied to assess the impact of malicious hackers
on the competitive software market (Sen et al., 2020) and to identify emerging hacker threats (Ebrahimi et al., 2022; Li and Chen,
2022).

Third avenue
The third avenue of cybernetics, namely AI, is under-represented in our review, with only ten studies. For example, Syed (2020)

uses Python NLP framework and aMLmodel to generate the cyber threat intelligence ontology that serves as a knowledge base for alert
information. Sharma et al. (2020) apply ML techniques to samples of different Android malware data sets to determine discriminating
features such as permissions and intents. Li et al. (2016) use social media analytics and text mining to identify key online sellers and
then profile them using topic modeling of advertisements to help prevent future financial crimes. Samtani et al. (2017) analyze hacker
tooling for timely identification of cyber threats. Sen et al. (2022) survey applications of AI and ML in cybersecurity, observing three
major challenges: obtaining quality data to train ML algorithms and evaluate their performance; retraining ML models in active in-
dustrial use such as those identifying and classifying malware; and dealing with adversarial machine learning.

Discussion

Recommendations for Future Research Related to the Cyber Defense Grid

Our systematic literature review learned that the MIS literature on cyber defense provides interesting insights for practice. In fact,
some understudied ISS research areas could be especially useful to CISOs and cybersecurity practitioners. We identified nine potential
contributions for practice suggested by theory in academic IS publications.

First, although DDoS attacks are the most commonly observed in practice as reported by DBIR (2024), only twelve reviewed articles
studied this attack class. Studying these attacks may help to better assess system resilience and robustness when the network system
capacity is overwhelmed. Future research might explore traffic pattern anomalies or mitigation strategies such as traffic limit or load
balancing. More articles like that of Salisbury et al. (2011) would be beneficial.

Second, a critical infrastructure is unlikely to operate nowadays without any ICS. ICSs facilitate the interconnectedness of systems in
the critical infrastructure sector. Given the escalating challenges from APTs, ISS scholars need to pay more attention to cyberattacks on
critical infrastructures, hence ICSs. A good place to start would be to test the TRACI critical infrastructure risk assessment framework
developed by Plachkinova and Vo (2023). Their theory-backed taxonomy for risk assessment of cyberattack on critical infrastructure
(TRACI) considers attacker motivation, risk management, and assets. In addition to the more typical incentive of economic gain, they
suggest attacker motivations can be socio-cultural, thrill-seeking, and political (as when cyberterrorists engage in APT attacks on
another country’s energy grid or voting machines).

Third, the ISS literature focuses predominantly on the financial sector. This focus is aligned with the actual threat landscape. All
over the world, financial institutions face a significant increase in the amount of cyberattacks (IMF, 2021). The European Central Bank
(ECB) recently warned that cyberattacks could trigger serious economic shocks (ECB, 2021). The greater focus on the financial sector
may also be related to a greater transparency in data breaches than exists in other sectors. Indeed, the finance and insurance sector, the
second-most-regulated, has approximately 128,000 regulated restrictions for soundness of financial institutions (e.g. SOX compliance,
IFRS19, PCI-DSS). This greater focus may be explained by the sensitive nature of data in most cyber incidents and the challenges of
collecting data during such events. Sectors where NCS and CPS have been successfully implemented, such as energy and trans-
portation, would be good candidates for exploring ways to improve collaborations to mitigate cyberattacks.

Fourth and related to the third point, while it is important to gather the opinions of C-level managers about cyber defense (e.g.,
Wang et al., 2023), other participants should be surveyed. Information obtained from stakeholders in other sectors critical to digital
ecosystems (e.g., airports) or organizational units (i.e., business units) could also be useful for more fully understanding effective cyber
defense strategies.

Fifth, the few articles in the ISS literature published on vulnerabilities relate directly to vulnerability management, and most appear
to be a reaction to specific attacks. Severe vulnerabilities received considerable media attention in 2017 (Citrix vulnerability). This
extra attention might have spurred interest in research on vulnerabilities, given that two-thirds of the articles focused on vulnera-
bilities were published in 2020 or later. Moreover, there is a growing interest in ISS literature on CTI to ferret out vulnerabilities
(Samtani et al., 2022; also, Ampel et al., 2024).

Sixth, defensive and offensive capabilities may be increased via better comprehending the multifaceted relationships between
payloads and cyberattacks. For example, recognizing the payload allows SOC teams to identify the attackers’ objectives and, hence, to
respond quickly (defense). The teams can deploy IDS technical controls to block the threat, as well as collect, store, and analyze the
attackers’ signature to predict future attacks. Understanding attackers’ payloads of choice helps with adopting an offensive stance to
deploy detection and prevention tools.

Seventh, APT campaigns are woefully understudied even though they often target critical infrastructures and nation-states.
Cyberattacks on nation-states can have frightening consequences. To defend against the APTs’ ever-emerging, asymmetrical cyber
threat landscape, Kotsias et al. (2023) urge commercial organizations to adopt military-originated principles of cyber defense.

Eighth, the literature on formal controls appears to be well represented in our sample, while the articles on informal controls are not
as well represented as they could be. Formal controls may prove problematic: despite its intent to limit malicious hacking, legislation
such as the Computer Misuse Act may actually impede cybersecurity professionals from successfully predicting harmful hacking
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cyberattacks. The ISS literature proposes an interesting path to improve such formal controls. For example, “mandatoriness” could be
understood at the granular level as a form of informal control: “if individuals believe that management watches, they will comply”
(Boss et al., 2009, p. 151). Notably, Liang and colleagues (2023)make an intriguing observation, suggesting that the use of terminology
such as “policy compliance”, “precautions taking”, and “policy violation” may uncover behavioral ISS research idiosyncrasies. Diesch
et al. (2020) emphasize that “a higher security standard does not necessarily lead to a higher security level” (p. 2). In the field of
forensic investigations, more certifications are being developed (Lim, 2008). These new certifications may heighten the feeling of
security burnout experienced by cyber-professionals (Pham et al., 2019). Moving forward, ISS researchers could theorize about and
explore how to use informal controls more effectively. The interdisciplinary IS field could contribute not only to the technical and
analytical aspects of cyber defense research, but also to cognitive aspects such as underlying motivations for adhering to policies to
make cyber defense more effective, or to self-imposed controls such as those related to fear appeals.

Ninth and finally, our review found a relatively limited amount of theorizing about cyber defense in the earlier ISS literature.
However, a few articles have appeared more recently in the 2020 s, which could prove useful to cyber defense practitioners if they can
be convinced to use these articles. In particular, ISS articles are surfacing which are based uponmilitary science frameworks such as the
Cyber Kill Chain (Dincelli and Chengalur-Smith, 2020; Kotsias et al., 2023). However, most ISS literature only touches upon
intelligence-driven frameworks. In contrast, the cybersecurity literature has a plethora of taxonomies and frameworks that are used by
cyber defense practitioners. Basingmore ISS research on the practice-oriented intelligence-driven cyber defense frameworks maymake
the research findings extra relevant to practitioners in adopting a military mindset that is more conducive to dealing with sophisticated
cyberattacks. Furthermore, frameworks or taxonomies for offenders such as those found in the cyber defense literature could assist
practitioners.

Using the Cyber Defense Grid as an indicator of cybersecurity professionals’ interests leads us to suggest several areas where IS
researchers could focus their attention more fully to benefit cyber professionals. These areas of research are summarized in Table 1,
along with some examples of possible research questions.

Kline’s Three Cybernetic Avenues and Strategic Cyber Defense Modes

A closer examination of the reviewed papers through the lens of Kline’s three cybernetic avenues leads us to propose a model of
three major strategic modes: reactive, heuristic, and proactive. These modes, portrayed in Fig. 3, can be used by organizations

Table 1
Recommendations for Future Research.

No. Nature of Future Research Examples of Research Questions

1 More research on DDoS attacks - How do cybercriminals identify vulnerabilities for their DDoS attacks?
- What strategies can be employed to keep systems experiencing DDoS
attacks resilient and robust?

2 More research on CPS and NCS attacks; ICS - Which control systems are the most vulnerable to cyberattacks, and
why?
- How effective is the application of the TRACI framework for risk
assessment (Plachkinova and Vo, 2023) in averting attacks to critical
infrastructures?

3 Expand focus of research beyond financial sector - How can collaboration be fostered across organizations/nations to
mitigate cyberattacks on critical infrastructures?
- How can information be shared among organizations in the energy and
transportation sectors to mitigate cyberattacks and their ripple effects?

4 Include a broader range of study participants (and not just C-level executives
or students)

- How do leaders of nation-states budget for and deal with the dangers of
cyberattacks?
- How can defenders with different professional backgrounds collaborate
to develop more effective cyber defense shields?

5 More research on vulnerabilities - How can Cyber Threat Intelligence systems be successfully deployed in
production environments across the tactical and operational levels?
- Why do hackers target specific vulnerabilities?

6 Distinguish between attacks and payloads - What payloads are used the most frequently in APT attacks?
- How can SETA training be revised to increase awareness of payloads
and distinguish them from attack classes?

7 More research on APT attacks - How can cybersecurity professionals effectively change over to a
military mindset to deal more effectively with APT attacks?
- How can devasting ripple effects of APT be mitigated through
collaborative means?

8 More research on informal controls as countermeasures - How can gaming and simulation training be designed and deployed to
reduce cognitive biases of defenders and employees in the organization?
- What motivates the various stakeholder groups to adopt new informal
controls?

9 Strengthen theorization on cyber defense to include more taxonomies familiar
to cyber defense practitioners and other theoretical models and
conceptualizations

- How can the cyber kill chain be used in defending against ransomware
attacks?
- How can a multi-level understanding of cyber threats be increased
across the different organizational levels (strategic, tactical, and
operational)?
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strategically within the broader view of cyber defense, or what we call “the whole of the cyber defense domain”.
Most existing cyber defense literature reflects what we call the reactive mode, which emphasizes identifying, detecting, and

protecting against cyberattacks. This mode does not include an offensive component. What it does include is good cybersecurity
practices such as SETA training, passwords, monitoring, and setting up defensive digital perimeters, such as firewalls, to prevent
cyberattacks. When organizations employ the reactive mode, they take decisive actions against cyberattackers. This is consistent with
the first avenue, where organizations try to secure their boundaries and seek homeostasis after being attacked. The organizations seek
to understand the type of attack, the target, and, to some extent, the payload. This avenue tends to explore the role of insiders and
defenders most clearly. This tendency is entirely consistent with the idea of internally-focused body self-regulation. This avenue also
tends to be the predominant one for the studies of formal and informal countermeasures, which are applied to seek homeostasis to get
past the cyberattack so that organizational operations can get back to “normal” and be on the alert for future attacks that interfere with
homeostasis. The reactive mode could be employed by the Top Management Team (TMT) using SEC guidelines to make disclosures
about breaches (Haislip et al., 2021) or by cybersecurity practitioners in developing formal control checks (SETA training). The
reactive mode could even enrich SETA training (Wang et al., 2017) or recruiting of cybersecurity practitioners (Okeke, 2022) by using
personality measures developed and validated for the first avenue IS research.

The second strategic cyber defense mode, the heuristicmode, is consistent with the second avenue focus on simulating information
processing and problem-solving related to cyber defense. In their groundbreaking article, Newell et al., (1957) accounted for the
“behaviorist magic” that occurs inside the human mind preceding behavior. Newell and Simon (1972) continued to demonstrate the
importance of heuristics in problem-solving and decision-making. Common strategies in the heuristic mode aim to consider hackers’,
insiders’, and cyber professionals’ perceptions when building and implementing cyber defenses and responding to cyberattacks.
Defenders often focus on what is in the minds of the black-hat attackers (and their view of vulnerabilities). In so doing, these defense
strategies may be useful in assessing the highest exploitable vulnerabilities and the rationale for hackers’ strategic choices in terms of
attacking vulnerabilities (Roumani and Nwankpa, 2020; Li and Chen, 2022). Defenders could also use mathematical modeling to
mitigate the spread of viruses (Temizkan et al., 2017).

The third mode, or proactive mode, uses advanced technology such as AI and ML strategically to create better defenses against
cyberattacks, as well as launch offensive attacks. AI is fast becoming the “next big thing” in cyber defense practice, as many intelligent
tools are coming to market, each one promising to solve problems better and faster than traditional approaches. The strategic proactive
cyber defense mode, as demonstrated by the articles in the third avenue, employs AI to improve cyber defenses in general, with a main
focus on technical countermeasures. AI can identify potential vulnerabilities and types of attacks. As attackers become stealthier at
evading common defenses, AI can detect anomalies signaling their cyberattacks. Though our review revealed only a few articles for
classification in the third avenue, theoretical frameworks and taxonomies from articles in this avenue ultimately could be highly
relevant for (proactive) cyber defense professionals. For example, taxonomies to model offender motivation either within the orga-
nization (e.g., Orazi et al., 2019) or from dark web (e.g., Samtani et al., 2017) could be particularly beneficial for cybersecurity
professionals. Samtani et al.’s (2022) CTI tool (EVA-DSSM) and device vulnerability severity metric (DVSM) are designed to proac-
tively identify exploits in online hacker communities.

AdvancedML, AI, and time series data processing can be used to develop offensive strategies. For example, researchers were able to
predict adversarial movements and stay ahead of dynamic malicious actions, such as removing threats in the system by eliminating
vulnerabilities that were identified prior to being attacked.

The proactive mode is well-suited for developing weapons in a quantum world, though admittedly, the arrival time of large-scale
quantum computers is difficult to predict. Quantum Computing (QC) is a major catalyst for AI deployments (Gupta et al., 2017;

Fig. 3. Modes Within the Whole of Cyber Defense.
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Linnhoff-Popien, 2020). It will enable cyber professionals to apply advanced AI technologies to uncover attack patterns and automate
some cybersecurity processes (Khooshabeh and Gale, 2018). The recent implementation of quantum algorithms for ML show how QC
could be efficient in solving problems in the field of AI, much faster than their classical counterparts (Biamonte et al., 2018; Dunjko and
Briegel, 2018; Schuld et al., 2015; Schuld and Petruccione, 2018). New AI technologies will facilitate a data-driven approach, also
referred to in the military field as intelligence-driven operations (Dorn, 2009, p. 806). Given technological asymmetry (Salisbury et al.,
2011), the risk of being outmatched by an adversary in cyberspace operating at machine-speed will soon become a new challenge for
cybersecurity professionals. That said, we assume that both cyberattackers and defenders using AI will gain increasingly high levels of
autonomy to execute operations (Johnson, 2019). AI supports the development of interpersonal skills in cyber decision-making and
teaming contexts.

Strategies for Cyber Defense

The three strategic modes complement and work in concert with one another in providing an effective defense within the whole of
the cyber defense domain. Thus, these modes are shown as overlapping in Fig. 3. Similarly, the theoretical boundaries between the
second and third modes are becoming more permeable with astounding technological advances such as AI or QC. Furthermore, there is
space in the cyber defense domain circle which indicates that there might be other modes that should be included based on further
research and exploration. In Table 2, we summarize key characteristics of the cyber defense modes.

What has not yet been established is how combinations of these three modes should be strategically balanced by organizations,
suggesting promising directions for future research. Considerations for balancing and then implementing the strategic modes include
the skill levels needed and the organizational sector.

Skill Levels Needed
To date, most IS research about cyber defense has been related to the reactive mode – a mode that has also received the most

interest from cybersecurity practitioners. Most cybersecurity practitioners are fully occupied setting up defenses and responding to
attacks. Reactive mode strategies can continue to be used by cybersecurity professionals in all types and sizes of organizations, and
findings from ISS research can be applied to improve strategies. That said, cybersecurity professionals recognize that advanced
technologies are posing ever greater threats. Beebe and Rao (2010) emphasize this point when they state that “technical fortification of
information assets is part of an ongoing and possibly never-ending cycle, in which criminals and information security professionals
continually try to outdo the others’ technologies” (p. 330). Heuristic and proactive mode strategies need to become more common-
place if these future challenges are to be mastered. Yet many cybersecurity practitioners do not have the skills, time, or resources to
effectively implement the strategies. These are more likely to be implemented in larger organizations and IT intensive organizations
that can afford to attract and retain cybersecurity professionals with the requisite levels of skills. The smaller and mid-size organi-
zations probably need to rely on third-party cybersecurity operations vendors (e.g., FireEye) for more advanced cybersecurity weapons
employing AI and ML (Samtani et al., 2022).

Organizational sector
The heuristic and proactive mode strategies may also be implemented and be successful in utility companies and government

institutions with critical infrastructures and large-scale, highly interdependent systems. In these organizations, there is a great need to
deter APT and other attacks on ICS, CPS, and NCS targets, especially those instigated by well-funded governments and nation-states.
The TRACI framework (Plachkinova and Vo, 2023) to analyze risk of cyberattacks on critical infrastructures is an example of a reactive
mode strategy. ISS research mathematical modeling to uncover black-hat hackers’ strategic choices regarding organizational vul-
nerabilities is an example of a heuristic mode strategy that promises great potential (Li and Chen, 2022), while using ethical hacking to
predict and remove threats is a proactive mode strategy (Aiyanyo et al., 2020).

While QC can help the “good guys” in their cyber defense efforts, it also can help the “bad guys” in their cyberattacks. For example,
key public infrastructures in current use, as well as the Internet of Things, will become insecure because of the availability of large-
scale QC to cyberattackers (Cheng et al., 2017; ENISA, 2021). Cybersecurity practitioners are not the only type of cybersecurity
professionals who are “good guys.” IS researchers can be cybersecurity professionals in the war against cyberattackers. Amid this rapid
development, IS researchers have the interdisciplinary perspective, capabilities, and training to be “good guys.” That is, IS researchers
can understand and implement available technologies, such as AI, to detect and respond to intensified cyber incidents. They have the
expertise in IS design, development and maintenance to build computational IT artifacts that can support CTI activities. Their future
research can focus on developing and perfecting AI technologies, which, when added to the current cyber defense arsenal, afford more
proactive technical security control. IS researchers are also in a good position to deal with what Wolff (2016) refers to as perverse
effects. AI regularly exceeds human abilities, in terms of both speed and accuracy. Nevertheless, AI still struggles when solving
problems where additional context is needed to reach an answer, whereas that context would be common sense for a human.

Once the three strategic cyber defense modes have been balanced, CISOs and TMTs will need to know how to implement the cyber
defense strategies. Considerations will include how to put various defensive and offensive models, practices, and methods into a
production environment; how to sell the TMT (and maybe CISO) and insiders in the business units on complying and supporting the
cyber defense strategies; and how to deal with needed changes in culture.

Implementing Cyber Defense Strategies
Once a cyber defense model or method has been developed by cybersecurity professionals or IS researchers, it needs to be put into a
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Table 2
Strategic Modes of the Whole of Cyber Defense.

Reactive Heuristic Proactive

Cyber Defense
Focus

Identifying, detecting and protecting against
cyberattacks; includes digital perimeter; does not
include an offensive component

Information processing related to cyber defense; learning how hackers’,
insiders’, and cyber professionals’ perceptions impact building and
implementing cyber defenses and responding to cyberattacks

Using advanced technology such as Artificial Intelligence and
machine learning to offer better defenses against cyberattacks;
may include an offensive component

Associated
Avenue

First Second Third

Primary
Theoretical
Basis

Ashby’s Minimal Self-Organizing System Newell and Simon simulating the human mind; models for information
processing and decision-making

Artificial Intelligence and machine learning

Key Concepts of
Avenues

Homeostasis, adaptation to novelty, body self-
regulation

Processing languages; human information processing; computational and
associative models of the mind; game theory; scales and experiments to
measure how people think and perceive

Duplicate the cognitive and reasoning abilities of humans
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production environment. That means that operational and tactical cybersecurity professionals need to consider various organizational
constraints and contexts before they can scale up the newmodels or methods. Furthermore, the cost of implementing the strategy needs
to be justified. This justification is particularly challenging for models and methods in the proactive mode because of the difficulty in
assessing the monetary value of damage that was averted. Kotsias et al. (2023) describe some ways of justifying the cost of offensive
actions. Finally, moving from a traditional reactive mindset to a military mindset needed for the proactive mode requires a change in
organizational culture. SETA training can be a start, but a transformation strategy is needed which involves the CISO and TMT. Below
in Table 3 are some future research directions designed to enhance the success of implementing cybersecurity challenges.

Challenges and Limitations

Due to its interdisciplinary nature, coding articles was, in a word, challenging. For example, making sense of the articles’ con-
tributions required some knowledge of reference fields, such as organization and military sciences (Wolff, 2016), mathematics and
computer sciences (Temizkan et al., 2017), and ISS. The leap among the definitions, constructs, and measures academics from various
backgrounds have proposed in their articles is consequential, but interestingly the articles share similar premises. Relatedly, the main
coder dyad (i.e., one academic and one practitioner) is needed to understand and reconcile the different assumptions and paradigms
underlying the articles’ coding of this complex topic. Appendices B and D are the result of their reconciliation efforts. Though chal-
lenging, future research could benefit from using academic-practitioner teams.

A limitation of our review is our failure to code for all relevant aspects of cybersecurity. For example, cyber resilience is a topic that
recently has emerged as extremely important. Coden et al. (2023, p. 3) recommend that, to become cyber-resilient, management’s
thinking should “shift from the current approach of 80 % protection and 20 % resilience to one focusing more on resilience.” By cyber
resilience, we mean “the ability to anticipate, withstand, recover from, and adapt to adverse conditions, stresses, attacks, or com-
promises on cyber resources” (Bodeau et al., 2018, p. iii in Smith, 2023). We did not realize the value of coding for resilience until we
started theorizing, and even if we had coded for resilience, we likely would not have found very many representative instances in our
sample. Although we now recognize the importance of resilience and many other related topics, we focused on topics that were of the
greatest interest to cyber practitioners when we initiated our study.

That said, resilience should be explored in future research on cyber defense. Perhaps resilience is another mode, as suggested by
Dewar (2017), or perhaps it is a characteristic of the modes we are proposing. We found some possible theoretical links between our
cyber defense modes and resilience. For example, the reactive mode relates closely to restorative resilience. Restorative resilience re-
flects the ability of an entity “to respond, and recover, by returning it to a normal state of functioning” (Prior and Herzog, 2013, p. 10).
In the reactive mode, the attacked system aims to return to a pre-incident status quo, or “bounce back.” Proactive mode strategies could
be linked to adaptive resilience. Adaptive resilience “aims to ensure that the victim system can change its status quo to reflect the new
situation following an intrusion. The system alters its parameters to take account of the effects of an attack and continues to function”
(Dewar, 2017, p. 11). Thus, our theorization about modes may prove helpful to future researchers studying resilience.

Contributions

The cyber warfare landscape is changing drastically, quite literally every minute, as the weapons that the cybercriminals use
become more sophisticated and dangerous, and as nation-states enter the fray as attackers. Traditional approaches to combating at-
tacks are no longer adequate; more aggressive, deadly offensive actions need to be taken by defending organizations and governments.
Perhaps the greatest contribution of our research is that we emphasize the need for a newmindset to battle in these ever-evolving cyber
warfare landscapes, and that we then demonstrate how military science cyber defense concepts could address this need. Consistent
with the stated research problem, our review demonstrates that cyber defense concepts derived from the cybersecurity and military
science fields can be used within the IS field for developing strategies to help CISOs and other cybersecurity professionals in the war
against cyberattackers. We identify nine potentially fruitful topic areas and related possible research questions for future research that
we derived from the application of the Cyber Defense Grid to our coding of 125 IS cyber defense articles (See Table 1).

Furthermore, based on Kline’s (2011) Cybernetic Avenues, we introduce three strategic cyber defense modes that can be used to
support CISOs and cybersecurity professionals when defending organizations against cyberattacks. These modes can be used to help

Table 3
Future Research Directions related to Strategic Cyber Defense Modes.

Strategic
Mode

Future Research Directions

Reactive - Conducting more research on the following: DDoS attacks; ICS, CPS, and NCS attacks; vulnerabilities; informal controls (see Table 1 above)
- Determining appropriate combinations to create a balance of this mode with other two modes in different contexts (i.e., ICS vs. CPS vs. NCS
attacks; various sectors)

Heuristic - More research using mathematical modeling and simulation on predicting and combating APT attacks
- Determining the best approaches for managing changes to organizations when implementing models of information processing related to cyber
defense

Proactive - Evaluating the effectiveness of various proactive mode strategies
- Designing new management and governance mechanisms that consider the unique maintenance requirements of AI-enabled cybersecurity
controls

K.M. de Nobrega et al. Journal of Strategic Information Systems 33 (2024) 101861 

14 



envision and devise strategies for cyber defense. We discuss considerations for their use in different contexts and suggest future
research directions to further explore these and other considerations. We also offer the three strategic modes of the whole of the cyber
defense domain as theoretical lenses to better or differently understand the problems faced by cyber professionals (Rai, 2016) and to
start theorizing about an extremely important (and under-researched) strategic topic: cyber defense in the IS field.

Conclusion

Our systematic literature review has demonstrated that the field of military science has been barely touched upon in IS literature.
However, the potential contribution of military science research to theorizing about cyber defense by IS researchers is considerable.
Overall, we argue for a multi-disciplinary approach and greater collaboration with researchers in the field of military science to
develop native IS theories related to cyber defense. Remaining ahead of the cyberattack is, in practice, a rat race. In the Chinese
military treatise “The Art of War,” Sun Tzu (5th century BCE) stated: “Engage people with what they expect; it is what they are able to
discern and confirms their projections. It settles them into predictable patterns of response, occupying their minds while you wait for
the extraordinary moment — that which they cannot anticipate” (United States Joint Force Command, 2008, p. 10). The “good guys”
may lose the race because they may engage the “bad guys” in ways that they expect. The attackers expect cybersecurity professionals to
engage in commercial partnership ventures to leverage AI. For example, Darktrace is collaborating with Microsoft to create new so-
phisticated technical controls to shield companies from threats (Kean, 2021). Still, there is hope: the “bad guys” may not expect the
private and public sectors to combine their goals.

Finally, most cyber professionals recognize that the threats posed by cyberattacks are growing exponentially, in conjunction with
the advanced technologies (i.e., AI, QC) developed to alleviate them. While using these technologies will be crucial to fend against
cyberattacks, authors such as Lindsay (2020) argue that “Intelligence advantage in political competition depends on the interaction of
technological infrastructure with organizational institutions (…). Scientific innovation in quantum technology only affects one of the
dimensions” (p. 335).
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Appendix A. Description of main Cybersecurity Frameworks

Frameworks used by practitioners, while developed or influenced by military practices, have been adapted and applied across
various sectors, including government, critical infrastructure, and private industry, due to the universal nature of cybersecurity
threats.

Framework and components Description

Intelligence-driven cybersecurity
framework

Cyber kill chain: Security Operation Centers and Incident Response Teams (SOC/CIRT) rely on the cyber kill chain as a
mental process to develop preventive measures (Wen et al., 2017). The cyber kill chain has been adapted from the military
concept which identifies the structure of an attack (Hutchins et al., 2011; Zhang and Thing, 2021). The seven different
stages of a cyber kill chain follow a sequential, incremental and progressive process of reconnaissance (i.e., phishing email),
weaponization (i.e., delivery payload; virus, worm andmalware), delivery (i.e., insider threat, SQL, bot attack), exploitation
(i.e., CVE; software vulnerability; network vulnerability), installation (i.e., actual payload setting up locally), command and
control (i.e., trojan), and actions on objective (i.e. ransomware). Preventive measures can be taken at different steps of the
kill chain to dam the cyber avalanche. The cyber kill chain has been criticized (Haga et al. 2020). For example, Greene
(2016) underscores that multiple kill chains are necessary to mitigate complex waves of attacks (i.e., sequential vs. parallel

(continued on next page)
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(continued )

Framework and components Description

information processing).
MITRE’s ATT&CK1 is a framework (Hassan et al., 2020), while not directly military-derived, the MITRE ATT&CK
Framework, provides a comprehensive matrix of techniques used by adversaries during cyberattacks. It is widely used in
both military and civilian sectors for threat intelligence and defensive purposes.The ATT&CK framework contains the
largest and most widely used collections of Tactics, Techniques and Procedures (TTP) (Shoorbajee 2018; Glick 2019).
Currently, all ten of the top endpoint detection and response tools surveyed by Gartner (Gartner 2022) leverage the Mitre
ATT&CK knowledge base for detection. It provides a standardized language for discussing and sharing information about
adversary behaviors, enabling organizations to better defend against cyberattacks and improve their overall security
posture. Additionally, MITREmaintains an ATT&CK Navigator, an interactive tool that allows users to visualize and explore
the framework, facilitating threat modeling, gap analysis, and security assessment activities.

Cyber security framework
components

Tactics, Techniques and Procedures (TTP) are integral components of the cybersecurity frameworks presented above.
TTP provides a comprehensive understanding of the behavior and methods of cyber adversaries. TTP describes the behavior
of a threat actor and the structured framework for executing a cyberattack (i.e., a signature). Understanding and
documenting TTP is essential for cybersecurity professionals in identifying, analyzing, and mitigating cyber threats
effectively. It allows defenders to detect and prevent future cyberattacks in evaluating the capabilities, doctrine, objectives,
and limitations of the attacker (Bahrami et al. 2019). For example, in the context of the MITRE ATT&CK Framework a
detailed matrix of TTPs used by adversaries across various stages of an attack life cycle is provided.

Cyber Threat Intelligence (CTI) refers to the collection and analysis of information about threats and threat actors that
provides actionable insights to improve an organization’s security posture. CTI follows cycle of Prevent-Detect-Respond
securing the environment by understanding threats before they materialize. Cyber Threat Intelligence (CTI) can be
integrated into each phase of the Plan-Do-Check-Act cycle helping to improve the security posture of an organization.

1MITRE ATT&CK®.

Appendix B. Coding table for Cyber Defense Grid

(Anatomy of an attack)
Note: This appendix was modified from the initial coding table for the Cyber Defense Grid as a result of discussions ensuing from the

coders trying to gain an understanding and agreement about coding differences.

Categories and definition Sub-categories and definition Main keywords and combinations

Attack class is an attack vector that classifies a large
category of cyberattacks according to the attack
method (Kim et al. 2020)
An attack method may be composed of multiple,
sequential, or parallel classes of attacks
Four main attack classes have been identified in
the information security literature (see Raiyn
2014; Alharbi et al. 2018)

Denial of Service (DoS) attacks entail overloading a
computing or memory resource and consequently
enabling it to handle legitimate requests such as
user access to a machine. Typical DoS attacks
include the smurf attack, ping of death, and the
SYN flood attack. A particular form of DoS
attack—the distributed denial-of-service (DDoS)—
occurs when multiple machines are operating
together to attack a target or public-facing service.
The DDoS attack cripples the organization’s ability
to provide its service online. (Raiyn 2014)

Overload, service interruption, network
congestion, resource depletion, flood attack,
unavailability of services, distributed,
amplification, targeted, brute force

Remote to Local (R2L) is a class of attack, during
which packets are sent to the machine of a local
host (user’s machine) over internet (or a network),
and then it exploits the machine’s vulnerability to
illegally gain access (Paliwal and Gupta 2012).

Remote access, remote exploitation, unauthorized
access, privilege escalation, local host/resources,
password cracking, man-in-the-middle, session
hijacking, SQL injection, cross-site scripting,
phishing attacks, whaling attack, spear phishing

User to Root (U2R) access a normal user account on
the system to gain root access. When a software
vulnerability is exploited, it allows an
unauthenticated attacker to execute arbitrary code
execution (Raiyn, 2014)

Root access, kernel, lateral movement, shell
escape

Probing attacks is a form of “recon” activity in
military jargon. A network is scanned to gather
information or find known vulnerabilities of a
target system (Alharbi et al. 2018)

Information gathering, reconnaissance, target
identification, network scanning, port scanning,
enumeration, OS fingerprinting,

Advanced Persistent Threats (APTs) campaign
(Ahmad et al. 2019)

​ Back doors, Stuxnet, advanced tactics, persistent,
targeted attacks, covert operations, nation-state
actors, stealthy techniques, custommalware, zero-
day exploits, long-term campaigns, supply chain
of attacks, solar winds, sophisticated evasion
method, cyber espionage, high-value targets,
Command and Control (C2) infrastructure, cyber

(continued on next page)
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(continued )

Categories and definition Sub-categories and definition Main keywords and combinations

weaponization, APT signature, advanced social
engineering

Target
A physical entity, all core information systems
and control systems supporting the private and
the public sector

Computer Computer, Personal devices, mobile devices,
smart devices

Network Control System (NCS) is connecting the
cyber space and the physical space allowing
remote tasks execution (Kim et al. 2020)

Control loops, network protocols, feedback
mechanisms, packet loss, remote monitoring and
control, wireless communication, security
protocols (e.g., SSL/TLS, IPSec), authentication
mechanisms, network segmentation, redundancy
and failover, traffic analysis, network access
control

Cyber-Physical System (CPS) is composed of
feedback loops where physical processes affect
computations and vice versa (Lee 2008)

Embedded devices, real-time data processing,
sensor networks, smart grids

Industrial Control System (ICS) is a broad term used
to describe several types of systems used in
industries systems critical to the operation of
critical infrastructures that are often highly
interconnected and mutually dependent systems
(Drias et al., 2015)

Distributed Control Systems (DCS), Supervisory
Control and Data Acquisition (SCADA), Industrial
Automation system (IAS), Industrial Automation
and Control Systems (IACS), Programmable Logic
Controller (PLC), Operational technology (OT),
Process control, Industrial espionage, Stuxnet,
Physical sabotage, flexibility

Specified sectors Sector private and public, critical infrastructure,
technology users

Payload
The component of the malicious attack which
causes harm to the target (Hansman 2003)

Malware, exploits, payload delivery, trojan horses, ransomware, deleting or modifying files, viruses,
remote access tools (RATs), persistence mechanisms, metasploit payloads, logic bombs, drive-by-
download (droppers), data breach, data theft

Vulnerability
A system susceptibility or flaw in the design of the
hardware or software and can be exploited to gain
unauthorized access (Duffany 2018)

Vulnerability assessment, disclosure, scanning, management, remediation, exploitable weakness,
security flaws, CVE (Common Vulnerabilities and Exposures), Zero-day, attack surface, security updates,
security advisories Citrix

Attackers Insiders, crackers, cybercriminals, black hats, script kiddies, hacktivists, penetration testers, malicious
actors, intruders, nation-state, organized crime, cyberterrorist

Defenders Cyber-professional, Information security expert, CISO, Security professionals, ethical hackers (White
hats), red teaming, Cybersecurity analysts, incident responders, Security engineers, administrators,
hunter, Security Operations Center (SOC), Blue teams, Digital forensics experts, Malware analysts,
Network defenders, Security architects, Security trainers, Security managers, Security auditors

Taxonomy/ framework “the systematic classification
of things or concepts in which the components are
grouped into a certain concept, and the
classification categories have the purpose itself”
(Kim et al. 2020, p. 996)

Intelligence-driven, TTP, Cyber Kill Chain, offender, Fleury’s, AVOIDIT, Diamond model of analysis,
MITRE ATT&CK, parallel Kill Chain attack method, path of attack, sequential single, cognitive
cybersecurity model

Countermeasures
“the set of all countermeasures implemented by
an organization can be viewed as an ISS counter-
measure (ISSC) portfolio, with each component of
the portfolio interacting with other components”
(p. 242).
ISMs focus mainly on protecting the organization
from security threats through application of
formal, informal, and technological controls
(Ahmad et al. 2014)

Technical
(Dhillon 2007, Ahmad et al. 2014)

Firewall, VPN’s, SIEM, MISP, Intrusion Detection
System (IDS), Distributed IDS, basic security
standard of confidentiality, integrity and
availability, Intrusion Prevention System (IPS),
antivirus software, encryption, Secure Sockets
Layer/Transport Layer Security (SSL/TLS), virtual
Private Network (VPN), two-factor authentication
(2FA), network segmentation, security
Information and Event Management (SIEM),
endpoint security, access control, secure coding
practices, data loss prevention (DLP), security
Operations Center (SOC), sandboxes, honeypot

Formal controls are defined as techniques,
processes, and tools for continuous risk
management, identification, analysis, governance
of risk, and compliance strategies.
These security policies and procedures provide
advice and outline punitive measures for
noncompliance
Formal controls mostly are built on international
standards and frameworks and have legal
grounding
(Ahmad et al. 2019; Dhillon 2007)

Two-factor authentication (2FA) policy, endpoint
security onboarding, access control, secure coding
practices, data loss prevention (DLP) policy,
disaster recovery, patch management, incident
response policy / process, Common
Vulnerabilities and Exposures (CVE), Common
Weakness Enumeration (CWE), ISO/IEC 27001,
Open Web Application Security Project (OWASP),
cyber hygiene, ISACA, 1996; NIST, ISO2700,
Sarbanes-Oxley, HIPAA, CLOUD act, IEC 62443
formally called ISA99 Industrial standards, IEC
62351, regulations, compliance, governance, risk
management, change management, business
continuity planning, disaster recovery plan, least

(continued on next page)
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(continued )

Categories and definition Sub-categories and definition Main keywords and combinations

privilege, audit trails, check list, IT governance

Informal controls are subsequently promoted in
organizations, such as behavioral control (Dhillon
2007)

Policies, procedures, Security awareness training,
security culture, continuous monitoring, social
engineering awareness, employee awareness, peer
accountability, knowledge sharing, continuous
learning, security mindset, proactive security
measures, incident reporting culture, protection
motivation, fear appeals, sanction/rewards,
neutralization technics

Appendix C. Distribution of the included articles based on year and journal
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Appendix D. Coding scheme for Kline’s Cybernetic Avenues

Note: This appendix was modified from the initial coding table for Kline’s Cybernetic Avenues as a result of discussions ensuing
from the coders trying to gain an understanding and agreement about coding differences.

First avenue: Minimal self-organizing system

Imported theories from organizational and/or behavioral sciences, including Behavioral Information System Security (BISS) or/
and law. Key elements: maintaining balance (Homeostasis, equilibrium), self-regulating mechanisms, adaptation, self-organization,
organizational layers, interdependence, collaboration, multiple stakeholders.

Second avenue: Simulating human thoughts

Imported theories frommathematics, econometrics, cognitive psychology. Key elements: Information processing (thought process),
associative model, decision-making, optimization, heuristic, reduction of complexity, rule-based expert systems, simulation, causa-
tion, correlation, gaming.

Third avenue: Artificial intelligence

Imported theories from computer sciences. Key elements: duplicate reasoning, powerful computer, robots, neural network, Ma-
chine learning, algorithms, reinforcement learning, supervised learning process, learning and/or identification and/or recognition of
patterns, Deep learning, no/little human supervision, data unstructured and unlabeled, Neural networks, Natural Language Processing
(NLP), Robotic process automation, robots; Important to have advanced machine learning and AI.

Appendix E. Coding of the IS literature per Cyber Defense Grid

Defense Framework ​
Attack class

(unique n=36)
DoS/DDoS (n=12) Bose and Leung (2007); Yayla and Hu (2011); Salisbury et al., (2011); Zhao et al.,

(2013); Hui et al., (2017); Samtani et al., (2017); Ebrahimi et al., (2020); Helm
(2021); D’Arcy and Basoglu (2022); Samtani et al., (2022); Sen et al., (2022);
Ebrahimi et al., (2023)

R2L (n=24) Bose and Leung (2007); Liang and Xue (2010); Yayla and Hu (2011); Hovav and Gray
(2014); Goel (2015); Crossler and Posey (2017); Wang et al., (2017); Boyson et al.,
(2019); Green et al., (2020); Ivaturi et al., (2020); Naidoo (2020); Pienta et al.,
(2020); Roumani and Nwankpa (2020); Sen et al., (2020); Helm (2021); Nguyen
et al., (2021); D’Arcy and Basoglu (2022); Li and Chen (2022); Samtani et al., (2022);
Sen et al., (2022); Tripathi and Mukhopadhyay (2022); Ayaburi and Andoh-Baidoo
(2023); Ebrahimi et al., (2023); Frauenstein et al., (2023)

U2R (n=10) Katos and Adams (2005); Bose and Leung (2007); Mookerjee et al., (2011); Wang
et al., (2016); Jeager and Eckhardt (2020); Naidoo (2020); Wu et al., (2021); Samtani
et al., (2022); Sen et al., (2022); Ebrahimi et al (2023)

Probing (n=9) Ransbotham and Mitra (2009); Salisbury et al., (2011); Mookerjee et al., (2011); Goel
(2015); Shin et al., (2018); Dincelli and Chengalur-Smith (2020); Green et al., (2020);
Kotsias et al., (2023); Plachkinova and Vo (2023)

Advanced Persistent Threats (APTs)
(n=3)

​ Shin et al., (2018); Kotsias et al., (2023); Plachkinova and Vo (2023)

Target Computer (n=17) Bagchi and Udo (2003); Bose and Leung (2007); Lee and Larsen (2009); Liang and
Xue (2009); Anderson et al., (2010); Liang and Xue (2010); Mookerjee et al., (2011);
Yayla and Hu (2011); Zhao et al., (2013); Goel and Shawky (2014); Hovav and Gray
(2014); Boyson et al., (2019); Roumani and Nwankpa (2020); Helm (2021); Chen et
al (2021a); Sen et al., (2022); Samtani et al., (2022)

NCS (n=2) Salisbury et al., (2011); Sen et al., (2022)
CPS(n=3) Goel (2015); Green et al., (2020); Sen et al., (2022)
ICS/ Critical Infrastructure
(n=4)

Sen et al., (2022); Samtani et al., (2022); Plachkinova and Vo (2023); Kotsias et al.,
(2023)

Payload
(unique n=38)

Data breach and theft
(n=31)

Bagchi and Udo (2003); Boyson et al., (2019); Chen et al., (2021a); Cheng et al.,
(2022); Dinev and Hu (2007); Gal-Or and Ghose (2005); Goel and Shawky (2009);
Yayla and Hu (2011); Wang et al., (2013); Goel and Shawky (2014); Hovav and Gray
(2014); Liu et al., (2014); Nicho and Kamoun (2014); Goel (2015); Samtani et al.
(2017); Shin et al., (2018); Jeong et al., (2019); Kim and Kwon (2019); D’Arcy et al.
(2020); Ebrahimi et al.(2020); Ivaturi et al., (2020); Jeager and Eckhardt (2020);
Haislip et al., (2021); D’Arcy and Basoglu (2022); Donalds and Barclay (2022); Li and
Chen (2022); Sen et al., (2022); Tripathi and Mukhopadhyay (2022); Wang and Ngai
(2022); Wang et al., (2023); Zhao et al., (2023)

(continued on next page)
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(continued )

Ransomware (n=12) Hui et al., (2017); Samtani et al., (2017); Shin et al., (2018) Benjamin et al., (2019);
Ebrahimi et al., (2020); Sharma et al. (2020); Ghahramani et al., (2022); Kam et al.,
(2022); Li and Chen (2022); Sen et al., (2022); Pigola and da Costa (2023);
Plachkinova and Vo (2023)

Vulnerability (n=13) ​ Gal-Or and Ghose (2005); Arora et al., (2010); Beebe et al., (2014); Appan and Bačić
(2016); Green et al., (2020); Roumani and Nwankpa (2020); Syed (2020); Wallace
et al., (2020); Zhuang et al., (2020); Helm (2021); Li and Chen (2022); Samtani et al.,
(2022); Wang and Ngai (2022)

Attackers
(unique n=35)

Insiders (n=13) Alder et al., (2006); Herath and Rao (2009); Nicho and Kamoun (2014); Lowry et al.,
(2015); Johnston et al., (2016); Willison et al., (2018); Orazi et al., (2019); Shuetz
et al., (2020); D’Arcy and Basoglu (2022); Tripathi and Mukhopadhyay (2022); Li
and Chen (2022); Wang and Ngai, (2022); Burns et al., (2023)

Black hat hackers (n=20) Mookerjee et al., (2011); Yayla and Hu (2011); Zhao et al., (2013); Hovav and Gray
(2014); Benjamin et al., (2016); Hui et al., (2017); Samtani et al., (2017); Benjamin
et al., (2019); Ebrahimi et al., (2020); Naidoo, (2020); Roumani and Nwankpa
(2020); Sen et al., (2022); Samtani et al., (2022); D’Arcy and Basoglu (2022); Tripathi
and Mukhopadhyay (2022); Li and Chen (2022); Wang and Ngai (2022); Burns et al.,
(2023); Ebrahimi et al., (2023); Wang et al., (2023)

Nation-state (n=8) Salisbury et al., (2011); Hua and Bapna (2013); Goel (2015); Hua et al., (2018); Shin
et al., (2018); Sen et al., (2022); Samtani et al., (2022); Kotsias et al., (2023)

Defenders
(unique n=20)

Cyber professionals (n=17) Ma and Pearson (2005); Lee and Larsen (2009); Ramachandran et al., (2013); Beebe
et al., (2014); Nicho and Kamoun (2014); Lowry et al., (2015); Jalali et al., (2019);
Green et al., (2020); Pienta et al., (2020); Shuetz et al., (2020); Wallace et al., (2020);
Haislip et al., (2021); Li and Chen (2022); Samtani et al (2022); Sen et al., (2022);
Hassandoust and Johnston (2023); Plachkinova and Vo (2023)

​ White hat hacker (n=4) Whitworth and Zaic (2003); Samtani et al. (2017); Li and Chen (2022), Wang et al.,
(2023)

Taxonomy/ framework Intelligence-
driven and mechanism
(unique n=24)

Cyber kill chain, MITRE Att&ck,
TTP, CTI, PDCA, PDR
(Appendix A)
(n=16)

Salisbury et al., (2011); Li et al., (2016); Benjamin et al., (2016); Samtani et al.,
(2017); Benjamin et al., (2019); Jalali et al., (2019); Ebrahimi et al., (2020); Dincelli
and Chengalur-Smith (2020); Syed (2020); Donalds and Barclay (2022); Samtani
et al., (2022); Sen et al., (2022); Hassandoust and Johnston (2023); Kotsias et al.,
(2023); Pigola and Da Costa (2023); Plachkinova and Vo (2023)

Offender (n=6) Ransbotham and Mitra (2009); Beebe and Rao (2010); Mookerjee et al., (2011); Hui
et al., (2017); Orazi et al., (2019); Ebrahimi et al., (2023)

Defender (n=3) Helm (2021); Plachkinova and Vo (2023); Zhao et al., (2023)
Countermeasures Technical (n=36) Bagchi and Udo (2003); Knapp et al., (2003); Whitworth and Zaic (2003); Cavusoglu

et al., (2005); Katos and Adams (2005); Adler et al., (2006); Dinev and Hu (2007); Lee
and Larsen (2009); Arora et al., (2010); Liang and Xue (2010); Mookerjee et al.,
(2011); Wang et al., (2013); Baskerville et al., (2014); Herath et al., (2014); Hovav
and Gray (2014); Anderson et al., (2016); Wolff (2016); Belanger et al., (2017);
Crossler and Posey (2017); Temizkan et al., (2017); Benaroch (2018); Hui et al.,
(2019); Ebrahimi et al., (2020); Roumani and Nwankpa (2020); Sharma et al.,
(2020); Syed (2020); Vedadi and Warkentin (2020); Helm (2021); Wu et al., (2021);
Li and Chen (2022); Samtani et al., (2022); Sen et al., (2022); Wang and Ngai (2022);
Bahreini et al., (2023); Kotsias et al., (2023); Pigola and Da Costa (2023)

​ Formal (n=52) Ma and Pearson (2005);Dhillon and Torkzadeh (2006); Dinev and Hu (2007);
Goodman and Ramer (2007); Lim, (2008); Boss et al., (2009); Herath and Rao (2009);
Liang and Xue (2009); Ransbotham and Mitra (2009); Liang and Xue (2010); Smith
et al., (2010); Zhao et al., (2013); Baskerville et al. (2014); Beebe et al., (2014); Goel
and Shawky (2014); Herath et al (2014); Nicho and Kamoun (2014); Posey et al.,
(2014); Yadav and Dong (2014); Goel (2015); Lowry et al., (2015); Appan and Bačić
(2016); Johnston et al., (2016); Belanger et al., (2017); Wang et al., (2017); Benaroch
(2018); Willison et al., (2018); Boyson et al. (2019); Carpenter et al., (2019); Hui
et al. (2019); Jeager and Eckhardt (2020); Jensen et al., (2020); Pienta et al., (2020);
Syed (2020); Yoo et al., (2020); Chen et al., (2021b); Goel et al., (2021); Haislip et al.,
(2021); Wu et al., (2021); Chen et al., (2022); Cheng, et al., (2022); Donalds and
Barclay (2022); Ghahramani et al., (2022); Andersson et al., (2022); Sen et al.,
(2022); Tripathi and Mukhopadhyay (2022); Wang and Ngai (2022); Asatiani et al.,
(2023); Ayaburi and Andoh-Baidoo (2023); Burns et al., (2023); Kotsias et al., (2023);
Zhao et al., (2023)

​ Informal (n=32) Adler et al., (2006); Dhillon and Torkzadeh (2006); Karjalainen and Siponen (2011);
Ramachandran et al., (2013); Posey et al., (2014); Lowry et al., (2015); Anderson
et al., (2016); Wang et al., (2016); Wang et al., (2017);Orazi et al., (2019); Shuetz
et al., (2020); Smith, 2020 (2020); Vedadi and Warkentin (2020); Chen et al.,
(2021a); Chen et al., (2021b); Goel et al., (2021); Haislip et al., (2021); Kam et al.,
(2021); Chen et al., (2022); Ng et al., (2021); Nguyen et al., (2021); Nguyen et al.,
(2023); Dincelli and Chengalur- Donalds and Barclay (2022); Sen et al., (2022);
Tripathi and Mukhopadhyay (2022); Wang and Ngai (2022); Ayaburi and Andoh-
Baidoo (2023); Frauenstein et al,. (2023); Hassandoust and Johnston (2023); Raddatz
et al., (2023); Tejay and Mohammed (2023); Xu et al. (2023)
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Appendix F. Detailed description and synthesis of coding of IS Literature per Cyber Defense Grid

In this Appendix, we report the detailed results related to Cyber Defense Grid (See Appendix E).

Attack class, Target and Vulnerability

The attack class is not easily identifiable. Only a quarter of the articles specify the attack class. The most common type of attack
reported was R2L (n=24), followed by DoS/DDoS (n=12), U2R (n=10) and probing (n=9). The most common target is computer
systems (n= 17). Interestingly, four studies about ICS/critical infrastructures were published in 2022 and 2023, followed by three
studies about R2L attacks on CPS (Goel, 2015; Green et al., 2020; Sen, 2022), and two about an attack on a NCS critical infrastructure
(Salisbury et al., 2011; Sen et al., 2022). In their study of DDoS attacks, Salisbury et al. (2011) indicate that “given vulnerabilities of
these systems, the movement toward a smart electrical grid which would be even more dependent on information systems and net-
works, presents yet another concern” (p. 301). Sen et al. (2022) is a particularly rich article that not only gives specific examples of all
types of attack classes and targets, but also addresses most of the practices in the rest of Appendix E.

Articles on R2L attacks are growing in popularity with more than half (n=17) being published during or after 2019. For example,
Boyson et al. (2019) research the extent to which the perceptions of threat and other factors influence students to avoid using wearable
activity tracking devices and an associated health fitness data account. The authors acknowledge that the vector of attacks between the
wearable device, the user’s smartphone (via Bluetooth), and the private data stored on the device poses both a data threat and a
personal security threat. Articles on DoS/DDoS attacks are also common and frequently describe attacks are on stock values and hacker
communities (e.g., Yayla and Hu, 2011; Samtani et al., 2017; Ebrahimi et al., 2020, Li and Chen, 2022; Samtani et al. 2022).

While a number of sectors have been specifically studied, the most popular object of study is the financial sector with twelve
articles. Retail organizations are represented in five articles. Other industries that are explored are health, government, software, and
law enforcement. Please see Appendix G for more details.

Thirteen articles have been published which specifically focus on vulnerabilities. An excellent example is one by Samtani et al.
(2022) which uses design science to build a system to prioritize vulnerabilities that are most likely to be attacked by black-hat hackers.
Another example is the model assessing software vulnerabilities and the timing of patch releases (Arora, 2010).

Payloads

A main focus of the IS literature is on data breaches (n=31), which is the topic of most concern to practitioners. IS research is
primarily based on public sources, such as public financial market data. It examines a variety of topics, including live breach cases
(Ivaturi et al., 2020), breach disclosures (Wang et al., 2013; Wang and Ngai, 2022), financial consequences associated with data
breaches (Jeong et al., 2019), and perceived “greenwashing” efforts associated with security exploitation (D’Arcy et al., 2020). At-
tackers may use the same form of public reporting as researchers. Relatedly, Liu et al. (2014) propose a model of collaboration that
encourages information sharing among its members while also offering insurance coverage should their collaboration result in a loss
because of a cyberattack. Two emerging payload types (mostly in 2022) are ransomware (e.g., Li and Chen, 2022; Pigola and da Costa,
2023) and Advanced Persistent Threats (APTs) (Shin et al., 2018; Kotsias et al., 2023, Plachkinova and Vo, 2023). Particularly relevant
is the work by Kotsias et al. (2023), who emphasize that APTs are increasingly sophisticated because they recruit IT experts into
purpose-built teams and deploy military-grade cyber weaponry in high-precision attacks. Earlier, Shin et al. (2018) illustrate the
importance of developing frameworks to prevent state-led cyberattacks and private-led cyberattacks using an approach utilizing
multiple case studies. They highlight the state level the Stuxnet attack on Iran’s nuclear facility in 2010, as well as the 3/20 Advanced
Persistent Threat (APT) attack that caused major economic damage (US$867.2 million) to South Korea in 2013. They complement
their work investigating the hacking and advanced persistent threat attack against SK Communications in Korea in 2011, in which
information of about 35 million customers was stolen. These studies illustrate the dangerous consequences of cyberattacks on nations
and companies. Plachkinova and Vo (2023) use mix methods to demonstrate that the TRACI taxonomies can successfully capture the
characteristic of various cyberattacks against critical infrastructure.

Attackers and defenders

Thirteen studies are about attacks from insiders. For example, researchers explore ways to identify cues that herald an insider attack
(Willison et al., 2018), use a unique mix of personality traits to assess insider intentions (Johnston et al., 2016), and benefit from firm
diversity as a way of coordinating security strategies and enhancing information security liaisons (Wang and Ngai, 2022). Most
attacker studies are about black-hat hackers (n=20). Hui et al. (2017) emphasize the difficulty of obtaining field data about the
motivations and behaviors of “black-hat” hackers. The twenty studies of defenders focus on challenges related to social dynamics
(Green et al., 2020), security culture across business professions (Ramachandran et al., 2013), C-level managers (Pienta et al., 2020;
Haislip et al., 2021), and employee network behavior (Adler et al., 2006). Jalali et al. (2019) is a good example of research about
defenders. Specifically, they examine the proactiveness of experienced and less experienced managers in building cybersecurity ca-
pabilities. Ebrahimi et al. (2022) do a particularly good job describing how their research could assist cybersecurity professionals at
multiple levels: At the operational level it may assist security management, information security officers (ISOs) and practitioners in
cybersecurity analytics organizations; At the strategic level it may assist ISS managers (ISSMs) and CISOs. Four more studies relate to
“white-hat” hackers. Wang et al.’s (2023) study of the Chinese Computer Misuse Act found that the law had a chilling effect not only on
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black-hat hackers, but also, unfortunately, on the helpful contributions of white-hat hackers and cybersecurity professionals. Eight
articles deal with state-sponsored attacks.

Taxonomies and Frameworks

Twenty-four articles offer a theoretical model or framework specifically focused on cyber defense. Although only eleven were
published before 2020, some cyber professionals are using these older taxonomies and frameworks as they fight against cyberattackers
(e.g., Simmons et al., 2014; Hutchins et al., 2011; Zhang and Thing, 2021). Beebe and Rao (2010) present an interesting offender
taxonomy (e.g., offender motivation, skill, the offender-victim relationship, and offender involvement). More recently, Pigola and Da
Costa (2023) propose a Dynamic Capability and Cybersecurity Intelligence (DCCI) framework that is related to the Plan-Do-Check-Act
cycle used in practice as part of the ISO standards. Plachkinova and Vo (2023) develop a theory-backed taxonomy for risk assessment of
cyberattacks on critical infrastructures (TRACI). Kotsias et al. (2023) encourage adopting and integrating CTI usage to tackle advanced
adversaries (APT) as a key enabler for cyber defense, e.g., tracking and breaking the attacker’s kill chain. Dincelli and Chengalur-Smith
(2020) also draw from the military-related work on the cyber kill chain, namely the first phase of reconnaissance, to address design of
SETA.

Countermeasures

Fifty-two articles out of 125 focus on formal controls such as training in SETA campaigns (Jensen et al., 2020) For example, Jensen
et al. (2020) apply social judgment theory and reported that training in SETA campaigns should build on collective experiences and
understanding of attacks. Some deal with security policies. Herath and Rao (2009) address formal control with their Protection
Motivation and Deterrence Model (PMDT) that links perceptions of the severity of the breach, response efficacy, and self-efficacy with
attitudes toward security policies. Lowry et al. (2015) report how to deter reactive computer abuse following enhanced organizational
information security policies. IS researchers have published 36 articles about technical controls, such as technologically-enforced
passwords or trusted identity (Belanger et al., 2017; Crossler and Posey, 2017) antimalware software (e.g., Lee and Larsen, 2009;
Sharma et al., 2020), or Intrusion Detection System (Cavusoglu et al., 2005), to name a few. Thirty-two articles relate to informal
control. For example, Posey et al. (2014) suggest that employees feel a sense of personal responsibility or obligation to protect their
organizations’ information resources. Smith et al. (2010) interpret power, resistance, norms, and cultural relationships in the
compliance process. Schuetz et al. (2020) draw conclusions about the effectiveness of concrete fear appeals on information security.

Appendix G. Sectors in the IS literature

Specific/context sector
(n¼25)

Articles

Banking/Financial (n=11) Bagchi and Udo, (2003); Dhillon and Torkzadeh, (2006); Yayla and Hu, (2011); Liu et al., (2014); Li et al., (2016); Benaroch,
(2018); Hua et al., (2018); Naidoo, (2020); Haislip et al., (2021); Kotsias et al. (2023); Raddatz et al., (2023)

Retail (n=5) Goodman and Ramer, (2007); Lee and Larsen, (2009); Baskerville et al., (2014); Hovav and Gray, (2014); Li and Chen, (2022)
Government (n=4) Smith et al. (2010); Shin et al. (2018); Green et al., (2020); Helm (2022)
Hospital (n=3) Herath and Rao, (2009); Kim and Kwon, (2019); Samtani et al. (2022)
Software (n=1) Sen et al. (2020)
Law enforcement (n=1) Yoo et al. (2020)

Appendix H. Coding of the articles per Kline’s cybernetic avenues and imported theories

Avenues descriptions and associated imported theories Source

First avenue (n=91):
Minimal self-organizing system
Imported theories: organizational and behavioral
sciences, law

Knapp et al. (2003); Whitworth and Zaic (2003); Ma and Pearson (2005); Adler et al. (2006);
Dhillon and Torkzadeh (2006); Dinev and Hu (2007); Goodman and Ramer (2007); Lim (2008); Lee
and Larsen (2009); Boss et al. (2009); Herath and Rao (2009); Liang and Xue (2009); Anderson
et al. (2010); Beebe and Rao (2010); Liang and Xue (2010); Smith et al. (2010); Karjarlainen and
Siponen (2011); Salisbury et al. (2011); Yayla and Hu (2011); Ramachandran et al. (2013);
Baskerville et al. (2014); Beebe et al. (2014); Goel and Shawky (2014); Herath et al. (2014); Hovav
and Gray (2014); Nicho and Kamoun (2014); Posey et al. (2014); Yadav and Dong (2014); Goel
(2015); Lowry et al. (2015); Anderson et al. (2016); Appan and Bačić (2016); Johnston et al.
(2016); Wang et al. (2016); Wolff (2016); Belanger et al. (2017); Crossler and Posey (2017); Hui
et al. (2017); Wang et al. (2017); Hua et al. (2018); Jeong et al. (2018); Shin et al. (2018); Willison
et al. (2018); Benjamin et al. (2019); Boyson et al. (2019); Carpenter et al. (2019); Orazi et al.
(2019); Dincelli and Chengalur-Smith (2020); Green et al. (2020); Ivaturi et al. (2020); Jeagert and
Eckhardt, (2020); Jensen et al. (2020); Naidoo (2020); Pienta et al. (2020); Schuetz et al. (2020);
Vedadi and Warkentin (2020); Wallace et al. (2020); Yoo et al. (2020); Zhuang et al. (2020); Chen
et al. (2021a); Chen et al. (2021b); Goel et al. (2021); Haislip et al. (2021); Helm (2021), Kam et al.

(continued on next page)
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(continued )

Avenues descriptions and associated imported theories Source

(2021); Ogbanufe et al. (2021); Ng et al. (2021); Nguyen et al. (2021); Nguyen et al. (2023); Vedadi
et al. (2021); Wu et al. (2021); Andersson et al. (2022); D’Arcy and Basoglu (2022); Donalds and
Barclay (2022); Chen et al. (2022); Ghahramani et al. (2022); Wang and Ngai (2022); Plachkinova
and Vo (2023); Ayaburi and Andoh-Baidoo (2023); Burns et al. (2023); Bahreini et al. (2023);
Cheng et al. (2023); Frauenstein et al. (2023); Hassandoust and Johnston (2023); Kotsias et al.
(2023); Liang et al. (2023); Pigola and Da Costa (2023); Raddatz et al. (2023); Tejay and
Mohammed (2023); Zhao et al. (2023); Xu et al. (2023)

Second avenue (n=24):
Simulating human thoughts
Information processing, decision-making, optimization,
heuristic, simulation and gaming

Bagchi and Udo (2003); Cavusoglu et al. (2005); Katos and Adams (2005); Gal-Or and Ghose
(2005); Bose and Leung (2007); Goel and Shawky (2009); Ransbotham and Mitra (2009); Arora
et al. (2010); Mookerjee et al. (2011); Hua and Bapna (2013); Wang et al. (2013); Zhao et al.
(2013); D’Arcy et al. (2014); Liu et al. (2014); Benjamin et al. (2016); Temizkan et al. (2017);
Benaroch (2018); Hui et al. (2019); Jalali et al. (2019); Kim and Kwon (2019); Roumani and
Nwankpa (2020); Sen et al. (2020); Tripathi and Mukhopadhyay (2022); Wang et al. (2023)

Artificial intelligence (n=10):
computer sciences, machine learning

Li et al. (2016); Samtani et al. (2017); Ebrahimi et al. (2020); Sharma et al. (2020); Syed (2020);
Ebrahimi et al. (2022); Li and Chen (2022); Samtani et al. (2022); Sen et al. (2022); Asatiani et al.
(2023)
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