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## Summary

In this mini-dissertation we briefly describe the context and development of spatial statistics, spatial sampling and point patterns. Thereafter spatial homogeneity is considered in detail.

Before selecting an appropriate sampling design in the spatial context, it is important to know whether the data is first- and second-order homogeneous. Currently the method of kernel smoothing is used to construct density plots which can be used to visually and subjectively infer on first-order homogeneity. We propose the use of hypothesis tests, developed for the comparison of $K$ Poisson intensities from independent samples, in the spatial setting as a more rigorous statistical approach to testing for first-order homogeneity. We also discuss the data assumptions required for these hypothesis tests and provide suggestions for the users.
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## Chapter 1

## Introduction

In statistics, the term 'spatial' most commonly refers to the fact that data contains a geographical reference so that we can pinpoint on a map where each observation was taken [49], but can also refer to points in the brain or pixel locations in an image. Tobler's law of geography states that observations that are close together are more likely to be similar than observations that are further apart [98]. The field of spatial statistics deals with data in this setting and developed in conjunction with geographical information systems (GIS) through the field of regional science, an emergent field of enquiry in the 1950s [47]. Pioneering work in the field of mathematical statistics proved fundamental to the development of spatial data analysis. These works include the paper by Whittle [104] who extended autoregressive models for analysing variation in time series to formally represent spatial variation. The spatially autoregressive models introduced therein were amongst the first to appear in statistical literature and made it possible, when working with regular lattice data, to specify a formal representation of certain types of spatial structure for hypothesis testing, to test for model significance and to assess the goodness of fit to the data. Prior to this, it was only possible to test the null hypothesis of no spatial autocorrelation (in other words, no spatial structure) against a non-specific alternative hypothesis [45, 55, 70, 71].

In 1951, Krige [59, 60] proposed the use of statistical analysis of the spatial behaviour of gold grades, both collectively and individually, in order to improve valuation methods for the determination of the probable tonnage and grade of remaining ore. In this method, the interpolated values are modeled by a Gaussian process governed by prior covariances. The theoretical basis for this method was developed by the French mathematician and geologist, Matheron [67], by extending the Wiener-Kolmogorov stochastic prediction theory to the case of spatial processes defined on a continuous geographical space. This theory laid the groundwork for the field of geostatistics. Although the fields of geostatistics and spatial
data analysis initially developed as separate research fields, they have supported and added value to each other over time [47].

Many different types of spatial data exist along with many forms of spatial data analysis. These data types include polygons, lines, points, point processes and lattice/grid data $[7,10,12,49,101]$. Data that is recorded from a set of fixed locations on a continuous surface is known as 'data from a surface'. This data on a continuous surface might be measurements on land use, soil characteristics, air pollution, snow depth or precipitation levels $[3,19,56,106]$. The attributes of interest exist everywhere, but are measured only at a few locations. Point observations for the attribute being measured could be sufficient for a continuous surface such a snow depth, whilst a domain with volume may be necessary for a surface such as air pollution. The attributes being measured are usually of a continuous nature, for instance diameters or heights of trees, but may also be categorical, for instance on/off, case/control, colour, etc. [39, 82]. Data recorded from point or area objects located in a geographical space is referred to as data from objects [62]. An example of point objects would be a set of towns scattered across a region. In this case, the attributes being measured may be quantitative or qualitative in nature. For both data from surfaces and objects, once the data is collected, the location of each observation is treated as fixed. [49]

Spatial data sets contain two aspects of variation, namely variation in data values disregarding the information provided by a locational index, and spatial variation which accounts for variation across the map, i.e. in locatia. The description of these calls for different strategies and terminology. A model which explains the variation in an attribute may also explain spatial variation, but this is not always the case [49]. Spatial analysis aims to describe the spatial variation in attribute values across a study area, or the spatial pattern of variation in terms of other attributes [49]. Descriptions may involve the detection of clusters or concentrations of high or low values. In areas such as geostatistics, spatial analysis can be used to provide estimates or predictions of attribute values at unsampled locations, or can be used for the mapping of attributes on the basis of a sample.

Spatial point patterns are datasets that give the locations of objects, also referred to as events, which are distributed within a study region [40]. Examples of points that may be studied includes any map-type data such as earthquake epicentres, crimes, bird nests, trees or even new cases of a disease/virus. Points may be located on a two-dimensional plane, on the surface of the earth, or in a three-dimensional volume or in space-time, referred to as a spatio-temporal point pattern. Points may contain additional attribute information, called marks, which may be categorical or continuous in nature. Datasets
could also contain explanatory data, referred to as covariates, which do not form part of the response and can be any type of data. Examples of covariates include spatial functions and spatial patterns. Spatial functions, for instance terrain altitude, are defined at all spatial locations and can be displayed as a pixel image or a contour plot. Spatial patterns, such as a map of geological faults, can be displayed as point patterns or as line segment patterns [7, 40]. The motivation for investigating point patterns is often to determine whether points exhibit some form of interpoint dependence [10].

The location of points or areas can often be seen as outcomes of some process [49]. The description of these location patterns is referred to as point pattern data with data commonly obtained from objects, not surfaces, as previously described. In these types of problems, the location of observations are not seen as fixed. A point pattern is defined as a set of locations that are irregularly distributed within a designated region and is presumably generated by some form of stochastic mechanism [40]. In the univariate case, a point process generates points, known as events, which consist of two variables $(x, y)$ referring to a position in $\mathbb{R}^{2}$. An example of a univariate case would be the positions of trees in a forest. For ease of notation, we will refer to the location of an event as $\mathbf{x}=(x, y)$. In the case of a multivariate point process, additional information is collected for the events under consideration. In such a case, a point will consist of the variables $(\mathbf{x}, f(\mathbf{x}))$ where $\mathbf{x}$ refers to the position of the point and $f(\mathbf{x})$ is a discrete function. This function, known as a covariate or mark, can be of any form and no fixed information is included in the function [7]. A covariate refers to any variable that can be recruited as an explanatory variable and can potentially be observed at any spatial location within the observation window, not only at the observed point. Covariates can also be obtained by overlaying additional maps or layers such as geological polygons and doing a spatial join [2]. On the other hand, marks are attributes associated with each of the observed points. As an example of a multivariate point process we can expand on the univariate example of trees in a forest and collect additional information on attributes such as the heights, circumferences or species of trees.

Sampling within a spatial context is also important. Sampling is used to estimate characteristics of the population when we are unable to investigate the population as a whole. In an ideal world a sample would be a perfectly scaled-down version of the original population in the sense that every characteristic of the population would be matched in the sample [64]. Although this ideal is almost impossible to meet, researchers aim to get as close to this as possible. When certain subsets of the population are under- or over-represented in the sample, we run the risk that the estimates of the population characteristics become biased. Probability sampling methods, also known as random sampling
methods, can be used to obtain representative samples. The properties of these methods are well documented and sampling estimation errors can be calculated [64].

When sampling in the spatial context, the aim is to collect samples which are typically used to estimate the mean or total for some parameter in an area, for the optimization of parameter estimates for unsampled populations, or to predict the location of a movable object [103]. Two theories are commonly applied in these settings, namely design- and model-based sampling. The difference in these two approaches involves the sources of randomness in the technique. In design-based sampling, the population of values are regarded as unknown but fixed and randomness primarily arises from the random selection of sampling sites through traditional sampling methods [22]. On the contrary, modelbased sampling regards the unknown population values as variable with observed values representing a single realization of a stochastic process, also known as a superpopulation. In these designs, sampling sights are fixed and inferences are based on the validity of the stochastic model. Unlike design-based schemes, a model-based sampling design is constructed by minimizing a predefined objective function leading to a single, optimal sampling design [103]. Design-based methods are therefore a combination of probability sampling and design-based inference, where model-based sampling is a combination of purposive sampling and interpolation [34].

Consider wildlife data and the process of obtaining samples thereof. Even though wildlife researchers are aware of the advantages of random sampling, these methods are usually not implemented due to practical complications. In practice, most samples are convenience samples [4, 91] so the selection probabilities of the elements cannot be described, making it impossible to derive statistically valid estimators and their errors. This implies that commonly used statistical methods may not be directly applicable or may not yield reliable results [4, 79, 91]. Typically, it is assumed that the convenience samples obtained in wildlife research approximate random samples so that inferences can be made about the population, however, these assumptions remain mostly unfounded and untested. In wildlife research, probability sampling methods such as simple random sampling (SRS) are not practical since all elements in the population may not be known, available or accessible. Instead, prior knowledge is often used to select elements, or in some cases, any available element is included. For example, when studying an endangered animal in the wild, a researcher would typically include any available animal in the study. Another common reason for convenience sampling in wildlife research is that many sampling opportunities could occur as a result of opportunity, rather than planning. Convenience sampling is not only a problem in wildlife research but also in general studies of non-controlled environments such as internet surveys, or other self-selected samples.

Nusser et al. [79] performed a landscape-based simulation study in order to explore the properties of estimators from convenience samples in relation to probability samples. The simulations included spatial information and considered the habitat preferences of the wildlife population, disease distribution and potential biases of a convenience sampling approach. A study such as this can help researchers understand the impact of taking a convenience and probability samples, but is limited by the assumptions being made. Krumm et al. [61] compared the prevalence of chronic wasting disease (CWD) among vehicle-killed mule deer to the disease prevalence among mule deer of the same sex sampled in the vicinity of collision sites. This study is useful in showing how a study based on convenience sampling of deer killed in vehicle collisions would overestimate the disease prevalence in natural deer populations.

These challenges also extend to research on domesticated animals. Rabies is a serious yet neglected public health threat in rural, underserved communities in Africa [57]. The effective control of this infectious disease relies on vaccinating a sufficient threshold proportion of the host population to effect herd immunity [41]. This threshold proportion is a function of the basic reproductive number, the number of secondary cases of infection generated by a typical infectious individual in a otherwise fully susceptible population. Hampson et al. [50] predicted that rabies outbreaks in dogs can be controlled if at least $40 \%$ of the population is immune at any time, however the rapid turnover in free-roaming dog populations, along with a lack of affordable and accessible veterinary services, makes achieving this goal challenging. It is therefore recommended that mass vaccinations are implemented annually by the state or other agencies in order to obtain a coverage percentage of $60-70 \%$ [50, 72]. Using census data obtained for villages in the Mara province, Northern Tanzania, Kraamwinkel et al. [58] investigated the effectiveness of traditional sampling techniques compared to a variation of a simple spatial-type sampling technique, namely the EPI cluster survey method.

These examples illustrate a need for more effective and appropriate sampling methods, also valid within a spatial domain. The principle behind Tobler's law of geography violates the critical assumption made in conventional sampling, namely that observations are independent and identically distributed within the population (or within subpopulations) and that selection probabilities of elements are known [64]. In reality, and specifically in the setting of wildlife and animal research, the data to be collected is usually spatially autocorrelated and heterogeneous with selection probabilities seldomly known. When using conventional sampling designs, this leads to inefficient and non-representative samples with questionable estimation value [87]. Spatial sampling techniques are aimed at getting results of a higher quality at a lower cost [103]. Cost as well as quality constraints are
commonly applied in order to ensure that sampling costs do not exceed a given budget whilst the quality of the results meet a given minimum requirement.

An important first step in spatial sampling involves the clarification of the sampling objectives. These objectives could include the estimation of population parameters, the prediction of values at unsampled sites, the mapping of an area or the identification of the position of a target [103]. It is crucial to know whether the objective is about the population or the superpopulation. In this context, a population refers to the 'here-andnow' whilst a superpopulation refers to a single realization of a stochastic process and deals with 'where' type questions [102]. For a population, we are often interested in estimating an attribute, making design-based methods more applicable, whilst for a superpopulation, we are interested in estimating the parameters of the underlying process, implying the need for model-based methods [103]. The appropriateness and considerations needed for each of these methods are discussed by Haining [49], Wang et al. [102] and de Gruijter et al. [34]. A useful summary and examples are supplied in Wang et al. [103].

Model-based sampling allows for spatial information to be included in the sampling design and aims to ensure representative sampling by making use of information regarding the underlying spatial structure of the population [49, 66]. However, before we are able to choose and fit an appropriate model, it is crucial that we understand this underlying data structure by considering first- and second-order homogeneity [102]. A surface which is first-order homogeneous has the same intensity (or mean) at different locations on the map. This implies that the expected number of observations is proportional to the size of the observation area. On the other hand, a surface which is second-order heterogeneous has different spatial autocorrelation structures in different sections of the map. This relates not to the expected number of points in a region but rather to the expected number of pairs of points in that region. This concept is discussed in more detail in Chapter 2. The focus of this mini-dissertation will be on methods that can be used to describe heterogeneity in point patterns.

Many tests have been developed for second-order heterogeneity in the spatial point process context and the theory of these is discussed in Section 2.2 with an application in Section 3.2. To our knowledge, tests for first-order homogeneity in the spatial context are not yet well-developed, with researchers mostly relying on the visual inspection of density plots or assumptions about the data to decide whether the data is homogeneous or not. These density plots are obtained through kernel estimation and are affected by the choice of whether or not to apply edge correction. An example of this is shown if Figure 1.1 where kernel estimation was applied to a simulated homogeneous point pattern with and without various edge corrections. As an example, if a judgement call had to be made regarding the


Figure 1.1: Kernel density estimates of a simulated homogeneous point pattern using various edge corrections and a Gaussian kernel.
homogeneity of this pattern using Figure 1.1b, a researcher might mistakenly classify the pattern as first-order heterogeneous. This example is discussed in more detail in Chapter 2 of this mini-dissertation. Tests for first-order homogeneity in point patterns are however merely the comparison of intensities at different locations on the map, leading us to apply tests developed in the context of time intervals to this setting. The theory of these tests is discussed in Section 2.3 with an application to real-world data provided in Section 3.3.

In Chapter 2 we will give a description of point patterns, their applications and the theory of the most common current methods used for assessing first- and second-order homogeneity. Our focus is on assessing first-order homogeneity and these are illustrated using current an proposed methods through a simulation study. In Chapter 3 we apply the first- and second order homogeneity tests and methods discussed in Chapter 2 to real-life point patterns and discuss the possible limitations of these.

In summary, in this mini-dissertation we aim to

- discuss briefly second-order homogeneity in order to indicate to the reader the impact of not evaluating first-order homogeneity correctly,
- discuss methods available for testing first-order homogeneity, and
- pinpoint any shortcomings, limitations and advantages of these tests.


## Chapter 2

## Tests for heterogeneity in spatial point patterns

### 2.1 Introduction

Before we can model a spatial point process we need to investigate the first-order and second-order homogeneity of the observed pattern. Our choice of model will depend on whether the intensity of the points vary across the pattern, namely first-order heterogeneity, and whether inter-point interactions vary from location to location, namely second-order heterogeneity.

Complete spatial randomness (CSR) is used to describe points in a point pattern that are randomly distributed [40, 44]. In considering CSR, we are in fact investigating secondorder homogeneity as we are looking at the interaction between points. Three possibilities can occur when testing for CSR, namely that data will be regular, clustered or random [7, 10, 40]. Regular implies that points tend to avoid each other, leading to a pattern within the data with points distributed in a regular fashion (see Figure 2.2a). A clustered pattern, also referred to by some authors as an 'aggregated' pattern, implies that points may be grouped or clustered together. An example of a clustered pattern can be seen in Figure 2.1b and shows the locations of redwood seedlings. In this specific case, the clustering can be explained biologically as seedlings were known to be clustered around redwood stumps. The locations of these stumps were however not recorded, limiting the conclusions that can be made through statistical analysis.

A random pattern implies that the there is no pattern to the points, neither regular nor clustered. Figure 2.1a shows the locations of 65 Japanese black pine saplings. It is clear that no obvious pattern can be observed and points appear to be completely random. The theory and tests for complete spatial randomness are well developed and we will consider
these in Section 2.2. Lastly, we could also consider spatio-temporal point patterns (see Figure 2.2b) in which information is provided on both the location and the times where events occurred within a specified spatial region and time interval, but this is beyond the scope of this mini-dissertation. The topic is however addressed in the books by Cox and Lewis [25], Cressie [28] and Diggle [40], as well as the recent article by González et al. [46].

(a) Locations of 65 Japanese black pine (b) Locations of 62 redwood seedlings in a saplings in a square of side-length 5.7 me- square of side-length 23 metres [96][88]. tres [78].

Figure 2.1: Examples of random and clustered point patterns. Images obtained from [40].


Figure 2.2: Examples of regular and spatio-temporal point patterns. Images obtained from [40].

If points are found to be completely spatially random, using the methods in Section 2.2 , we cannot sensibly fit a spatial model which takes into account a second-order trend. It is important to note that since second-order homogeneity refers to the interaction between points, we are in fact considering the correlation between these. In order to obtain an accurate measure of this correlation, we require sound knowledge of the process intensity. Without this it is likely that we will encounter problems of spurious correlation and confounding [10]. The evaluation of the intensity of the process will be considered in Section 2.3.

A difficulty that can arise in spatial point pattern analysis is so-called edge-effects. These effects occur when the region being observed is part of a larger region on which the underlying process operates. In these situations the points being observed may be interacting with points not being observed. There are various methods to adjust for these effects. Although our application in Chapter 3 of this mini-dissertation deals with complete point patterns and no edge irregularities are present, we will briefly consider the impact of applying edge corrections when investigating the first-order homogeneity of the process. [6, 36, 40, 89, 99]

### 2.2 Testing for Complete Spatial Randomness

An important step in modelling any observed point patterns is testing for CSR. Many tests are used to explore data and assist in formulating plausible alternatives for CSR. The informal combination of complementary tests is often useful in indicating the nature of departures from CSR, however, Cox et al [26] states that using multiple procedures as part of a diagnostic test only makes practical sense if the various tests examine different aspects of the pattern since a significant result in one test will not prevent a sensible interpretation for other tests. According to Diggle [40], tests for CSR should be seen as a natural starting point on the road to fitting stochastic spatial models. We will consider different hypotheses and their associated tests in the following sections. [40]

The spatial dependence of a point process considers the relationship between the number of events in pairs of subregions within a window $W$. This second-order property can be formally defined in terms of a mathematical limit as

$$
\gamma\left(u_{i}, u_{j}\right)=\lim _{d u_{i}, d u_{j} \rightarrow 0}\left(\frac{E\left(n\left(\mathbf{d} \mathbf{u}_{i}\right) n\left(\mathbf{d} \mathbf{u}_{j}\right)\right)}{d u_{i} d u_{j}}\right)
$$

where $\mathbf{d u}$ is a small region around the point $u, d u$ is the area of this region, $i$ is an index and $n(\mathbf{d} \mathbf{u})$ is the number of observed points in this small region [44].

Classical techniques for investigating interpoint interaction are based on measuring the distances between points [7]. These techniques are referred to as distance methods and are discussed in Sections 2.2.4. There are three different types of distances we can consider, namely pairwise, nearest neighbour and empty space distances. We define these distances as follows

- pairwise distances, $s_{i j}=\left\|x_{i}-x_{j}\right\|$, considers all distinct pairs of points $x_{i}$ and $x_{j}$ in the pattern where $i \neq j$,
- nearest neighbour distances, $t_{i}=\min _{j \neq i} s_{i j}$, consider the distance from each point $x_{i}$ to its nearest neighbour, and
- empty space or void distances, $d(u)=\min _{i}\left\|u-x_{i}\right\|$, considers the distance from a fixed reference location $u$ in the window to the nearest data point.


### 2.2.1 Manual methods

An initial look at complete spatial randomness can be done using a semivariogram. A semivariogram, is a function describing the degree of spatial dependence in data and is defined as the variance of the difference between field values in two locations across realizations of the field (see Figure 2.3) [27]. Although many authors use the terms 'variogram' and 'semivariogram' interchangeably, the semivariogram is actually one half of the variogram [101]. This distinction does not always matter but could be crucial in some calculations. A graph of the semivariogram plotted against the separation distance yields valuable information regarding spatial variability. If observations close together are more alike, this graph starts at zero and increases as the separation distance increases, implying that pairwise differences increase and autocorrelation decreases, as the distance between points increase. As the separation distance increases, the semivariogram levels off to a constant value called a sill. Points which are further apart than this distance are considered spatially uncorrelated, having near constant variance in pairwise differences. This implies that a homogeneous point process will have constant variance in pairwise difference for all distances between points. In geostatistics, methods such as kriging require valid semivariograms which are often estimated by the empirical variogram. [101]

When comparing two spatial processes it is also useful to compare correlation instead of variance [101]. The correlogram, also known as an autocorrelation plot, is commonly used in time-series analysis to show the autocorrelations present in data. These can however also be applied to spatial data to check if points close together in space, as opposed to close together in time, exhibit some sort of dependence. If data is uncorrelated or random,


Figure 2.3: An example of a semivariogram. The semivariogram $\gamma$ is plotted against the separation distance $h$. The range refers to the separation distance at which the semivariogram levels off, in other words the distance at which observations tend to become spatially uncorrelated. The nugget indicates if a spatial variable is continuous and the level of irregularity in the spatial variability. Image obtained from [43].
autocorrelations should be near zero with correlated data showing values significantly nonzero.

Moran's index, referred to as Moran's I [71], also provides a measure of spatial autocorrelation and is given by

$$
I=\frac{N}{\sum_{i} \sum_{j} w_{i j}} \frac{\sum_{i} \sum_{j} w_{i j}\left(X_{i}-\bar{X}\right)\left(X_{j}-\bar{X}\right)}{\sum_{i}\left(X_{i}-\bar{X}\right)^{2}}
$$

for a point pattern where $N$ is the number of spatial units, $\left\{X_{i}\right\}_{i=1}^{N}$ are the spatial units and $w_{i j}$ are spatial weights. The weights are usually chosen as 1 for neighbouring spatial points and 0 otherwise, where the definition of a neighbour is appropriately chosen. Alternatively, weights can be assigned using distance decay functions such as covariogram contiguity which assigns weights based on the variogram model for the dataset [5, 73]. The index $I$ ranges from -1 to 1 , namely negative spatial autocorrelation to positive spatial autocorrelation, with a 0 value indicating CSR.

Another simple technique for assessing the correlation in a point pattern is based on dividing a rectangular observation window into quadrats of equal size and counting number of pairs of points within different quadrats [10]. If a pattern is both first-order homogeneous and CSR, then we would expect the total number of ordered pairs of points
within quadrats to be equal. In other words, if there are $m$ quadrats containing $n_{1}, \ldots, n_{m}$ points respectively, then the $j^{\text {th }}$ quadrat should contain $n_{j}\left(n_{j}-1\right)$ distinct ordered pairs of points. If the pattern has a total of $n$ points, then there are $n(n-1)$ distinct ordered pairs of points. We can therefore calculate the fraction of all distinct ordered pairs of points in which both points fall in the same quadrat as $\frac{\sum_{j} n_{j}\left(n_{j}-1\right)}{n(n-1)}$. If the process is CSR, this fraction is expected to be $\frac{1}{m}$. The Morisita index is calculated as the ratio of the observed and expected fractions, namely

$$
M=m \frac{\sum_{j} n_{j}\left(n_{j}-1\right)}{n(n-1)}
$$

This index should be close to 1 if the points are independent, less than 1 if the points are regular and greater than 1 if points are clustered. The Morisita index plot can be obtained by repeating this process for different sized quadrats and then plotting the Morisita index against the diameter of the quadrats. Figure 2.4 shows examples of these plots for random, clustered and regular patterns. It is important to note that this test can only be applied to a rectangular window and is based on the assumption that the point pattern has homogeneous intensity. If the pattern has inhomogeneous intensity then $M$ can have large values because of the differences in intensity, rather than correlation between points. In addition, the derivation of the Morisita index is based on a Poisson process (the properties of this process are discussed in Section 2.2.2). If points are generated through some other process it is unclear how the value of this index should be interpreted. [10]

Fry plots can also be used to investigate the interspace distances between points. The technique was originally developed by Patterson [80, 81] for crystallography but was then independently reinvented for geophysics by Fry $[42,51]$. These plots are created by printing the pattern on a piece of paper, then overlaying it with a transparency or tracing paper. This transparency should have a cross drawn in the middle, then position the cross over the first point in the pattern. Indicate the positions of all the points in the pattern on the transparency in their relative positions. It may happen that some points will not fit onto the transparency since they could be too far away but this is not a problem. This process is repeated by moving the cross to all data points and copying the positions of the other points onto the transparency. Examples of these Fry plots can be seen in Figure 2.5. The origin of the plot represents a typical point within the pattern and the points indicated on the plot represent the positions of nearby points relative to the typical point. If there is no obvious pattern, the plot indicates that points are CSR. If the center of the plot shows no points, it implies that all points are at least that minimum distance apart, meaning that the points have a regular distribution. If the center of the plot is crowded

(a) Plot for a regular pattern created using the amacrine point pattern. [39]

(b) Plot for a CSR pattern created from a simulated homogeneous point pattern.

(c) Plot for a clustered pattern created using the bei point pattern. [23, 24, 54, 68]

Figure 2.4: Examples of Morisita index plots.


Figure 2.5: Examples of Fry plots for random (left), regular (middle) and clustered (right) patterns. Images obtained from [7].
with points, it implies that points tend to be close together, in other words a clustered pattern. Although these plots are easy to construct and interpret, they are based on the assumption that the process has homogeneous intensity. The interpretation of Fry plots have been very insightful in the field of geophysics, but their interpretation in other applications is very subjective and in order to extract useful information, these plots often need to be simplified, reduced or summarized.

### 2.2.2 Poisson Processes - a starting point

A point pattern that exhibits CSR can be modelled using a Poisson point process with intensity $\lambda$. Researchers usually focus on establishing that their data does not conform to this model and the Poisson point process therefore serves as a 'null model' in statistical analysis [7].

Definition 1. A homogeneous Poisson point process of intensity $\lambda[7]$ has the following properties:

1. the number of points $n$ falling within any region $B$ is a Poisson random variable, with intensity parameter $\lambda$,
2. the expected number of points within a region $B$ is equal to the intensity times the area of the region, $\lambda \times \operatorname{area}(B)$,
3. if $B_{1}$ and $B_{2}$ are disjoint regions, then the number of points in each respective region, $n_{1}$ and $n_{2}$, are independent random variables, and
4. the $n$ points in a region $B$ are uniformly distributed in the region.

An important property of the Poisson distribution that should be considered is that a Poisson variable has a mean which is equal to its variance. The sample variance-tomean ratio of the counts within subregions of the observation window can therefore be interpreted as a measure of over- or underdispersion of the counts, assuming these have a constant mean [10].

### 2.2.3 The inhomogeneous Poisson process

Definition 2. An inhomogeneous Poisson process of intensity $\lambda(u), u \in \mathbb{R}^{2}$ where $u$ is a spatial location, is a modification of the homogeneous Poisson process with the following properties:

1. the number of points $n$ falling within any region $B$ is a Poisson random variable,
2. the number of points, $N(\mathbf{X} \cap B)$, falling in a region $B$ has expectation $E[N(\mathbf{X} \cap B)]=$ $\int_{B} \lambda(u) d u$,
3. if $B_{1}$ and $B_{2}$ are disjoint regions, then the number of points in each respective region, $n_{1}$ and $n_{2}$, are independent random variables, and
4. given that $N(\mathbf{X} \cap B)=n$, the $n$ points are independently and identically distributed with common probability density $f(u)=\lambda(u) / I$, where $I=\int_{B} \lambda(u) d u$.

### 2.2.4 Tests for second-order homogeneity

## The $F$ function

The $F$ function of empty space distances was developed by Baddeley et al. [8]. If $\mathbf{X}$ is stationary point process, the cumulative distribution function of the empty space distance is given by

$$
F(r)=P[d(u, \mathbf{X}) \leq r]
$$

where $u$ is an arbitrary reference location. For a first-order homogeneous process, this definition is not dependent on $u$ [7]. The empirical distribution function of the observed empty space distances on a grid of locations $u_{j}, j=1, \ldots, m$ is given by

$$
F^{*}(r)=\frac{1}{m} \sum_{j} 1\left\{d\left(u_{j}, \mathbf{x}\right) \leq r\right\}
$$

and is a negatively biased estimator of $F(r)$. This bias is a result of so-called edge effects and can be dealt with using a variety of corrections, all effectively forms of the HorvitzThompson estimator [53]. An unbiased estimator for $F(r)$ is given by

$$
\hat{F}(r)=\sum_{j} e\left(u_{j}, r\right) \mathbf{1}\left\{d\left(u_{j}, x\right) \leq r\right\}
$$

where $e\left(u_{j}, r\right)$ is an edge correction weight. Assuming an homogeneous point process, we can therefore compute an unbiased and reasonably accurate estimate of the empty space function $F$.

A useful benchmark for the interpretation of this estimate is the Poisson process. Note
that $d(u, \mathbf{X})>r$ if and only if there are no points of $\mathbf{X}$ in the disc $b(u, r)$ of radius $r$, centered at $u$. A homogeneous Poisson process with intensity $\lambda$ will have a mean number of $\mu=\lambda \times \operatorname{area}(b(u, r))=\lambda \pi r^{2}$ points falling in $b(u, r)$. Therefore, the probability of having no points in this region is given by $e^{-\mu}=e^{-\lambda \pi r^{2}}$. This means that for a Poisson process we have that

$$
F_{p o i s}(r)=1-e^{-\lambda \pi r^{2}}
$$

To decide whether a point process is random, regular or clustered, we compare $\hat{F}(r)$ to the value obtained for $F_{\text {pois }}(r)$ by plugging in the estimated intensity $\hat{\lambda}=\frac{n(\mathbf{x})}{\text { area(W) }}$ where $W$ is the observation window.

- If $\hat{F}(r)>F_{\text {pois }}(r)$ it suggests that the empty space distances in the observed point pattern are shorter than for a Poisson process which points to a regular spaced pattern.
- If $\hat{F}(r)<F_{\text {pois }}(r)$, a clustered pattern is indicated.
- If $\hat{F}(r)=F_{\text {pois }}(r)$, the pattern is said to exhibit complete spatial randomness and further spatial analysis is therefore not justified.


## The $G$ function

Unlike the $F$ function which is based on empty space distances, the $G$ function is based on nearest neighbour distances. The empirical distribution of these distances depends on the geometry of the sampling window $W$, as well as the characteristics of the point process $\mathbf{X}$. This again implies that corrections need to be made for edge effect bias.

The $G$ function, developed by Baddeley et al. [8], states that if $\mathbf{X}$ is a first-order homogeneous point process, we can define the cumulative distribution of the nearestneighbour distance for a typical point in the pattern as

$$
G(r)=P(d(u, \mathbf{X} \backslash\{u\}) \leq r \mid u \in \mathbf{X})
$$

where $u$ is an arbitrary location and $d(u, \mathbf{X} \backslash\{u\})$ is the shortest distance from $u$ to the point pattern $\mathbf{X}$ excluding $u$ itself. For a stationary process, this definition does not depend on $u$ itself.

The empirical distribution function of the observed nearest-neighbour distances is given by

$$
G^{*}(r)=\frac{1}{n(\mathrm{x})} \sum_{i} \mathbf{1}\left\{t_{i} \leq r\right\}
$$

and is a negatively biased estimator of $G(r)$ due to edge effects. There are many edge corrections available to deal with this bias, typically being weighted versions of the empirical cumulative distribution function,

$$
\hat{G}(r)=\sum_{i} e\left(x_{i}, r\right) \mathbf{1}\left\{t_{i} \leq r\right\}
$$

where $e\left(x_{i}, r\right)$ is an edge correction weight designed so that $\hat{G}(r)$ is approximately unbiased. A counterpart to the Kaplan-Meier estimator [9] is defined as follows. For $i=1, \ldots, m$, let $\left(y_{i}, d_{i}\right)$ with $y_{i}$ the distance from each of the $m$ sample points to the nearest other event in $W$ and $d_{i}$ denote the distance to the nearest point on the boundary of $W$. The estimator is then defined as

$$
\hat{G}(r)=\frac{\#\left(y_{i} \leq r \text { and } d_{i}>r\right)}{\#\left(d_{i}>r\right)}
$$

where \# is read as 'The number of points such that'.
The nearest-neighbour distance distribution function for a homogeneous Poisson point process of intensity $\lambda$ is given by

$$
G_{p o i s}(r)=1-e^{-\lambda \pi r^{2}}
$$

When comparing this function to the empty space function $F_{\text {pois }}(r)$, it can be seen that these functions are identical. We should however note that the interpretation of the $G$ function differs from that of the $F$ function.

- If $\hat{G}(r)>G_{p o i s}(r)$, this suggests that the observed nearest neighbour distances are shorter than for a Poisson process, suggesting a clustered pattern.
- If $\hat{G}(r)<G_{p o i s}(r)$ a regular pattern is suggested.
- If $\hat{G}(r)=G_{p o i s}(r)$, the pattern is said to exhibit complete spatial randomness and furher spatial analysis is therefore not justified.


## The $J$ function

The $J$ function, a nonparametric measure of spatial interaction developed by van Lieshout and Baddeley [100], combines the $G$ and $F$ functions a useful manner as

$$
J(r)=\frac{1-G(r)}{1-F(r)}
$$

for all $r \geq 0$ such that $F(r)<1$. For a first-order homogeneous Poisson process, $F_{\text {pois }}=$ $G_{\text {pois }}$, so that

$$
J_{p o i s}(r) \equiv 1
$$

for $r>0$.
This function compares inter-event distances to distances from a fixed sampling point and can be used to measure both the strength and range of interactions. The function can be evaluated in closed form for more models than the $F$ and $G$ functions and contrary to these, a plot of the estimated $J$ function can be interpreted without comparison to a Poisson point process. This function has been found to be a competitive choice, producing tests with similar power or more powerful alternatives than those of the $F$ and $G$ functions. However, the performance of tests based on the $J$ function worsens drastically as the range of values taken into account grows, especially in tests using the Maximum Statistic. A simulation study investigating the power of tests based on the $J$ function compared to tests based on the $F$ and $G$ functions was conducted by Thönnes et al. [97].

The $J$ function can be estimated by

$$
\hat{J}(r)=\frac{1-\hat{G}(r)}{1-\hat{F}(r)}
$$

where $\hat{F}(r)$ and $\hat{G}(r)$ are defined as on pages 21 and 22 . This estimator has been shown to be insensitive to edge effects [100].

The $J$ function can be interpreted as follows.

- If $\hat{J}(r)>J_{\text {pois }}(r) \equiv 1$, a regular pattern is suggested.
- If $\hat{J}(r)<J_{\text {pois }}(r) \equiv 1$ a clustered pattern is suggested.
- If $\hat{J}(r)=J_{\text {pois }}(r) \equiv 1$, the pattern is said to exhibit complete spatial randomness.


## The $K$ function

When observing pairwise distances $s_{i j}=\left\|x_{i}-x_{j}\right\|$ in a point process, a bias occurs in favour of smaller distances. This bias is due to our inability to observe a pairwise distance greater than the diameter of the window $W$. The $K$ function for a first-order homogeneous point process was defined by Ripley [88] in such a way that $\lambda K(r)$ is the expected number of points in the process within a distance $r$ of a typical point in the process. The function is given by

$$
K(r)=\frac{1}{\lambda} E[n(\mathbf{X} \cap b(u, r) \backslash\{u\}) \mid u \in \mathbf{X}] .
$$

For a homogeneous Poisson process, the fact that $u$ is known to be a point of $\mathbf{X}$ does not affect other points in the process, thereby implying that $\mathbf{X} \backslash\{u\}$ is conditionally a Poisson process. This means that the expected number of points falling in $b(u, r)$ is given by $\lambda \pi r^{2}$. For a homogeneous Poisson process,

$$
K_{\text {pois }}(r)=\pi r^{2}
$$

irrespective of the intensity.
The empirical distribution function of the pairwise distances is of the general form

$$
\hat{K}(r)=\frac{1}{\hat{\lambda}^{2} \operatorname{area}(W)} \sum_{i} \sum_{j \neq i} \mathbf{1}\left\{\left\|x_{i}-x_{j}\right\| \leq r\right\} e\left(x_{i}, x_{j} ; r\right)
$$

where $e(u, v, r)$ is an edge correction weight. As long as some edge correction is applied, the choice of estimator does not appear to be very important. The formulation of the edge correction depends on the shape of the study area $W$. More details about this can be found in the book by Diggle [36, 40].

To make an inference on the randomness of the point pattern, the estimate $\hat{K}(r)$ is compared to the $K_{\text {pois }}$ function.

- If $\hat{K}(r)>K_{\text {pois }}(r)$, a clustered pattern is suggested.
- If $\hat{K}(r)<K_{\text {pois }}(r)$, a regular pattern is suggested.
- If $\hat{K}(r)=K_{\text {pois }}(r)$, the pattern is said to exhibit complete spatial randomness and further spatial analysis is therefore not justified.


## The $L$ function

The $L$ function is merely a commonly used transformation of the $K$ function and is defined as

$$
L(r)=\sqrt{\frac{K(r)}{\pi}} .
$$

In effect, the $K$ function is transformed to the straight line $L_{p o i s}(r)=r$ which makes visual assessment much easier. The transformation approximately stabilises the variance of the estimator, which simplifies the assessment of deviations.

The $L$ function is estimated by

$$
\hat{L}(r)=\sqrt{\frac{\hat{K}(r)}{\pi}}
$$

and is interpreted as follows.

- If $\hat{L}(r)>L_{\text {pois }}(r)$, a clustered pattern is suggested.
- If $\hat{L}(r)<L_{p o i s}(r)$, a regular pattern is suggested.
- If $\hat{L}(r)=L_{\text {pois }}(r)$, the pattern is said to exhibit complete spatial randomness and further spatial analysis is therefore not justified.

In this section we considered various functions that can be used to evaluate second-order homogeneity in point patterns. The $F$ function classifies a pattern as clustered, regular or random by considering empty space distances, in other words, the distance from a fixed reference location which may or may not be in the pattern, to the nearest observed point in the pattern. This function is useful as we gain more information by considering the cumulative distribution function of the empty space distances, $F(r)$, than we would from considering the average empty space distance as we are now considering the probability of observing a specified distance[10]. In the same way, we can gain more information regarding the distances between points and their closest neighbouring points by considering the cumulative distribution function of the nearest neighbour distances, $G(r)$, rather than the average of the nearest-neighbour distances. These empty space and nearest neighbour distribution functions, $F$ and $G$, are combined to give the $J$ function, a nonparametric measure of spatial interaction. This implies that the $J$ function compares the surroundings of a point belonging to the process to the neighbourhood of a random point. The $K$ and $L$ functions consider spatial interaction of points by considering pairwise distances. The $K$ function describes characteristics at different scales, both large and small. When considering pairwise distances, a bias occurs in favour of smaller distances since pairwise distances between points inside the observation window and points outside the observation window cannot be observed. The $K$ function therefore considers the expected number of points in the process within a specified distance, $r$, of a typical point in the process. The $L$ function merely transforms the $K$ function into a straight line, making visual inspection easier.

### 2.2.5 Adjustment for the impact of first-order inhomogeneity

In Section 2.2.4 we discussed the $F, G, J, K$ and $L$ functions for first-order homogeneous point processes. The inhomogeneous counterparts of the $F, G, J, K$ and $L$ functions also hold and are available for implementation in the spatstat package of $\mathrm{R}[10,11]$. If a point process is not first-order homogeneous, deviations between the empirical and theoretical functions should not necessarily be seen as confirmation of interpoint interaction since it
could be attributable to variations in intensity [7]. An first-order inhomogeneous point process with intensity function $\lambda(u) \in \mathbb{R}^{2}$ has expected number of points in any region $A$ given by $I=\int_{A} \lambda(u) d u$. In addition, given $n$ events $x_{1}, x_{2}, \ldots, x_{n}$ in a region $A$, the $x_{i}$ 's are an independent random sample from common distribution $f(u)=\lambda(u) / I$ on $A$.

### 2.3 First-order homogeneity

The hypothesis tests we now present, originally applied to one-dimensional Poisson processes for statistically testing first-order homogeneity, namely that of the intensity, $\lambda(t)$ where $t$ is time. For the spatial application we consider $\lambda(u)$ where $u$ is a spatial location.

In different contexts the average number of points can represent different concepts, for instance abundance of particles on a surface, density of light-sensitive cells in a retina, productivity of crops, risk of crimes, intensity of a lightning storm or prospectivity of undiscovered mineral deposits [10]. The standard generic term for this is intensity. A very important first step in analysing spatial data is determining whether the rates or intensities of $K$ underlying spatial processes are the same [10, 21]. In this context, the $K$ underlying spatial processes refers to subdividing the observation window into $K$ quadrats and comparing the intensities of these. In practice, the intensity of a spatial point process could vary from place to place, in which case, the process is said to be first-order heterogeneous [44]. When calculating an intensity for a surface by dividing the total number of points by the area, we are in fact making a tentative assumption that the intensity is uniform across the area. This is often a working assumption in some kinds of analysis, but may be inappropriate. When intensity varies spatially it is effectively a function of spatial location and the intensity function can be estimated through statistical methods using observed data. [10]

Understanding the intensity of a process is often the aim of the scientific question under question. For instance, spatial variation in intensity could reflect the preference of wild animals for certain habitats or the natural segregation of certain plant species. However, when intensity is not the main focus of a study, it remains a crucial part of the analysis as intensity can easily be confused with other pattern characteristics such as clustering. For us to establish that a pattern is clustered we first need to eliminate alternative explanations such as spatially varying intensity. When it is known that intensity varies across a pattern, adjustments for this effect can be made to the tools used to investigate clustering. [10, 44]

Let $\mathbf{X}$ be a point pattern defined in two-dimensional space. In the homogeneous case, for any subregion $B$ of a two-dimensional space, the intensity of a point pattern is taken
as the expected number of points of $\mathbf{X}$ falling in $B$ and is proportional to the area of $B$ :

$$
\begin{equation*}
E[n(\mathbf{X} \cap B)]=\lambda|B| \tag{2.1}
\end{equation*}
$$

where $n(\mathbf{X} \cap B)$ is the number of points in $\mathbf{X}$ falling in the subregion $B$ and $|B|$ is tbe area of the subregion $B$. The intensity, indicated as $\lambda$, can therefore be thought of as the average density of points per unit area where $\lambda$ is a constant [7, 10, 44]. In the heterogeneous case, the expected number of points falling within a region $B$, with spatial varying intensity function of the process, $\lambda(u)$, is defined by Baddeley [7] as

$$
\begin{equation*}
E[n(\mathbf{X} \cap B)]=\int_{B} \lambda(u) d u \tag{2.2}
\end{equation*}
$$

If Equation 2.2 holds, $\lambda(u)$ is called the intensity function of the point process. When points are concentrated along an edge/line, the point process does not have an intensity function. This is a common occurrence in seismology where earthquakes tend to occur on tectonic plate boundaries [10]. This implies that we can define the intensity of a point process as the mathematical limit

$$
\lambda(u)=\lim _{d u \rightarrow 0}\left(\frac{E(n(\mathbf{d u}))}{d u}\right)
$$

where $\mathbf{d u}$ is a small region around the point $u, d u$ is the area of this region and $n(\mathbf{d u})$ is the number of observed points in this small region [44]. A point process is said to be stationary or first-order homogeneous if the intensity of the process, $\lambda(u)=\lambda$, is constant over the observation window $W$ [44].

The techniques used to estimate intensity differ according to whether the process is first-order homogeneous or heterogeneous. According to Baddeley et al. [10], analysis often starts with the tentative assumption that a process is homogeneous and the validity of this assumption is then assessed. In point processes, the empirical density of points,

$$
\begin{equation*}
\hat{\lambda}=\frac{n(\mathbf{x})}{|W|} \tag{2.3}
\end{equation*}
$$

is an unbiased estimate of the true intensity $\lambda$, assuming the point process has homogeneous intensity. In this equation, $\mathbf{x}$ is the observed point pattern observed in the window $W, n(\mathbf{x})$ is the number of points in $\mathbf{x}$ and $|W|$ is the area of the window $W$. Additional assumptions are required in order to give a standard error for the intensity estimate. If we provisionally assume that the point process is Poisson then the observed number of points within $W$ is a Poisson random variable with mean $\lambda|W|$. Since the mean and variance for
a Poisson random variable are equivalent, this implies that $\hat{\lambda}$ has variance given by

$$
\operatorname{var}(\hat{\lambda})=\frac{\operatorname{var}[n(\mathbf{X} \cap W)]}{|W|^{2}}=\frac{\lambda}{|W|}
$$

leading to an estimate for the standard error of $\hat{\lambda}$ given by $\sqrt{\hat{\lambda} /|W|}$.
The intensity function can be estimated non-parametrically using techniques such as kernel smoothing, as recommended in the literature, or the method of quadrat counting [10, 11]. The density.ppp function available in the spatstat package in R [10, 11] performs kernel smoothing using an isotropic Gaussian kernel as default and yields a pixel image object which can indicate the direction and pattern of a possible trend. Quadrat counting is also implemented in spatstat, providing the number of observed points in a specified number of quadrats. Examples of both these methods can be found in [7]. These techniques are explained in the following sections followed by new suggested hypothesis tests for firstorder homogeneity.

### 2.3.1 Quadrat counts

Quadrat counting, a simple visual technique that can be employed to check for firstorder homogeneity, is employed by dividing the observation window $W$ into sub-regions, called quadrats, and then counting the number of points within each quadrat. If a point process is homogeneous, the number of points in equal sized areas should be roughly equal. For simplicity we will assume that the $m$ sub-regions, $B_{1}, \ldots, B_{m}$, have equal area, but this need not be the case. Let $n_{j}=n\left(\mathbf{x} \cap B_{j}\right)$ be the number of points in region $B_{j}$ for $j=1, \ldots, m$. If the intensity is homogeneous, these counts should be equal 'on average' since the counts in are unbiased estimators of the corresponding expected values $E\left[n\left(\mathbf{X} \cap B_{j}\right)\right]$. If a spatial trend is observed in the counts, this suggests that the intensity is inhomogeneous. [10]

Consider the point pattern shown in Figure 2.6. This pattern was simulated from a homogeneous Poisson point process with intensity $\lambda=50$ generated in a square window with a length of 4 units. It can be seen from this pattern that homogeneous intensity does not imply that points are uniformly distributed, rather that the average number of points in areas of equal size are roughly the same. Figure 2.7 shows additional examples of point patterns with homogeneous intensity and Figure 2.8 shows examples of point patterns with inhomogeneous intensity.

Figure 2.9 shows the simulated homogeneous point pattern divided into quadrats of different sizes with the top figures showing the counts for the quadrats and the bottom fig-


Figure 2.6: A point pattern simulated from a homogeneous Poisson point process with intensity $\lambda=50$.


Figure 2.7: Examples of point patterns with roughly homogeneous intensity. The image on the left shows biological cell centres in a histological section [87, 88]. This image in the middle shows the locations of trees in a forest in New Zealand, excluding a five-foot border [65, 87]. The image on the right shows the location of Swedish Pine saplings [88, 95]. Images obtained from Baddeley [10].


Figure 2.8: Examples of point patterns with inhomogeneous intensity. The image on the left shows the locations of enterochromaffin-like cells in a histological section of gastric mucosa (Dr Thomas Bendtsen in [69]). The top of the image shows the interior of the stomach. The image on the right shows the locations of gorilla nesting sites in Kagwene Gorilla Sanctuary, Cameroon [10].
ures showing estimates for the intensity in each of the quadrats. These intensity estimates are calculated by dividing the quadrat counts by the quadrat size. The choice of the size of the quadrats is a tradeoff between bias and variability. While large quadrats reduce the relative error of the counts $n_{j}$, it also smooths out the variation in intensity within each of the quadrats. If we are willing to assume that the counts within the different quadrats are approximately independent variables with the same unknown distribution, and the quadrats are of equal size and shapes, the quadrat counts can be used to calculate the standard error for the overall estimate of intensity as

$$
\sqrt{\frac{\operatorname{var}(\hat{\lambda})}{m-1}}
$$

Quadrats can have different shapes and sizes, however, should this happen the counts cannot be compared directly. Under the assumption of homogeneity, Equation 2.1 implies that the expected count in each quadrat is proportional to the area of the quadrat. This in turn implies that the average intensity given by Equation 2.3 is an unbiased estimator for the homogeneous intensity $\lambda$. We can therefore compare the estimated intensities in different sized and shaped quadrats in order to make an inference about the homogeneity of a point pattern. An example of this is shown in Figure 2.10.

It is however clear that visual inspection of these output can lead to subjective decisions regarding the homogeneity of the observed pattern. Hypothesis tests should be applied in order to make inferences in this regard. These suggested tests are discussed in Section 2.3.3.



| 6.121 | 5 | 9.10 |  | $1: 4$ | 4610 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 8 8-12 | 5 | 59 | 2 | 5 | 9. 11 |
| 71014 | 4 | 9 | 6. | 6 | 96 |
| 412.10 | 9 | 13.6 | 6 | 8 | 10.7 |
| 12:8: | 7 | 76 | +1: | 6 | 78 |
| 12.64 | 6 | 9.3 | 11 | 5 | 7. |
| 1210 | 6 | -10 10 | 13 | 4 | 13.10 |
| 91413 | 3 | 139 | 5 | 4 | 12.8 |
| 11109 | 7. | 14.7 | 9 | 8 | 9.12 |
| $7 \cdots 3$ |  | 1012 |  | 4 | 4.10 |

(a) Quadrat counts for $2 \times 2,5 \times 5$ and $10 \times 10$ grids.

(b) Intensity estimates for $2 \times 2,5 \times 5$ and $10 \times 10$ grids.

Figure 2.9: The simulated pattern shown in Figure 2.6 divided into quadrats of various sizes.


Figure 2.10: The point pattern in Figure 2.6 divided into quadrats of unequal sizes and shapes.

### 2.3.2 Kernel density estimation

Kernel smoothing is a nonparametric data smoothing technique that can be used to estimate the intensity function, $\lambda(u)$, of a point pattern. Waller et al. [101] compared fitting a kernel density estimate to mapping out events on a tabletop and then placing an identical mound of molding clay over each event. The mounds of clay will overlap for groups of events occurring close together, resulting in a taller pile of clay in those areas. When considering the entire surface, the clay represents a surface reflecting a nonparametric estimate of the intensity function. In effect, kernel density estimation centers a kernel function at each data point and then sums all these functions in order to create an overall smooth density estimate.

The kernel density estimator with kernel $K$ is defined by

$$
\begin{equation*}
\hat{f}(u)=\frac{1}{n h} \sum_{i=1}^{n} K\left(\frac{u-X_{i}}{h}\right) \tag{2.4}
\end{equation*}
$$

where $h$ is the smoothing parameter, also known as the window width or bandwidth [93]. The $n$ observed points are denoted by $X_{1}, \ldots, X_{n}$ and $u$ is a location within the observed window. Equation 2.4 therefore implies that we will estimate the density at each point $u$ in the observed window, regardless of whether or not a point was observed at $u$. This means that at locations with few observed points the density estimate will be low whilst locations with many observed points will have a much bigger density estimate. The shape of this density estimate at each location is given by the choice of the kernel function $K$. The choice of bandwidth parameter $h$ will affect the width of the density estimate at each location. A larger bandwidth leads to more smoothing and the choice of bandwidth involves a tradeoff between variance and bias since as the bandwidth increases, the bias typically increases and the variance decreases [10]. The usual properties of kernel function as discussed by Silverman [93] are as follows:

- A kernel function must be non-negative if the density estimate is required to be a probability density function.
- A kernel function must be a valid probability density function.
- The kernel function must be continuous and differentiable so that $\hat{f}$ will inherit these properties.

In special circumstances the first property can be relaxed. For practical purposes, the kernel function is usually symmetric unless the researcher has prior knowledge to indicate
that an unsymmetric kernel would provide a better estimate. The usual kernel estimators of the intensity function $\lambda(u)$ are the uncorrected, uniformly corrected and Diggle's correction estimators, given respectively by

$$
\begin{gather*}
\hat{\lambda}^{(0)}(u)=\sum_{i=1}^{n} K\left(u-x_{i}\right),  \tag{2.5}\\
\hat{\lambda}^{(U)}(u)=\frac{1}{e(u)} \sum_{i=1}^{n} K\left(u-x_{i}\right),  \tag{2.6}\\
\hat{\lambda}^{(D)}(u)=\sum_{i=1}^{n} \frac{1}{e\left(x_{i}\right)} K\left(u-x_{i}\right), \tag{2.7}
\end{gather*}
$$

where $u$ is any spatial location inside the window $W, K(u)$ is the kernel function and $e(u)=\int_{W} K(u-v) d v$ is the correction that deals with the bias caused by edge effects [10]. The estimated intensity outside the observed window $W$ is zero. Figure 2.11 shows the kernel estimates obtained for the estimators given in Equations 2.5 to 2.7 when applied to the simulated homogeneous point pattern shown in Figure 2.6 and Figure 2.12 shows the associated perspective plots of the estimates. These estimates were all obtained using a Gaussian kernel. The uncorrected estimate in Figure 2.11a shows a decline towards the boundary of $W$, commonly known as an edge effect. Points lying outside the boundary do not contribute to the intensity estimates near the boundary, leading to the decline. An uncorrected estimate should therefore only be used if it is known that all points have been observed and are contained within the observation window. When observing only some of the points in the pattern inside a window, we need to apply an edge correction. The uniformly corrected estimator is unbiased when the true intensity is homogeneous whilst Diggle's corrected estimator has a smaller mean square error leading to better overall performance. It should however be noted that kernel estimators are generally slightly biased since they smooth out the details of the intensity function [10].

The shape of the estimated density at each point $u$ is given by the shape of the kernel function. Any probability density function can be used as a kernel. Kernels that appear regularly in the literature include the uniform, triangle, Epanechnikov, quartic/biweight, triweight and normal distribution density functions, the last being the most common choice [10, 93, 101]. The mathematical or computational properties may be better for some functions, however the differences between estimates based on different kernels are often small [101]. This is illustrated in Figure 2.13 by applying the kernels available in the spatstat package to the simulated point pattern in Figure 2.6. The Epanechnikov, qaurtic and Gaussian kernels give very similar estimates with only the disc kernel differing


Figure 2.11: Density estimated of the simulated homogeneous point pattern using various edge corrections and a Gaussian kernel.


Figure 2.12: Perspective plots associated with the density estimates shown in Figure 2.11.


Figure 2.13: Density estimates for the simulated homogeneous point pattern in Figure 2.6 using different kernels.
noticeably.
The degree of smoothing is controlled by the kernel bandwidth. A small bandwidth leads to an undersmoothed intensity surface whilst a larger bandwidth leads to an oversmoothed surface. This is illustrated in Figure 2.14 where the bandwidth ranges from 0.1 to 1 . The choice of bandwidth is not clear-cut but a very rough rule of thumb used to select the bandwidth is to set it equal to one-eighth of the shortest side length of the rectangular window, a rule which is often not satisfactory [10, 44]. Many bandwidth selection methods exist and are based on minimising error measures. These include Diggle and Berman's mean-square cross-validation method [14, 37], the likelihood cross-validation method [63] and Scott's rule of thumb [92]. Different bandwidth selection methods can give very different estimates, as it is often based on possibly inappropriate assumptions about the dependence between points. The mean square error cross-validation method for example assumes a Cox process whilst the likelihood cross-validation method assumes an inhomogeneous Poisson process. Optimal bandwidth selection is however not the focus of this mini-dissertation, but the interested reader is referred to [30, 38].

An indication of the accuracy of kernel estimates can be obtained by calculating standard errors and confidence intervals, however these require additional assumptions. Standard errors are justified by asymptotic theory but confidence intervals based on the standard error are notoriously unreliable since estimates of the intensity and estimates of the variance of the intensity are highly correlated [10]. In future research we will be investigating the application of the Kolmogorov-Smirnov test for the comparison of different kernel estimates [1]. This is however outside the scope of this mini-dissertation.

### 2.3.3 Hypothesis tests for first-order homogeneity

Currently in practice, first-order homogeneity is investigated through the visual inspection of kernel density plots. Two of the hypothesis tests discussed in this section, namely Pearson's $\chi^{2}$ and the likelihood ratio test, are already available for use in the spatstat package in $\mathrm{R}[10,11]$, however these tests are to our knowledge not widely applied in practice. The application of these tests also currently have software limitations that will be discussed in Section 3.3.2 of this mini-dissertation. In this section we elaborate on the theory of the aforementioned as well as three further hypothesis tests, newly extended in this mini-dissertation to the investigation of first-order homogeneity in point pattern data.

For data that is modeled by the Poisson distribution, count data is typically used to test for the equality of these intensities on $K$ time intervals or spatial regions. The fixed observation periods or areas need not be of equal length/size, but are generally assumed to be independent. A number of studies have been performed to compare the size and

(a) Bandwidth of 0.01 .

(b) Bandwidth of 0.1.

(c) Bandwidth of 0.5.

(d) Bandwidth of 1 .

Figure 2.14: Comparison of density estimates and their perspective views for the simulated homogeneous point pattern in Figure 2.6 using different bandwidths.

| $x_{1}$ points in area of <br> size $A_{1}$ | $\ldots$ | $\ldots$ |
| :---: | :---: | :---: |
| $\vdots$ | $\ddots$ | $\vdots$ |
| $\ldots$ | $\ldots$ | $x_{K}$ points in area of <br> size $A_{K}$ |

Figure 2.15: Illustration of the division of a rectangular point pattern into quadrats containing $x_{i}$ points in corresponding areas of size $A_{i}$.
power of numerous test statistics if $K=2$ for both equal sampling frames (see [16, 35]) and unequal sampling frames (see [20, 76, 77]).

Points in a spatial pattern that are close together are however unlikely to be independent, violating this assumption. In some cases, points that are far apart may also be considered dependent. An example of this occurs when analysing weather patterns along a coastline or property damage along a fault line, when in one direction short distances will exhibit dependence, while in a different direction independence. Nonetheless, in some spatial patterns, points that are further apart could validly be considered independent. Where the researcher suspects that this is the case, the tests discussed in the following sections give valuable insight into the first-order homogeneity. Some level of intuition or judgement should be applied by the researcher when deciding whether the assumption of independence is justifiable, as well as deciding on the number of areas to compare.

Suppose we observe $K$ independent random variables $X_{1}, X_{2}, \ldots, X_{K}$ where each $x_{i}$ is the observed number of occurrences in a spatial Poisson process with an unknown rate $\lambda_{i}$ in a sampling frame with known area $A_{i}$. This concept is illustrated in Figure 2.15. The density function of $X_{i}$ is given by

$$
f\left(x_{i}\right)=\frac{e^{-\lambda_{i} A_{i}}\left(\lambda_{i} A_{i}\right)^{x_{i}}}{x_{i}!}, \quad \text { for } i=1,2, \ldots, K
$$

The maximum likelihood estimate of $\lambda_{i}$ is given by the empirical rate, $\hat{\lambda}_{i}=x_{i} / A_{i}$. The homogeneity test for $K$ independent Poisson variates is given by $H_{0}: \lambda_{1}=\lambda_{2}=\ldots=\lambda_{K}$ against $H_{A}: \quad \lambda_{i} \neq \lambda_{j}$ for some $i, j \in[1, \ldots, K]$.

Under the assumption of independence, the likelihood function is given by

$$
L\left(\lambda_{1}, \ldots, \lambda_{K} \mid x_{1}, \ldots, x_{K}\right)=e^{-\sum_{i=1}^{K} \lambda_{i} A_{i}} \frac{\prod_{i=1}^{K}\left(\lambda_{i} A_{i}\right)^{x_{i}}}{\prod_{i=1}^{K} x_{i}!}
$$

Under the null hypothesis, each $X_{i}$ follows a Poisson distribution with parameter $\lambda_{i}=$ $\lambda$, implying that the point pattern is first-order homogeneous. The maximum likelihood estimator of $\lambda$ is given by

$$
\hat{\lambda}=\frac{\sum_{i=1}^{K} x_{i}}{\sum_{i=1}^{K} A_{i}} .
$$

Numerous statistics have been proposed to test for the equality of the rates of Poisson processes outside the field of spatial statistics, namely for time in one dimension. Here we extend these tests to be applicable in the spatial domain. In the following subsections we will be discussing these tests in the context of spatial point processes. These tests are closely linked to the the process of quadrat counts as the window $W$ is divided into quadrats $B_{1}, \ldots, B_{K}$. The number of points within each quadrat, $x_{1}, \ldots, x_{K}$ is then counted and the size of each quadrat, $A_{1}, \ldots, A_{K}$, is noted. Under the null hypothesis, if the areas of each quadrat are equal, $A=A_{1}=\ldots=A_{K}$, and the unknown intensity is $\lambda$, then the counts $x_{i}$ are independent Poisson random variables with equal mean $A \lambda$ [10].

### 2.3.3.1 Parametric bootstrap tests

Sections 2.3.3.2 to 2.3.3.6 describe first-order homogeneity tests, all of which have $\chi^{2}$ distributions that are valid only asymptotically. Tests using $p$-values calculated by these asymptotic distributions may encounter size distortions which can be addressed through the use of parametric bootstrap tests. These tests approximate the $p$-value through Monte Carlo resamples generated according to the homogeneity hypothesis [21, 33].

The procedure for approximating $p$-values is as follows. The test statistic, denoted $\tau$, is calculated based on the observed counts. Next we draw a sample of $K$ independent Poisson variates with mean $A_{i} \hat{\lambda}, i=1, \ldots K$, where $\hat{\lambda}$ is the maximum likelihood estimate of the intensity, that is under $H_{0}$. The test statistic is calculated for this sample and is denoted by $\tau_{1}^{*}$. This process is repeated $R$ times so that we have $\tau_{1}^{*}, \ldots, \tau_{R}^{*}$. The bootstrap $p$-value as proposed by Davison and Hinkley [33] is

$$
\begin{equation*}
\text { bootstrap } p \text {-value }=\frac{\#\left\{i: \tau_{i}^{*} \geq \tau\right\}+1}{R+1} . \tag{2.8}
\end{equation*}
$$

We reject the null hypothesis of homogeneity if the bootstrap $p$-value is less than or equal to the nominal significance level $\alpha$. An alternative bootstrap $p$-value can be calculated
without adding 1 in the nominator and denominator in Equation 2.8 (see [31, 32]). In this mini-dissertation we will follow the original testing procedure.

Hope [52] illustrated that, in the case that there is no nuisance parameter, the power loss resulting from using parametric bootstrap tests is slight compared the corresponding uniformly most powerful test. This implies that $R$ need not necessarily be large. Besag and Diggle [15] suggested that at $\alpha=0.05, R=99$ would be adequate. A simulation study conducted by Davison and Hinkley [33] showed that for $\alpha \geq 0.05$, the loss of power with $R=99$ is not serious but that $R=999$ should generally be a safe choice. In this mini-dissertation, we will compare the asymptotic $p$-values to the approximate $p$-values obtained from parametric bootstrap samples of sizes 99, 999 and 9999.

### 2.3.3.2 Pearson's $\chi^{2}$-test

Pearson's $\chi^{2}$-test is arguably the most widely used $\chi^{2}$-test. The test statistic was proposed by Potthoff et al. [83] and is given in the current context of a point pattern by

$$
\begin{equation*}
\chi_{\text {Pearson }}^{2}=\sum_{i=1}^{K} \frac{\left(x_{i}-\hat{\lambda} A_{i}\right)^{2}}{\hat{\lambda} A_{i}}=\frac{\sum_{i=1}^{K} A_{i}}{\sum_{i=1}^{K} x_{i}} \sum_{i=1}^{K} \frac{x_{i}^{2}}{A_{i}}-\sum_{i=1}^{K} x_{i} \tag{2.9}
\end{equation*}
$$

This test can be applied in two different ways. Firstly, it can be used to test goodness-of-fit to the Poisson distribution assuming homogeneous intensity [17]. Secondly, it can be used to test for homogeneity by assuming independence [48]. Since we are interested in testing for first-order homogeneity we will be applying the second, namely the $\chi^{2}$ test of uniformity. Under the null hypothesis, this test statistic has an asymptotic $\chi^{2}$-distribution with $K-1$ degrees of freedom. Traditionally, this approximation is acceptable if the expected number of points in each of the quadrats is at least 5 . The power of the test depends on the size of the quadrats and is optimal when these are neither very large nor very small [10].

This test can be performed in the spatstat package using the function quadrat.test. The $p$-value for this test can be calculated in spatstat using the $\chi^{2}$ approximation as well as Monte Carlo simulations. Figure 2.16 shows plots of the $\chi^{2}$ test performed on the simulated homogeneous point pattern shown in Figure 2.6 using different grid sizes. In these plots we can see the expected number of points per quadrat and it should be noted that each is at least 5. The test statistics and parametric bootstrap $p$-values for these tests are shown in Table 2.1, indicating that the pattern has homogeneous intensity. Although spatstat can calculate Monte Carlo $p$-values, the ones given in this table were calculated using the approach described in Section 2.3.3.1 using 9999 samples. For all grid

| Grid size | Test statistic | Asymptotic $p$-value | Bootstrap $p$-value |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $2 \times 2$ | 1.7725 | 0.6209 | 0.6178 | 0.6182 | 0.6262 |
| $5 \times 5$ | 24.78 | 0.4178 | 0.4238 | 0.4138 | 0.4151 |
| $10 \times 10$ | 102.92 | 0.3737 | 0.3764 | 0.3873 | 0.3845 |

Table 2.1: Comparison of the asymptotic and three parametric bootstrap $p$-values obtained for the $\chi^{2}$ test applied to the simulated homogeneous point pattern shown in Figure 2.6.
sizes the asymptotic and bootstrap $p$-values are similar, leading to the conclusion that the asymptotic distribution is "acceptable".

Baddeley [10] however pointed out the limitations of this test. Firstly, the alternative hypothesis that the point pattern has inhomogeneous intensity merely negates the null hypothesis of a homogeneous intensity. There are two possible reasons why a point process may fail to be a homogeneous point process, namely that the process does in fact not have homogeneous intensity, or that it violates the property of independence between points. The test can alternatively be viewed as a test of the independence property, assuming the intensity is homogeneous.

### 2.3.3.3 Likelihood ratio test statistic

The likelihood ratio test can be used to test both simple and composite hypotheses, by comparing the likelihood of the parameter(s) under the null to the likelihood of the parameter(s) under the alternative, given an observed dataset. Since the likelihood function is explicitly known, the likelihood ratio is obtained as

$$
\Lambda=\frac{L\left(\hat{\lambda}, \ldots, \hat{\lambda} \mid x_{1}, \ldots, x_{K}\right)}{L\left(\hat{\lambda}_{1}, \ldots, \hat{\lambda}_{K} \mid x_{1}, \ldots, x_{K}\right)}
$$

It is convention to take that $0 / 0=0$ in case the sum of the $x_{i}$ 's equals 0 . The likelihood ratio test statistic was originally proposed by Neyman and Pearson in 1928 [74] with the asymptotic distribution of the test derived by Wilks in 1938 [105]. Based on this test statistic, Chiu and Wang [21] developed a likelihood ratio test statistic to test for the equivalence of Poisson intensities, namely

$$
L R=-2 \Lambda=2\left(\sum_{i=1}^{K} x_{i} \ln \frac{x_{i}}{A_{i}}-\sum_{i=1}^{K} x_{i} \ln \frac{\sum_{i=1}^{K} x_{i}}{\sum_{i=1}^{K} A_{i}}\right)
$$



| $\begin{array}{lr} 6 & 8.4 \\ -0.84 \end{array}$ | $\begin{gathered} 12 \quad 8.4 \\ 1.2 \end{gathered}$ | $\left\|\begin{array}{cc} 11 & 8.4 \\ 0.88 \end{array}\right\|$ | $\begin{array}{ll} 5 \quad 8.4 \\ -1.2 \end{array}$ | $\begin{array}{ll} 9 & 8.4 \\ 0.19 \end{array}$ | $\begin{gathered} 10 \quad 8.4 \\ 0.54 \end{gathered}$ | $\begin{aligned} & 7 \quad 8.4 \\ & -0.5 \end{aligned}$ | $\begin{array}{cc} 14 & 8.4 \\ 1.9 \end{array}$ | $\begin{array}{lr} 6 & 8.4 \\ -0.84 \end{array}$ | $\begin{array}{cc} 10 & 8.4 \\ 0.54 \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{ll} 8 & 8.4 \\ -0.15 \end{array}$ | $\begin{array}{lc} 9 & 8.4 \\ 0.19 \end{array}$ | $\begin{gathered} 12 \quad 8.4 \\ 1.2 \end{gathered}$ | $\begin{array}{ll} 5 & 8.4 \\ -1.2 \end{array}$ | $\begin{array}{ll} 5 & 8.4 \\ -1.2 \end{array}$ | $\begin{array}{ll} 9 & 8.4 \\ 0.19 \end{array}$ | $\begin{array}{ll} 2 & 8.4 \\ -2.2 \end{array}$ | $\begin{array}{lc} 5 & 8.4 \\ -1.2 \end{array}$ | $\begin{array}{ll} 9 & 8.4 \\ 0.19 \end{array}$ | $\begin{array}{cc} 11 & 8.4 \\ 0.88 \end{array}$ |
| $\begin{array}{ll} 7 \quad 8.4 \\ -0.5 \end{array}$ | $\begin{array}{cc} 10 \quad 8.4 \\ 0.54 \end{array}$ | $\begin{gathered} 14 \quad 8.4 \\ 1.9 \end{gathered}$ | $\begin{array}{ll} 4 & 8.4 \\ -1.5 \end{array}$ | $\begin{array}{ll} 9 & 8.4 \\ 0.19 \end{array}$ | $\begin{gathered} 12 \quad 8.4 \\ 1.2 \end{gathered}$ | $\begin{array}{lc} 6 & 8.4 \\ -0.84 \end{array}$ | $\begin{array}{lr} 6 & 8.4 \\ -0.84 \end{array}$ | $\begin{array}{ll} 9 & 8.4 \\ 0.19 \end{array}$ | $\begin{array}{lr} 6 & 8.4 \\ -0.84 \end{array}$ |
| $\begin{array}{ll} 4 & 8.4 \\ -1.5 \end{array}$ | $\begin{gathered} 12 \quad 8.4 \\ 1.2 \end{gathered}$ | $\begin{array}{cc} 10 & 8.4 \\ 0.54 \end{array}$ | $\begin{array}{ll} 9 & 8.4 \\ 0.19 \end{array}$ | $\begin{array}{cc} 13 \quad 8.4 \\ 1.6 \end{array}$ | $\begin{array}{lc} 6 & 8.4 \\ -0.84 \end{array}$ | $\begin{array}{lc} 6 & 8.4 \\ -0.84 \end{array}$ | $\begin{array}{lr} 8 & 8.4 \\ -0.15 \end{array}$ | $\begin{array}{cc} 10 & 8.4 \\ 0.54 \end{array}$ | $\begin{array}{ll} 7 & 8.4 \\ -0.5 \end{array}$ |
| $\begin{gathered} 12 \quad 8.4 \\ 1.2 \end{gathered}$ | $\begin{array}{lr} 8 & 8.4 \\ -0.15 \end{array}$ | $\begin{array}{lr} 8 & 8.4 \\ -0.15 \end{array}$ | $\begin{array}{ll} 7 \quad 8.4 \\ -0.5 \end{array}$ | $\begin{array}{ll} 7 \quad 8.4 \\ -0.5 \end{array}$ | $\begin{array}{ll} 6 & 8.4 \\ -0.84 \end{array}$ | $\begin{gathered} 11 \quad 8.4 \\ 0.88 \end{gathered}$ | $\begin{array}{lc} 6 & 8.4 \\ -0.84 \end{array}$ | $\begin{array}{ll} 7 \quad 8.4 \\ -0.5 \end{array}$ | $\begin{array}{lr} 8 & 8.4 \\ -0.15 \end{array}$ |
| $\begin{gathered} 12 \quad 8.4 \\ 1.2 \end{gathered}$ | $\begin{array}{cc} \begin{array}{c} 6 \end{array} 8.4 \\ -0.84 \end{array}$ | $\begin{array}{lc} 4 & 8.4 \\ -1.5 \end{array}$ | $\begin{array}{lr} 6 & 8.4 \\ -0.84 \end{array}$ | $\begin{array}{lc} 9 & 8.4 \\ 0.19 \end{array}$ | $\begin{array}{ll} 3 & 8.4 \\ -1.9 \end{array}$ | $\begin{array}{cc} 11 \quad 8.4 \\ 0.88 \end{array}$ | $\begin{array}{lc} 5 & 8.4 \\ -1.2 \end{array}$ | $\begin{array}{ll} 7 \quad 8.4 \\ -0.5 \end{array}$ | $\begin{array}{ll} 8 & 8.4 \\ -0.15 \end{array}$ |
| $\begin{gathered} 12 \quad 8.4 \\ 1.2 \end{gathered}$ | $\begin{gathered} 10 \quad 8.4 \\ 0.54 \end{gathered}$ | $\begin{aligned} & 6 \quad 8.4 \\ & -0.84 \end{aligned}$ | $\begin{array}{ll} 6 & 8.4 \\ -0.84 \end{array}$ | $\begin{array}{cc} 10 \quad 8.4 \\ 0.54 \end{array}$ | $\left\lvert\, \begin{array}{cc} 10 & 8.4 \\ 0.54 \end{array}\right.$ | $\begin{gathered} 13 \quad 8.4 \\ 1.6 \end{gathered}$ | $\begin{gathered} 4 \quad 8.4 \\ -1.5 \end{gathered}$ | $\begin{gathered} 13 \quad 8.4 \\ 1.6 \end{gathered}$ | $\begin{array}{cc} 10 & 8.4 \\ 0.54 \end{array}$ |
| $\begin{aligned} & 9 \quad 8.4 \\ & 0.19 \end{aligned}$ | $\begin{gathered} 14 \quad 8.4 \\ 1.9 \end{gathered}$ | $\left\|\begin{array}{cc} 13 & 8.4 \\ 1.6 \end{array}\right\|$ | $\begin{aligned} & 38.4 \\ & -1.9 \end{aligned}$ | $\begin{gathered} 13 \quad 8.4 \\ 1.6 \end{gathered}$ | $\begin{array}{cc} 9 & 8.4 \\ 0.19 \end{array}$ | $\begin{array}{ll} 5 & 8.4 \\ -1.2 \end{array}$ | $\begin{aligned} & 48.4 \\ & -1.5 \end{aligned}$ | $\begin{gathered} 12 \quad 8.4 \\ 1.2 \end{gathered}$ | $\begin{array}{lr} 8 & 8.4 \\ -0.15 \end{array}$ |
| $\begin{array}{cc} 11 & 8.4 \\ 0.88 \end{array}$ | $\begin{gathered} 10 \quad 8.4 \\ 0.54 \end{gathered}$ | $\begin{array}{ll} 9 & 8.4 \\ 0.19 \end{array}$ | $\begin{array}{ll} 7 \quad 8.4 \\ -0.5 \end{array}$ | $\begin{array}{cc} 14 & 8.4 \\ 1.9 \end{array}$ | $\begin{array}{cc} 7 & 8.4 \\ -0.5 \end{array}$ | $\begin{array}{ll} 9 & 8.4 \\ 0.19 \end{array}$ | $\begin{array}{lr} 8 & 8.4 \\ -0.15 \end{array}$ | $\begin{array}{ll} 9 & 8.4 \\ 0.19 \end{array}$ | $\begin{gathered} 12 \quad 8.4 \\ 1.2 \end{gathered}$ |
| $\begin{array}{ll} 7 & 8.4 \\ -0.5 \end{array}$ | $\begin{array}{lc} 9 & 8.4 \\ 0.19 \end{array}$ | $\begin{array}{ll} 3 & 8.4 \\ -1.9 \end{array}$ | $\begin{gathered} 10 \quad 8.4 \\ 0.54 \end{gathered}$ | $\begin{array}{cc} 10 \quad 8.4 \\ 0.54 \end{array}$ | $\begin{gathered} 12 \quad 8.4 \\ 1.2 \end{gathered}$ | $\begin{gathered} 11 \quad 8.4 \\ 0.88 \end{gathered}$ | $\begin{aligned} & 4 \quad 8.4 \\ & -1.5 \end{aligned}$ | $\begin{array}{ll} 4 & 8.4 \\ -1.5 \end{array}$ | $\begin{array}{cc} 10 & 8.4 \\ 0.54 \end{array}$ |

Figure 2.16: $\chi^{2}$ test for homogeneity performed on the point pattern shown in Figure 2.6 using various grid sizes. Within each quadrat the observed count (top left), expected count (top right) and the Pearson residual (bottom) is shown. The Pearson residual gives a comparison of the observed and expected counts relative to the square root of the expected count. The magnitude of the residual indicates the degree to which the two differ. Roughly speaking, a residual above 2 in absolute value indicates a lack of fit.

| Grid size | Test statistic | Asymptotic $p$-value | Bootstrap $p$-value |
| :---: | :---: | :---: | :---: |
| $2 \times 2$ | 1.7805 | 0.7616 | 0.6254 |
| $5 \times 5$ | 24.7 | 0.8444 | 0.4348 |
| $10 \times 10$ | 108.67 | 0.4757 | 0.2927 |

Table 2.2: Comparison of the asymptotic and parametric bootstrap $p$-values obtained for the likelihood ratio test applied to the simulated homogeneous point pattern shown in Figure 2.6.
which under the convention that $0 \ln 0=0$, has an asymptotic $\chi^{2}$-distribution with $K-1$ degrees of freedom. Rao and Chakravarti [85] considered the particular case where the time periods (in our case area) are of length to 1, however Chiu and Wang [21] were the first to discuss the more general case.

This test can also be performed in the spatstat package using the argument $\mathrm{CR}=0$ in the quadrat.test function. The $p$-value for this test can be calculated in spatstat using the $\chi^{2}$ approximation as well as Monte Carlo simulations. The test statistics and $p$ values for these tests are shown in Table 2.2, indicating that the pattern has homogeneous intensity.

### 2.3.3.4 Score test

In 1948, the score test was introduced by Rao as an alternative to likelihood ratio test [84]. This test is simpler than the likelihood ratio test as it only requires estimation under the null hypothesis. This is particularly applicable when the success of an experiment depends on disproving the null hypothesis. The test is computationally quite simple but was only put to serious use in the 1980s when its use was popularized in the field of econometrics [13]. In the context of point processes, this test statistic is given by

$$
S C=u(\hat{\lambda}, \ldots, \hat{\lambda})^{\prime} I(\hat{\lambda}, \ldots, \hat{\lambda})^{-1} u(\hat{\lambda}, \ldots, \hat{\lambda})=\left(\frac{\sum_{i=1}^{K} x_{i}}{\sum_{i=1}^{K} A_{i}}\right)^{2} \sum_{i=1}^{K} \frac{A_{i}^{2}}{x_{i}}-\sum_{i=1}^{K} x_{i}
$$

where

$$
\begin{gathered}
u\left(\lambda_{1}, \ldots, \lambda_{K}\right)=\left(\frac{\partial \ln L\left(\lambda_{1}, \ldots, \lambda \mid x_{1}, \ldots, x_{K}\right)}{\partial \lambda_{1}}, \ldots, \frac{\partial \ln L\left(\lambda_{1}, \ldots, \lambda \mid x_{1}, \ldots, x_{K}\right)}{\partial \lambda_{K}}\right)^{\prime}, \\
I\left(\lambda_{1}, \ldots, \lambda_{K}\right)=\left[-\frac{\partial^{2} \ln L\left(\lambda_{1}, \ldots, \lambda \mid x_{1}, \ldots, x_{K}\right)}{\partial \lambda_{i} \partial \lambda_{j}}\right]_{i, j=1, \ldots, K}
\end{gathered}
$$

| Grid size | Test statistic | Asymptotic $p$-value | Bootstrap $p$-value |
| :---: | :---: | :---: | :---: |
| $2 \times 2$ | 1.799674 | 0.615006 | 0.6122 |
| $5 \times 5$ | 25.2935 | 0.389955 | 0.4601 |
| $10 \times 10$ | 149.7024 | 0.000761 | 0.3002 |

Table 2.3: Comparison of the asymptotic and parametric bootstrap $p$-values obtained for the score test applied to the simulated homogeneous point pattern shown in Figure 2.6.

A general approach to avoiding the problem of division by zero is to add 0.5 to every $x_{i}$ whenever one of the observed $x_{i}$ is zero. However in the spatial context, we are only interested in comparing intensities for areas where points have been observed, thereby making this step of the test avoidable. Under the homogeneity hypothesis, $S C$ has an asymptotic $\chi^{2}$-distribution with $K-1$ degrees of freedom. Ng and Cook [75] investigated score tests of homogeneity for Poisson processes with equal observation periods. Chiu et al. [21] performed a comparative study to consider the homogeneity of $K \geq 3$ Poisson count data with different observation periods.

A comparison of the asymptotic and bootstrap $p$-values for this test is given in Table 2.3. Considering a $2 \times 2$ and a $5 \times 5$ grid, the asymptotic $p$-values indicate a homogeneous pattern, but fails using a $10 \times 10$ grid. Although the asymptotic and bootstrap $p$-values are similar for a $2 \times 2$ grid, these differ considerably when increasing the grid size, bringing into doubt the validity of the asymptotic distribution. For all grid sizes, the bootstrap $p$-values correctly indicate that the pattern has homogeneous intensity.

### 2.3.3.5 VT test

In 1966, Potthoff et al. [83] proposed two test statistics that deal with the homogeneity of Poisson count data with different observation periods. The test statistic was developed in the context of time intervals, $t_{i}$, but we will consider the case of areas, $A_{i}$. The first of these is the $V T$ test statistic based on the statistic

$$
V=\left(\sum_{i=1}^{K} A_{i}\right) \sum_{i=1}^{K} \frac{x_{i}\left(x_{i}-1\right)}{A_{i}}
$$

where

$$
\frac{V-\left(\sum_{i=1}^{K} x_{i}\right)\left(\sum_{i=1}^{K} x_{i}-1\right)}{\sqrt{2(K-1)\left(\sum_{i=1}^{K} x_{i}\right)\left(\sum_{i=1}^{K} x_{i}-1\right)}}
$$

| Grid size | Test statistic | Asymptotic $p$-value | Bootstrap $p$-value |
| :---: | :---: | :---: | :---: |
| $2 \times 2$ | 1.774614 | 0.621133 | 0.6178 |
| $5 \times 5$ | 24.211839 | 0.417349 | 0.4235 |
| $10 \times 10$ | 92.438459 | 0.372661 | 0.3765 |

Table 2.4: Comparison of the asymptotic and parametric bootstrap $p$-values obtained for the VT test applied to the simulated homogeneous point pattern shown in Figure 2.6.
follows the standard normal distribution asymptotically under the null hypothesis. A more mathematically refined approximation can be found as

$$
\begin{equation*}
V T=e V+f \sim \chi_{\nu_{1}}^{2} \tag{2.10}
\end{equation*}
$$

with degrees of freedom $\nu_{1}=e^{2}(K-1)\left(\sum_{i=1}^{K} x_{i}\right)\left(\sum_{i=1}^{K} x_{i}-1\right)$. The constants in Equation 2.10 are given by

$$
e=\frac{2(K-1)}{\left(\sum_{i=1}^{K} A_{i}\right)\left(\sum_{i=1}^{K} \frac{1}{A_{i}}\right)-3 K+2+2(K-1)\left(\sum_{i=1}^{K} x_{i}-2\right)}
$$

and

$$
f=e[(K-1) e-1]\left(\sum_{i=1}^{K} x_{i}\right)\left(\sum_{i=1}^{K} x_{i}-1\right)
$$

and are determined in such a way that $V T$ and $\chi_{\nu_{1}}^{2}$ have the same first three moments.
Table 2.4 shows the asymptotic and bootstrap $p$-values obtained when applying the VT test to the simulated homogeneous point pattern. All grid sizes lead to similar $p$-values and indicate a homogeneous intensity present in the pattern.

### 2.3.3.6 UT test

The second test statistic proposed by Potthoff et al. [83] is also an asymptotic $\chi^{2}$-test which has been proven to be the locally most powerful test against a selected alternative if $\lambda$ is known $[21,83]$. As with the $V T$ test, we will consider areas, not time intervals. The $U T$ test statistic is based on the statistic

$$
U=\sum_{i=1}^{K} x_{i}^{2}-\sum_{i=1}^{K} x_{i}-2 \lambda \sum_{i=1}^{K} A_{i} x_{i}
$$

and

$$
\begin{equation*}
\frac{U+\lambda^{2} \sum_{i=1}^{K} A_{i}^{2}}{\sqrt{2 \lambda^{2} \sum_{i=1}^{K} A_{i}^{2}}} \tag{2.11}
\end{equation*}
$$

follows the standard normal distribution asymptotically under the null hypothesis.
A more mathematically refined approximation can be found as

$$
\begin{equation*}
U T=g U+h \sim \chi_{\nu_{2}}^{2} \tag{2.12}
\end{equation*}
$$

with degrees of freedom $\nu_{2}=g^{2} \lambda^{2} \sum_{i=1}^{K} A_{i}^{2}$. The constants in Equation 2.12 are given by

$$
g=\frac{\sum_{i=1}^{K} A_{i}^{2}}{\sum_{i=1}^{K} \frac{A_{i}^{2}}{2}+\lambda \sum_{i=1}^{K} A_{i}^{3}}
$$

and

$$
h=g(g+1) \lambda^{2} \sum_{i=1}^{K} A_{i}^{2}
$$

and are determined in such a way that $U T$ and $\chi_{\nu_{2}}^{2}$ have the same first three moments. Potthoff and Whittinghill [83] proposed an alternative estimator, $\lambda^{*}$, for the case where $\lambda$ is unknown. This estimator is the value of $\lambda$ that minimizes Equation 2.11 and is given by

$$
\lambda^{*}=\sqrt{\frac{\sum_{i=1}^{K} x_{i}^{2}-\sum_{i=1}^{K} x_{i}}{\sum_{i=1}^{K} A_{i}^{2}}} .
$$

Chiu and Wang [21] confirmed through a simulation study that the $U T$ test is sometimes too conservative in small experiments and shows a marked loss of power in such a situation. This handicap is not shared by the Pearson's $\chi^{2}$ and $V T$ tests.

Finally, Table 2.5 shows the comparison of the asymptotic and bootstrap $p$-values obtained for the $U T$ test. For a $2 \times 2$ grid, there is a considerable difference evident in these $p$-values, however as the grid size is increased, the bootstrap and asymptotic $p$-values become more similar. As with the score test, we have reason to doubt the validity of the asymptotic distribution, however all $p$-values correctly indicate a homogeneous intensity in the pattern.

| Grid size | Test statistic | Asymptotic $p$-value | Bootstrap $p$-value |
| :---: | :---: | :---: | :---: |
| $2 \times 2$ | 1.757402 | 0.777848 | 0.6177 |
| $5 \times 5$ | 24.05834 | 0.474219 | 0.4236 |
| $10 \times 10$ | 91.89836 | 0.399748 | 0.3764 |

Table 2.5: Comparison of the asymptotic and parametric bootstrap $p$-values obtained for the UT test applied to the simulated homogeneous point pattern shown in Figure 2.6.

### 2.4 Conclusion

In this chapter we described two different types of homogeneity, namely first-order and second-order. We also described tests and functions that are currently employed in assessing second-order homogeneity, also known as tests for complete spatial randomness. We described the methods currently employed for assessing first-order homogeneity and introduced hypothesis tests as a more rigorous form of assessment. Visualisation of the density fitted using kernel density estimation is considered as the current method for assessing the spatial intensity of a point process. We should note that it is also possible to employ adaptive kernel estimation, a method in which the bandwidth varies according to the density of observed points within an area. Here, in order to avoid smoothing out too much detail, the bandwidth is reduced in areas that are densely populated since we have more detailed information available on the variation in intensity [18, 44].

In this chapter, methods for testing first-order homogeneity were assessed using a simulated homogeneous point pattern. The results over various grid sizes and window choices were discussed.

In the next chapter we will employ these tests on real-life spatial point pattern data.

## Chapter 3

## Application

### 3.1 Data description and setting of analysis

Our census data was collected in Mara province, Northern Tanzania ${ }^{1,2}$. Data is available for a total 34253 households in 78 villages. The smallest village consists of 102 households and the largest has 1630 households. Table 3.1 shows an overview of this data.

| Number of Villages | 78 |
| :--- | :---: |
| Total number of Households | 34253 |
| Minimum number of households | 102 |
| Maximum number of households | 1630 |
| Average number of households | 439.14 |
| Median number of households | 370.5 |

Table 3.1: Overview of village descriptives

Figures 3.1 show the locations of households in four randomly selected villages. The data has spatial mark information of the number of cats and dogs in each household as the data was collected with the intention of developing an effective rabies vaccination schedule for rural villages. This mini-dissertation however only focuses on the homogeneity checks for the household spatial distributions, not on the creation of a sampling design, which could be investigated in future work. A summary of the number of households within each of the selected villages is given in Table 3.2. It should be noted that when calculating the distance between two coordinates, $r$, a measurement of $r=0.01$ is approximately equivalent to a distance of 1.1 km .

[^0]| Village | Number of households |
| :--- | :---: |
| Machochwe | 713 |
| Mesaga | 512 |
| Morotonga | 501 |
| Ring'wani | 234 |

Table 3.2: Number of households (points) within the selected villages.


Figure 3.1: Locations of households for four villages in Mara province, Northern Tanzania.

We will also be considering the effect that the choice of window has on the various tests. Tests will be performed on both rectangular windows as well as convex hull windows, shown in Figures 3.2 and 3.3 respectively.

(a) Machochwe (left) and Mesaga (right).

(b) Morotonga (left) and Ring'wani (right).

Figure 3.2: Rectangular windows for four villages in Mara province, Northern Tanzania.


Figure 3.3: Convex hull windows for four villages in Mara province, Northern Tanzania.

### 3.2 Second-order homogeneity

To illustrate the effect of the homogeneous CSR tests on inhomogeneous patterns, first the homogeneous $F, G, J, K$ and $L$ functions are applied to the data.


Figure 3.4: Examples of household locations analysed by the $F$ function using rectangular (left) and convex hull (right) windows.

Consider the locations of the households in each of the villages as a realisation of a point process. Using the spatstat package in $\mathrm{R}[10,11]$, the $F$ function was used to analyse each of the point patterns for randomness. The results for the four selected villages can be seen in Figures 3.4 and 3.5 for both rectangular and convex hull windows. The parameter $r$ is represented on the $x$-axis and the value of the function $F(r)$ is found on the $y$-axis. Since we are observing all points in a pattern (the locations of all households in each village are
known) and not merely points in a sampling window, we need not consider edge effects. The graphs show the values for a theoretical Poisson point process, $F_{\text {pois }}(r)$ as well as the uncorrected $F$ function of the data, $\hat{F}_{\text {raw }}(r)$. For all villages and both window types, it is clear that $\hat{F}(r)<F_{\text {pois }}(r)$ for all values of $r$, indicating that points are clustered.


Figure 3.5: Examples of household locations analysed by the $F$ function using rectangular (left) and convex hull (right) windows.

The household locations were also analysed using the $G$ function. The results for four selected villages can be seen in Figures 3.6 and 3.7 for both rectangular and convex hull windows. The parameter $r$ is represented on the $x$-axis and the value of the function $G(r)$ is found on the $y$-axis. The graphs show the values for a theoretical Poisson point process, $G_{\text {pois }}(r)$ as well as the uncorrected $G$ function of the data, $\hat{G}_{\text {raw }}(r)$. For all villages, it is clear that $\hat{G}(r)>G_{\text {pois }}(r)$ for small values of $r$. This indicates that points form a clus-
tered pattern at close distances but that points are random when further apart. As with the $F$ function, the results are consistent for both window types, although the distance up to which clustering occurs differs. For Machochwe we observe clustering up to a distance of approximately $300 \mathrm{~m}(r \approx 0.00275$ ) using a rectangular window or approximately 220 m $(r \approx 0.002)$ using a convex hull window; for Mesaga we observe clustering up to a distance of approximately $385 \mathrm{~m}(r \approx 0.0035$ ) and approximately $275 \mathrm{~m}(r \approx 0.0025)$ using rectangular and convex hull windows respectively; and for Ring'wani we observe clustering up to a distance of approximately $605 \mathrm{~m}(r \approx 0.0055)$ and approximately $330 \mathrm{~m}(r \approx 0.003)$ using rectangular and convex hull windows respectively. For Morotonga, the values of $\hat{G}(r)$ are close to $G_{\text {pois }}(r)$, indicating that the household locations are distributed randomly.


Figure 3.6: Examples of household locations analysed by the $G$ function using rectangular (left) and convex hull (right) windows.


Figure 3.7: Examples of household locations analysed by the $G$ function using rectangular (left) and convex hull (right) windows.


Figure 3.8: Examples of household locations analysed by the $J$ function using rectangular (left) and convex hull (right) windows.

Next we analysed the locations using the $J$ function. The results for four selected villages can be seen in Figures 3.8 and 3.9 for both rectangular and convex hull windows. The parameter $r$ is represented on the $x$-axis and the value of the function $J(r)$ is found on the $y$-axis. The graphs show the values for a theoretical Poisson point process, $J_{p o i s}(r)$ as well as the uncorrected $J$ function of the data, $\hat{J}_{\text {raw }}(r)$. For all villages except Morotonga, it is clear that $\hat{J}(r)<J_{\text {pois }}(r) \equiv 1$ for all values of $r$. This again indicates that points form a clustered pattern. The results are again consistent for both window types. For Morotonga we observe that $\hat{J}(r)>J_{\text {pois }}(r)$ up to approximately $32 \mathrm{~m}(r \approx 0.000292)$ using a rectangular window and approximately $38 \mathrm{~m}(r \approx 0.000346)$ using a convex hull window, indicating a regular pattern. Beyond this distance, $\hat{J}(r)<J_{\text {pois }}(r)$, indicating


Figure 3.9: Examples of household locations analysed by the $J$ function using rectangular (left) and convex hull (right) windows.
that households are clustered.


Figure 3.10: Examples of household locations analysed by the $K$ function using rectangular (left) and convex hull (right) windows.

The locations were then analysed using the $K$ function. The results for four selected villages can be seen in Figures 3.10 and 3.11 for both rectangular and convex hull windows. The parameter $r$ is represented on the $x$-axis and the value of the function $K(r)$ is found on the $y$-axis. The graphs show the values for a theoretical Poisson point process, $K_{\text {pois }}(r)$ as well as the uncorrected $K$ function of the data, $\hat{K}_{\text {raw }}(r)$. For all villages, it is clear that $\hat{K}(r)>K_{\text {pois }}(r)$ for all values of $r$ when using a rectangular window. This indicates that points form a clustered pattern. Using a convex hull window the same result is obtained for Ring'wani, however for Machochwe, Mesaga and Morotonga, the $K$ function indicates a random pattern.


Figure 3.11: Examples of household locations analysed by the $K$ function using rectangular (left) and convex hull (right) windows.


Figure 3.12: Examples of household locations analysed by the $L$ function using rectangular (left) and convex hull (right) windows.

Finally, the locations were analysed using the $L$ function. The results for four selected villages can be seen in Figures 3.12 and 3.13 for both rectangular and convex hull windows. The parameter $r$ is represented on the $x$-axis and the value of the function $L(r)$ is found on the $y$-axis. The graphs show the values for a theoretical Poisson point process, $L_{\text {pois }}(r)$ as well as the uncorrected $L$ function of the data, $\hat{L}_{\text {raw }}(r)$. For all villages, it is clear that $\hat{L}(r)>L_{\text {pois }}(r)$ for all values of $r$ when using a rectangular window. This indicates that points form a clustered pattern. As with the $K$ function, when using a convex hull window the $L$ function indicates a clustered pattern for Ring'wani but a random pattern for Machochwe, Mesaga and Morotonga.

The $F, G, J, K$ and $L$ functions used thus far assume homogeneity, namely that the


Figure 3.13: Examples of household locations analysed by the $L$ function using rectangular (left) and convex hull (right) windows.


Figure 3.14: Examples of household locations analysed by the inhomogeneous $F$ function using rectangular (left) and convex hull (right) windows.
intensity of points remains constant across the pattern. We will however now consider the results when household locations are analysed using the inhomogeneous $F, G, J, K$ and $L$ functions.

The results for the inhomogeneous $F$ function for four selected villages can be seen in Figures 3.14 and 3.15 for both rectangular and convex hull windows. The parameter $r$ is represented on the $x$-axis and the value of the inhomogeneous function $F(r)$ is found on the $y$-axis. As with the homogeneous functions, we need not consider edge effects since we are observing all points in the pattern. However, spatstat does not allow for an uncorrected inhomogeneous $F$ function ${ }^{3}$ to be calculated and automatically calculates the
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Figure 3.15: Examples of household locations analysed by the inhomogeneous $F$ function using rectangular (left) and convex hull (right) windows.


Figure 3.16: Examples of household locations analysed by the inhomogeneous $G$ function using rectangular (left) and convex hull (right) windows.
function with the border method correction. Since we have observed the entire pattern, this correction will not affect our conclusion. The graphs show the values for a theoretical inhomogeneous Poisson point process, $F_{\text {pois }}(r)$ as well as the corrected $F$ function of the data, $\hat{F}_{b o r d}(r)$. For Machochwe and Mesaga using both window types, as well as Ring'wani using a rectangular window, it is clear that $\hat{F}_{\text {bord }}(r)<F_{\text {pois }}(r)$ for all values of $r$. This indicates that points form a clustered pattern. For Morotonga using both window types, as well as Ring'wani using a convex hull window $\hat{F}_{\text {bord }}(r)$ is only slightly less than $F_{\text {pois }}(r)$ for all values of $r$, indicating a random pattern.

The results for the inhomogeneous $G$ function for four selected villages can be seen in Figures 3.16 and 3.17 for both rectangular and convex hull windows. The parameter $r$ is


Figure 3.17: Examples of household locations analysed by the inhomogeneous $G$ function using rectangular (left) and convex hull (right) windows.
represented on the $x$-axis and the value of the inhomogeneous function $G(r)$ is found on the $y$-axis. As with the inhomogeneous $F$ function, spatstat does not allow for an uncorrected inhomogeneous $G$ function ${ }^{4}$ but the correction made will not affect our conclusion. The graphs show the values for a theoretical inhomogeneous Poisson point process, $G_{\text {pois }}(r)$ as well as the corrected $G$ function of the data, $\hat{G}_{\text {bord }}(r)$. Using a rectangular window, for Machochwe, Mesaga and Ring'wani it is clear that $\hat{G}_{\text {bord }}(r)>G_{\text {pois }}(r)$ for all values of $r$. This indicates that points form a clustered pattern. For Morotonga, $\hat{G}_{\text {bord }}(r) \approx G_{\text {pois }}(r)$ indicating a random pattern up to approximately $65 \mathrm{~m}(r \approx 0.000591)$, with $\hat{G}_{\text {bord }}(r)>$ $G_{\text {pois }}(r)$ for $r>0.000591$, indicating weak clustering beyond this distance. Using a convex hull window, for Machochwe and Mesaga, $\hat{G}_{b o r d}(r)>G_{p o i s}(r)$ for $r<0.0035$, indicating a clustered pattern up to approximately 385 m . Beyond this distance, $\hat{G}_{b o r d}(r) \approx G_{p o i s}(r)$, indicating a random pattern. For Ring'wani, $\hat{G}_{b o r d}(r)>G_{p o i s}(r)$ for all values of $r$, indicating a clustered pattern. For Morotonga, the result obtained using a convex hull window is consistent with the rectangular window result, indicating a random pattern.

The results for the inhomogeneous $J$ function for four selected villages can be seen in Figures 3.18 and 3.19 for both rectangular and convex hull windows. The parameter $r$ is represented on the $x$-axis and the value of the inhomogeneous function $J(r)$ is found on the $y$-axis. As with the inhomogeneous $F$ and $G$ functions, spatstat does not allow for an uncorrected inhomogeneous $J$ function ${ }^{5}$ to be calculated and automatically calculates the function with the border method correction. Since we have observed the entire pattern, this correction will not affect our conclusion. The graphs show the values for a theoretical inhomogeneous Poisson point process, $J_{\text {pois }}(r) \equiv 1$ as well as the corrected $J$ function of the data, $\hat{J}_{b o r d}(r)$. For all villages except Morotonga, it is clear that $\hat{J}_{b o r d}(r)<J_{\text {pois }}(r)$ for all values of $r$. This indicates that points form a clustered pattern. For Morotonga, $\hat{J}_{\text {bord }}(r)>J_{\text {pois }}(r)$ for r smaller than approximately 0.0005 and $\hat{J}_{\text {bord }}(r)<J_{\text {pois }}(r)$ for $\mathrm{r}>0.0005$, indicating a weak regular pattern up to approximately 55 m and clustering beyond this distance. The results are again consistent for both window types.

The results for the inhomogeneous $K$ function for four selected villages can be seen in Figures 3.20 and 3.21 for both rectangular and convex hull windows. The parameter $r$ is represented on the $x$-axis and the value of the inhomogeneous function $K(r)$ is found on the $y$-axis. Unlike the inhomogeneous $F, G$ and $J$ functions, spatstat does allow for an uncorrected inhomogeneous $J$ function to be calculated. The graphs show the values for a theoretical inhomogeneous Poisson point process, $K_{\text {pois }}(r)$ as well as the uncorrected $K$ function of the data, $\hat{K}_{u n}(r)$. Using a rectangular window, for Machochwe, Mesaga and
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Figure 3.18: Examples of household locations analysed by the inhomogeneous $J$ function using rectangular (left) and convex hull (right) windows.


Figure 3.19: Examples of household locations analysed by the inhomogeneous $J$ function using rectangular (left) and convex hull (right) windows.


Figure 3.20: Examples of household locations analysed by the inhomogeneous $K$ function using rectangular (left) and convex hull (right) windows.


Figure 3.21: Examples of household locations analysed by the inhomogeneous $K$ function using rectangular (left) and convex hull (right) windows.


Figure 3.22: Examples of household locations analysed by the inhomogeneous $L$ function using rectangular (left) and convex hull (right) windows.

Morotonga, it is clear that $\hat{K}(r)>K_{\text {pois }}(r)$ for all values of $r$. This indicates that points form a clustered pattern, although for Morotonga the clustering appears to be weak. For Ring'wani, $\hat{K}(r) \approx K_{\text {pois }}(r)$ up to $r \approx 0.005$, thereby indicating a random pattern up to a distance of approximately 550 m , and $\hat{K}(r)<K_{\text {pois }}(r)$ for $r>0.005$, thereby indicating a regular pattern beyond this distance. A similar result is obtained for Ring'wani when using a convex hull window, but here the regular pattern becomes evident at a distance of approximately 360 m when $r \approx 0.00325$. For Machochwe, Mesaga and Morotonga, using a convex hull window, we again observe a random pattern for small values of $r$ and a regular pattern beyond this. For Machochwe, Mesaga and Morotonga, this occurs at approximately $750 \mathrm{~m}(r \approx 0.0068), 800 \mathrm{~m}(r \approx 0.0073)$ and $495 \mathrm{~m}(r \approx 0.0045)$ respectively.


Figure 3.23: Examples of household locations analysed by the inhomogeneous $L$ function using rectangular (left) and convex hull (right) windows.

The results for the inhomogeneous $L$ function for four selected villages can be seen in Figures 3.22 and 3.23 for both rectangular and convex hull windows. The parameter $r$ is represented on the $x$-axis and the value of the inhomogeneous function $L(r)$ is found on the $y$-axis. The graphs show the values for a theoretical inhomogeneous Poisson point process, $L_{\text {pois }}(r)$ as well as the uncorrected $L$ function of the data, $\hat{L}_{u n}(r)$. Using a rectangular window, for Machochwe and Mesaga we observe that $\hat{L}(r)>L_{\text {pois }}(r)$ for all values of $r$, indicating that points form a clustered pattern. For Morotonga the values of $\hat{L}(r)>$ $L_{\text {pois }}(r)$ for all values of $r$, thereby indicating weak clustering since the differences between $\hat{L}(r)$ and $L_{\text {pois }}(r)$ values are small. For Ring'wani, $\hat{L}(r)>L_{p o i s}(r)$ up to $r \approx 0.004$ (roughly translating to 440 m ), thereby indicating a clustered pattern up to this distance and $\hat{L}(r)<L_{p o i s}(r)$ for $r>0.005$ (roughly translating to 550 m ), thereby indicating a regular point pattern. Using a convex hull window, we obtain similar results for Ring'wani with a clustered pattern up to approximately $275 \mathrm{~m}(r \approx 0.0025)$ and regular pattern beyond approximately $365 \mathrm{~m}(r \approx 0.0033)$. For Morotonga, $\hat{L}(r) \approx L_{p o i s}(r)$ for all values of $r$, indicating a random pattern. For Machochwe and Mesaga we observe weak clustering up to distances of approximately $630 \mathrm{~m}(r \approx 0.00576)$ and $715 \mathrm{~m}(r \approx 0.0065)$ respectively, and a regular pattern beyond these distances.

From the results given in this section it is clear that the choice of an appropriate window can have an effect on the outcome of these second-order homogeneity tests. In the case where a natural window does not exist, it is therefore important to consider the choice of this boundary carefully. In our case study we are specifically considering household within a village and therefore, the definition of a village could be considered for this purpose. Empty spaces that do not contain households naturally occur within villages, for instance, a village could contain a village green, sports fields, streams or rivers, etc. Some general guidelines regarding the optimal window choice are provided in [86, 90, 94]. It is also clear that the outcome of second-order homogeneity tests are affected by the assumption of first-order homogeneity. As an example, consider the outcome of the $F$ function for Morotonga, using either a rectangular or convex hull window. In both cases, the homogeneous $F$ function indicates a clustered pattern while the inhomogeneous $F$ function indicates a random pattern. These discrepancies highlight the importance of correctly identifying whether a pattern is first-order homogeneous or heterogeneous.

### 3.3 First-order homogeneity

### 3.3.1 Density plots

Examination of Figures 3.1 and 3.3 suggest that the point process could be inhomogeneous.
The intensity of points was thus estimated for each village using kernel smoothing via the density.ppp function of R. The output for the four example villages can be seen in Figures 3.24, 3.26, 3.28 and 3.30. These estimates were obtained using a Gaussian kernel with bandwidth roughly equal to one-eighth of the shortest side length of the rectangular window. The estimates were obtained on both rectangular and convex hull windows, without edge corrections. Visual inspection suggests that all of the villages have inhomogeneous intensity and that the choice of window leads to subtle differences in the intensity estimates.

Although the entire pattern was observed, for completeness we also considered the effect of including edge corrections on the estimates. These estimates are shown in Figures 3.25, $3.27,3.29$ and 3.31. As in Section 2.3.2, it is clear that the choice of edge correction has a significant effect on the density estimates.

In the following section we consider a more rigorous approach for confirming inhomogeneity through the hypothesis tests defined in Section 3.3.2.


Figure 3.24: Uncorrected kernel density estimates of point intensity (left) and perspective view of density estimates (right) for Machochwe using rectangular (top) and convex hull (bottom) windows.

(a) Density estimate (left) and perspective view of density estimate (right) for rectangular (top) and convex hull (bottom) windows.

(b) Density estimate (left) and perspective view of density estimate (right) for rectangular (top) and convex hull (bottom) windows.

Figure 3.25: Uniformly corrected (a) and Diggle's corrected (b) kernel estimates for Machochwe.


Figure 3.26: Kernel estimation of point intensity for Mesaga using rectangular (top) and convex hull (bottom) windows.

(a) Density estimate (left) and perspective view of density estimate (right) for rectangular (top) and convex hull (bottom) windows.

(b) Density estimate (left) and perspective view of density estimate (right) for rectangular (top) and convex hull (bottom) windows.

Figure 3.27: Uniformly corrected (a) and Diggle's corrected (b) kernel estimates for Mesaga.

(b) Density estimate (left) and perspective view of density estimate (right)

Figure 3.28: Kernel estimation of point intensity for Morotonga using rectangular (top) and convex hull (bottom) windows.

(a) Density estimate (left) and perspective view of density estimate (right) for rectangular (top) and convex hull (bottom) windows.

(b) Density estimate (left) and perspective view of density estimate (right) for rectangular (top) and convex hull (bottom) windows.

Figure 3.29: Uniformly corrected (a) and Diggle's corrected (b) kernel estimates for Morotonga.

(b) Density estimate (left) and perspective view of density estimate (right)

Figure 3.30: Kernel estimation of point intensity for Ring'wani using rectangular (top) and convex hull (bottom) windows.

(a) Density estimate (left) and perspective view of density estimate (right) for rectangular (top) and convex hull (bottom) windows.

(b) Density estimate (left) and perspective view of density estimate (right) for rectangular (top) and convex hull (bottom) windows.

Figure 3.31: Uniformly corrected (a) and Diggle's corrected (b) kernel estimates for Ring'wani.

### 3.3.2 Testing for first-order homogeneity in household locations

We now look at the village data and test for first order homogeneity. To test for firstorder homogeneity within each village, each village was divided into $n \times n$ grids, where $n=3,5,7$. Only blocks containing points were used to estimate the intensity. Figures $3.32,3.33,3.34$ and 3.35 show each of the villages divided into quadrats along with the number of households falling into each of the quadrats. Table 3.3 contains the number of non-empty quadrats as well as the maximum likelihood estimates of the intensity for each of the villages and each of the grid sizes and window types. The aim of excluding blocks with no points from calculations is to only include the actual village area and to exclude the empty area outside the village borders so as to not underestimate the intensity. For this reason, the intensity estimate for the convex hull windows will always be higher than the intensity of the rectangular windows. We should however also note that this will exclude empty space within the village if the grid becomes too fine, leading to the intensity being overestimated.


| 19. | 34 | 10 | 0 |  |
| :---: | :---: | :---: | :---: | :---: |
| 9 | 46 | 45 | 44 | 5 |
| 13 | 14 | 54 | 123 | 65 |
| 23 | 31 | 38 | 60 | 3 |
| 15 | 37 | 11 | 0 | 0 |


| 1 | 3 | 8 | 17 | 5 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 21 | 37 | 34 | 21 | 2 | 0 |
| 7 | 3 | 19 | 13 | 14 | 36 | 3 |
| 9 | 2 | 17 | 26 | 52 | 3 | 37 |
| 9 | 18 | 20 | 17 | 9 | 25 | 5 |
| 7 | 19 | 16 | 12 | 6 | 1 | 0 |
| 9 | 9 | 15 | 1 | 0 | 0 | 0 |



Figure 3.32: Quadrat counts for different grid sizes grids for Machochwe.


| 30 | 15 | 4 | 1 | 0 |
| :---: | :---: | :---: | :---: | :---: |
| 20 | $\ddots 2$ | 43 | 48 | 8 |
| 19 | 45 | 66 | $\ddots$ | 49 |
| 0 | 0 | 9 | 80 | 8 |
| 0 | 0 | 17 | 13 | 0 |


| 19 | 19 | 3 | 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 29 | 16 | 14 | 10 | 4 | 0 |
| 10 | 54 | 12 | 35 | 25 | 22 | 3 |
| 0 | 12 | 27 | 40 | 6 | 3 |  |
| 0 | 0 | 1 | 9 | 25 | 11 | 14 |
| 0 | 0 | 0 | 8 | 6 | 10 | 0 |
| 0 | 0 | 0 | 9 | 14 | 0 | 0 |



Figure 3.33: Quadrat counts for different grid sizes grids for Mesaga.


| 2 | 15.6 |  | 6 |
| :---: | :---: | :---: | :---: |
| 9. | 30.40 | 37 | 12 |
| 1 | 20.22 | 36 | 38 |
| 0 | 272 | 11 | . 1 |
| 2 | 1731 | 27 | 5 |


| 0 | 1 |  | 25 |  | 2 |  | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 8 | 16 | 20 |  | 2.1 |  | 2 |
| 2 | 4 | 23 | \% 8 |  |  |  | . 6 |
| 0 | 9 | 11 | 12 |  | 02 |  | 20 |
| 0 | 2 | $\uparrow$ | 9 |  | 6. | 4 | 0 |
| 0 | 1 | 27 |  |  | 4 |  | 1 |
| 1 | 6. | 8 | 12 |  | 21 |  | 0 |



Figure 3.34: Quadrat counts for different grid sizes grids for Morotonga.


Figure 3.35: Quadrat counts for different grid sizes grids for Ring'wani.

| Village | $n$ | Number of quadrats | Non-empty quadrats | $\hat{\lambda}_{R e c}$ | $\hat{\lambda}_{C H}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 3 | 9 | 9 | 192324.2 | 304596.9 |
|  | 5 | 25 | 22 | 218550.2 | 304641.6 |
|  | 7 | 49 | 42 | 224378.2 | 304596.9 |
|  | 3 | 9 | 8 | 127839.8 | 222634.1 |
|  | 5 | 25 | 19 | 149520.2 | 218858.3 |
|  | 7 | 49 | 32 | 174004.1 | 217824.8 |
| Ring'wani | 3 | 9 | 9 | 704702.3 | 865131.6 |
|  | 5 | 25 | 24 | 734064.9 | 898689.2 |
|  | 7 | 49 | 43 | 803032.9 | 929458.8 |
|  | 3 | 9 | 7 | 72275.9 | 118552.8 |
|  | 7 | 25 | 19 | 73966.6 | 91578.2 |
|  | 7 | 49 | 31 | 88855.4 | 108845.9 |

Table 3.3: Maximum likelihood estimates for $\lambda$ obtained for different $n \times n$ grids

The $\chi^{2}$ and likelihood ratio tests can be performed using the quadrat.test function available in the spatstat package in R. It should however be noted that this builtin function should be used with caution. During the application phase of this minidissertation we discovered some irregularities in the test statistics obtained. Although the built-in functions correctly calculated the test statistic when using a rectangular window with no empty quadrats, discrepancies occurred when there were empty quadrats or when using a convex hull window. When empty quadrats are present, the areas for these are still included in the calculation of the statistic and no option is available to exclude these. We were unable to determine the exact source of the discrepancy in the test statistic calculations when using a convex hull window. Secondly, by default the function performs a two-sided hypothesis test. In this context we consider only one-sided tests, specifically upper-tailed tests, as a large absolute difference between observed and expected counts is an indication of a deviation from the null. Thirdly, when specifying in the function that a one-sided test must be performed, the $p$-value given in the output is for a lower-tailed test and needs to be adjusted as we are performing an upper-tailed test. Due to these concerns, the formulae for all tests and $p$-values in this chapter were hard-coded.

Next we compared the number of households in the $K$ non-empty blocks to see if the intensities are different in different areas. Tables 3.4 and 3.5 show a summary of the results for Pearson's $\chi^{2}$ test for four villages using rectangular and convex hull windows respectively. For a rectangular window and all grid sizes, all asymptotic and bootstrap $p$-values were found to be significant. However when considering a convex hull window, using a $3 \times 3$ grid, both Mochochwe and Mesaga have insignificant bootstrap $p$-values. In these cases the tests do not identify the patterns as first-order heterogeneous. For these two cases, the bootstrap and asymptotic $p$-values give contradictory results.

A summary of the results obtained for the four villages using the likelihood ratio test can be seen in Tables 3.6 and 3.7 for rectangular and convex hull windows respectively. As with Pearson's $\chi^{2}$ test, for a rectangular window and all grid sizes, all asymptotic and bootstrap $p$-values are significant and indicate first-order heterogeneity. However, for a convex hull window and a $3 \times 3$ grid, the bootstrap $p$-values do not identify the patterns as first-order heterogeneous for Machochwe and Mesaga. In these two cases the bootstrap and asymptotic $p$-values give contradictory results.

For the score test using a rectangular window, all asymptotic and bootstrap $p$-values indicate that, within all villages, we have first-order heterogeneity. Using a convex hull window and a $3 \times 3$ grid, the bootstrap $p$-values do not identify the patterns as first-order heterogeneous for Machochwe, Mesaga and Ring'wani. Again the asymptotic p-values give contradictory results for these three cases. For $5 \times 5$ and $7 \times 7$ grids, all asymptotic and
bootstrap $p$-values are significant. The results for our four example villages are given in Tables 3.8 and 3.9 for rectangular and convex hull windows respectively.

The results obtained from the $V T$ test are again in line with previous results, showing asymptotic and bootstrap $p$-values close or equal to zero when using a rectangular window, and contradictory asymptotic and bootstrap $p$-values for Machochwe and Mesaga when using a convex hull window. In this case, all villages show significant asymptotic and bootstrap $p$-values for $5 \times 5$ and $7 \times 7$ grid sizes. The results for our four example villages are given in Tables 3.10 and 3.11 for rectangular and convex hull windows respectively.

For the $U T$ test, the results for our four example villages are given in Tables 3.12 and 3.11 for rectangular and convex hull windows respectively. As with all previous tests using a rectangular window, all asymptotic and bootstrap $p$-values are significant. However for Mesaga, using a convex hull window and a $3 \times 3$ grid, we obtain contradictory bootstrap and asymptotic $p$-values, with bootstrap p-values again not identifying the heterogeneity. All other tests however identified this heterogeneity for all grid sizes and all villages.

Based on both the simulation study in Section 2.3.3, as well as the real-world application it is clear that we have reason to doubt the accuracy of the asymptotic $p$-values. It is clear that this is particularly true when the pattern is divided into a smaller number of quadrats and the window is not rectangular. The optimal choice of grid size as well as the reliability of using asymptotic $p$-values warrants further investigation.

In this section we showed that the choice of an appropriate window can also affect the outcome of the hypothesis tests, especially if a smaller grid size is used. In the case where a natural window does not exist, it is therefore important to consider the choice of this boundary carefully. Some guidelines are provided in [86, 90, 94].

The setting in which we performed these analysis necessitated that we divide the pattern into blocks. If some natural subdivision exists, this could be used instead. For instance, if we wanted to compare reported crime intensities in different wards, the wards are a natural subdivision that can be used since ward sizes and the number of reported crimes per ward will be known.
$3 \times 3$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 9 | 0 | 411.419 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 8 | 1 | 184.781 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 9 | 0 | 222.251 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 7 | 2 | 55.453 | $3.75 \times 10^{-10}$ | 0.01 | 0.001 | 0.0001 |

$5 \times 5$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 22 | 3 | 486.941 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 19 | 6 | 294.250 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 24 | 1 | 230.641 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 19 | 6 | 262.761 | 0 | 0.01 | 0.001 | 0.0001 |

$7 \times 7$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 42 | 7 | 754.055 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 32 | 17 | 310.292 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 43 | 6 | 247.852 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 31 | 18 | 198.145 | 0 | 0.01 | 0.001 | 0.0001 |

Table 3.4: $\chi_{\text {Pearson }}^{2}$ test statistics and $p$-values obtained using a rectangular window.
$3 \times 3$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 9 | 0 | 416.427 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 8 | 1 | 175.073 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 9 | 0 | 200.181 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 7 | 2 | 55.798 | $3.2 \times 10^{-10}$ | 0.01 | 0.001 | 0.0001 |

$5 \times 5$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 22 | 3 | 425.433 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 19 | 6 | 294.244 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 24 | 1 | 270.851 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 19 | 6 | 209.028 | 0 | 0.01 | 0.001 | 0.0001 |

$7 \times 7$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 42 | 7 | 579.589 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 32 | 17 | 288.031 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 43 | 6 | 262.676 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 31 | 18 | 172.772 | 0 | 0.01 | 0.001 | 0.0001 |

Table 3.6: $L R$ test statistics and $p$-values obtained using a rectangular window.
$3 \times 3$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 9 | 0 | 534.931 | 0 | 0.70 | 0.707 | 0.7080 |
| Mesaga | 8 | 1 | 16386.267 | 0 | 0.23 | 0.179 | 0.1547 |
| Morotonga | 9 | 0 | 150.981 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 7 | 2 | 23819.173 | 0 | 0.01 | 0.001 | 0.0002 |

$5 \times 5$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 22 | 3 | 300.166 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 19 | 6 | 196.686 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 24 | 1 | 167.665 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 19 | 6 | 186.717 | 0 | 0.01 | 0.001 | 0.0001 |

$7 \times 7$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 42 | 7 | 481.922 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 32 | 17 | 203.572 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 43 | 6 | 195.987 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 31 | 18 | 134.811 | $3.11 \times 10^{-15}$ | 0.01 | 0.001 | 0.0016 |

Table 3.5: $\chi_{\text {Pearson }}^{2}$ test statistics and $p$-values obtained using a convex hull window.
$3 \times 3$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 9 | 0 | 411.322 | 0 | 0.11 | 0.057 | 0.0656 |
| Mesaga | 8 | 1 | 303.970 | 0 | 0.24 | 0.186 | 0.1655 |
| Morotonga | 9 | 0 | 140.277 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 7 | 2 | 572.555 | 0 | 0.01 | 0.002 | 0.0004 |

$5 \times 5$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 22 | 3 | 275.237 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 19 | 6 | 161.624 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 24 | 1 | 195.180 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 19 | 6 | 165.114 | 0 | 0.01 | 0.001 | 0.0001 |

$7 \times 7$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 42 | 7 | 383.434 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 32 | 17 | 204.914 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 43 | 6 | 207.566 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 31 | 18 | 126.239 | $9.04 \times 10^{-14}$ | 0.01 | 0.001 | 0.0001 |

Table 3.7: $L R$ test statistics and $p$-values obtained using a convex hull window.
$3 \times 3$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 9 | 0 | 1087.011 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 8 | 1 | 219.705 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 9 | 0 | 225.126 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 7 | 2 | 67.281 | $1.47 \times 10^{-12}$ | 0.01 | 0.001 | 0.0001 |

$5 \times 5$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 22 | 3 | 818.736 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 19 | 6 | 1052.824 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 24 | 1 | 1330.757 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 19 | 6 | 530.716 | 0 | 0.01 | 0.001 | 0.0001 |

$7 \times 7$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 42 | 7 | 1510.263 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 32 | 17 | 636.222 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 43 | 6 | 764.609 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 31 | 18 | 291.704 | 0 | 0.01 | 0.001 | 0.0001 |

Table 3.8: $S C$ test statistics and $p$-values obtained using a rectangular window.
$3 \times 3$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 9 | 0 | 663.535 | 0 | 0.35 | 0.394 | 0.3899 |
| Mesaga | 8 | 1 | 94.291 | 0 | 0.14 | 0.107 | 0.1121 |
| Morotonga | 9 | 0 | 160.692 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 7 | 2 | 146.629 | 0 | 0.17 | 0.211 | 0.1843 |

$5 \times 5$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 22 | 3 | 400.035 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 19 | 6 | 242.406 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 24 | 1 | 1077.170 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 19 | 6 | 525.883 | 0 | 0.01 | 0.001 | 0.0001 |

$7 \times 7$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 42 | 7 | 654.905 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 32 | 17 | 489.498 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 43 | 6 | 514.706 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 31 | 18 | 201.143 | 0 | 0.01 | 0.001 | 0.0001 |

Table 3.9: $S C$ test statistics and $p$-values obtained using a convex hull window.
$3 \times 3$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 9 | 0 | 410.528 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 8 | 1 | 184.393 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 9 | 0 | 221.548 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 7 | 2 | 55.296 | $3.79 \times 10^{-10}$ | 0.01 | 0.001 | 0.0001 |

$5 \times 5$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 22 | 3 | 481.279 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 19 | 6 | 290.297 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 24 | 1 | 226.128 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 19 | 6 | 255.113 | 0 | 0.01 | 0.001 | 0.0001 |

$7 \times 7$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 42 | 7 | 734.448 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 32 | 17 | 301.786 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 43 | 6 | 237.506 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 31 | 18 | 186.538 | 0 | 0.01 | 0.001 | 0.0001 |

Table 3.10: $V T$ test statistics and $p$-values obtained using a rectangular window.
$3 \times 3$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 9 | 0 | 524.981 | 0 | 0.70 | 0.703 | 0.7051 |
| Mesaga | 8 | 1 | 4875.603 | 0 | 0.23 | 0.187 | 0.1632 |
| Morotonga | 9 | 0 | 150.740 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 7 | 2 | 12286.505 | 0 | 0.01 | 0.004 | 0.0008 |

$5 \times 5$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 22 | 3 | 289.761 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 19 | 6 | 186.177 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 24 | 1 | 161.977 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 19 | 6 | 180.195 | 0 | 0.01 | 0.001 | 0.0001 |

$7 \times 7$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 42 | 7 | 434.115 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 32 | 17 | 195.464 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 43 | 6 | 185.493 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring' wani | 31 | 18 | 122.802 | $1.1 \times 10^{-14}$ | 0.01 | 0.001 | 0.0001 |

Table 3.11: $V T$ test statistics and $p$-values obtained using a convex hull window.
$3 \times 3$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 9 | 0 | 364.700 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 8 | 1 | 170.471 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 9 | 0 | 201.809 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 7 | 2 | 52.368 | $4.02 \times 10^{-9}$ | 0.01 | 0.001 | 0.0001 |

$5 \times 5$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 22 | 3 | 423.546 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 19 | 6 | 260.528 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 24 | 1 | 208.175 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 19 | 6 | 213.137 | 0 | 0.01 | 0.001 | 0.0001 |

$7 \times 7$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 42 | 7 | 618.262 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 32 | 17 | 272.510 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 43 | 6 | 220.854 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 31 | 18 | 165.873 | 0 | 0.01 | 0.001 | 0.0001 |

Table 3.12: UT test statistics and $p$-values obtained using a rectangular window.
$3 \times 3$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 9 | 0 | 249.612 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 8 | 1 | 45.851 | $1.47 \times 10^{-8}$ | 0.09 | 0.108 | 0.1136 |
| Morotonga | 9 | 0 | 139.212 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 7 | 2 | 109.004 | 0 | 0.02 | 0.003 | 0.0034 |

$5 \times 5$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 22 | 3 | 266.451 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 19 | 6 | 106.396 | $1.11 \times 10^{-16}$ | 0.01 | 0.001 | 0.0001 |
| Morotonga | 24 | 1 | 139.091 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring'wani | 19 | 6 | 159.835 | 0 | 0.01 | 0.001 | 0.0001 |

$7 \times 7$ grids:

| Village | $K$ | $n^{2}-K$ | Test statistic | Asymptotic | $R=99$ | $R=999$ | $R=9999$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machochwe | 42 | 7 | 408.684 | 0 | 0.01 | 0.001 | 0.0001 |
| Mesaga | 32 | 17 | 180.299 | 0 | 0.01 | 0.001 | 0.0001 |
| Morotonga | 43 | 6 | 172.218 | 0 | 0.01 | 0.001 | 0.0001 |
| Ring' wani | 31 | 18 | 115.646 | $4.22 \times 10^{-14}$ | 0.01 | 0.001 | 0.0001 |

Table 3.13: UT test statistics and $p$-values obtained using a convex hull window.

### 3.4 Considering the independence assumption in hypothesis tests

The hypothesis tests applied to the point patterns in Section 3.3.2 assume that counts used in the calculation of the test statistics are obtained from areas that are independent of each other. This assumption of independence is unlikely to be valid and was discussed in Sections 2.3.3 and 2.3.3.2. In this section we consider alternative methods of applying these tests such that the independence assumption is no longer violated.

As a first alternative, the counts from every second quadrat is used in the calculation of the test statistic. We perform these tests by first taking every second quadrat into account, starting at the first (odd-numbered quadrats - see Figures 3.36 and 3.37), and then calculating test statistics using every second quadrat, starting at the second (evennumbered quadrats - see Figures 3.36 and 3.39). As in Section 3.3.2, only non-empty quadrats were included in the calculation of the test statistics. Since the quadrats that are used in the calculations are not directly adjacent to each other, it is unlikely that the number of points in one quadrat is dependent on the number of points in another quadrat. The results obtained for each of the five tests for the odd- and even-numbered quadrats using a rectangular window are compared in Tables 3.14, 3.18, 3.22, 3.26 and 3.30. The results obtained for each of the five tests for the odd- and even-numbered quadrats using a convex hull window are compared in Tables 3.15, 3.19, 3.23, 3.27 and 3.31. Although the results for both the even- and odd-numbered quadrats are given for these test, it is important to note that the test statistics should not be compared directly as the number of quadrats used in the calculations of these may not be the same. In addition, even if the number of quadrats are the same, the area of the quadrats included are unlikely to be then same if a convex hull window is used. For these tests the bootstrap $p$-values are obtained as follows. First a homogeneous Poisson point pattern is generated on the same window as the original pattern using the maximum likelihood estimate obtained for the intensity of the original pattern. The quadrats in the simulated pattern corresponding to those used to calculate the test statistic for the original pattern, are then used to calculated the first bootstrap test statistic. For instance, if odd-numbered quadrats are used for the calculation of the original test statistic, then the odd-numbered quadrats in the simulated pattern are used for the calculation of the bootstrap test statistic. This process of generating patterns from a homogeneous Poisson point process and calculating test statistics is then repeated 99, 999 and 9999 times after which the bootstrap test statistics are compared to the original test statistic and the bootstrap $p$-value is calculated using Equation 2.8 on page 39 .


Figure 3.36: Quadrats used for the calculation of test statistics using a rectangular window if odd-numbered quadrats are included.


Figure 3.37: Quadrats used for the calculation of test statistics using a convex hull window if odd-numbered quadrats are included.


Figure 3.38: Quadrats used for the calculation of test statistics using a rectangular window if even-numbered quadrats are included.


Figure 3.39: Quadrats used for the calculation of test statistics using a convex hull window if even-numbered quadrats are included.

A second approach for dealing with the independence violation involves randomly sampling a subset of the non-empty quadrats and using these to calculate a test statistic. This process is repeated 99 times, each time drawing a different sample of quadrats. Summaries of the results obtained using this approach using a rectangular window are given in Tables 3.16, 3.20, 3.24, 3.28 and 3.32 with the summaries for convex hull windows are given in Tables $3.17,3.21,3.25,3.29$ and 3.33. These summaries are based on taking 99 random samples of $50 \%$ of the non-empty quadrats and calculating a test statistic for each of these. For each of these test statistics, bootstrap $p$-values are calculated as follows. As before, point patterns are generated from a homogeneous Poisson process on the same window as the original pattern. A sample of $50 \%$ of the non-empty quadrats is then used to calculate the bootstrap test statistic. This process is repeated first 99 and then 999 times to obtain two bootstrap $p$-values for each of the original test statistic values using Equation 2.8 on page 39. The asymptotic and bootstrap $p$-values for each of the 99 test statistics are summarized to show the minimum, maximum, average and median $p$-value. The standard deviation along with an empirical $95 \%$ confidence interval for the $p$-values is also shown.

For the $\chi^{2}$ test using the first approach, from now on referred to as the alternating quadrats approach, on a rectangular window and for all grid sizes, it is clear from Table 3.14 that all $p$-values, both asymptotic and bootstrap, are significant and indicate a heterogeneous intensity. This corresponds to the results obtained in Table 3.4 on page 87. Using the second approach, from now on referred to as the bootstrap approach, the $\chi^{2}$ test indicates a heterogeneous pattern for all villages using $5 \times 5$ and $7 \times 7$ grids as indicated in Table 3.16 with bootstrap and asymptotic $p$-values showing little to no variation. For a $3 \times 3$ grid, the test indicates a heterogeneous pattern for Machochwe and Mesaga. For Morotonga and Ring'wani, the $p$-values vary considerably and empirical confidence intervals are wide. However, in both cases the average and median $p$-values still indicate a heterogeneous intensity.

Next we consider using a convex hull window and calculating the test statistics using the alternating quadrats approach. For Mesaga using a $3 \times 3$ grid, both the even and odd quadrats lead to insignificant $p$-values, thereby incorrectly indicating a homogeneous intensity. For all other villages using a $3 \times 3$ grid we obtain contradictory results for the odd- and even-numbered quadrats. Except for the same contradictory results obtained for Mesaga on a $5 \times 5$ grid, all tests performed on all villages using $5 \times 5$ and $7 \times 7$ grids show significant $p$-values and identify the heterogeneity in the pattern. The comparison of the odd- and even-numbered quadrat tests implies that the choice of which quadrats to include in the calculation of the test statistic can have a significant impact on the
outcome of the test. The $p$-values for the bootstrap approach on convex hull windows are summarised in Table 3.17. For a $3 \times 3$ grid, the $p$-values obtained for different test statistics vary considerably and in most cases empirical confidence intervals are wide and include both significant and insignificant p-values. For example, Ring'wani has an empirical $95 \%$ confidence interval given as $(0.01,0.944)$ obtained from 99 Monte Carlo simulations and a $95 \%$ confidence interval given as $(0.001,0.891)$ obtained from 999 Monte Carlo simulations. The high variability in the $p$-values obtained suggests that the choice of quadrats that are included in the calculation of the test statistic has a significant impact on the conclusion reached by the test. However, when using a $5 \times 5$ or a $7 \times 7$ grid, the variability in the $p$-values obtained is reduced and results from tests become more consistent.

For we consider the likelihood ratio (Table 3.18), score (Table 3.22), VT (Table 3.26) and $U T$ tests (Table 3.30) using a rectangular window and the alternating quadrats approach. We observe similar results as with the $\chi^{2}$ test as all tests have significant $p$-values for all grid sizes. This is consistent with the results obtained in Section 3.3.2. As with the bootstrap approach discussed for the $\chi^{2}$ test, we observe that specifically Morotonga and Ring'wani show highly variable $p$-values when a $3 \times 3$ grid is used. The $p$-values obtained for larger grids are more stable with only Ring'wani having some large $p$-values for the $L R$ and $S C$ tests. However, in both these cases the empirical confidence intervals are narrow and contain only significant $p$-values. Summaries of the bootstrap p-values obtained for rectangular windows corresponding to the likelihood ratio, score, VT and UT tests can be seen in Tables 3.20, 3.24, 3.28 and 3.32 respectively.

Using convex hull windows and the alternating quadrats approach, we again see similar results to the $\chi^{2}$ test. Using a $3 \times 3$ grid, the choice of using the odd- or even-numbered quadrats have a significant effect on the outcomes of the tests as can be seen in Tables 3.19, 3.23, 3.27 and 3.31. For larger grid sizes and all tests the $p$-values are found to be significant and the tests correctly identify the heterogeneity in the intensity. The only exception to this occurred with the $U T$ test on a $5 \times 5$ grid for Mesaga using odd-numbered quadrats. Summaries for $p$-values obtained for the likelihood ratio, score, $V T$ and $U T$ tests using the bootstrap approach are given in Tables 3.21, 3.25, 3.29 and 3.33 respectively. As with the $\chi^{2}$ test, $p$-values obtained through randomly sampling non-empty quadrats from a $3 \times 3$ grid are highly variable and often fail to pick up the heterogeneity in intensity across the patterns. However, for larger grid sizes the $p$-values stabilise and in cases where large $p$-values still occur, the average and median $p$-values are significant. In most of these cases, the $95 \%$ empirical confidence intervals contain only significant $p$-values, except for the $S C$ and $V T$ tests performed on Ring'wani using a $7 \times 7$ grid. It should however be noted that Ring'wani is the smallest village analysed, consisting of only 234 households.
$3 \times 3$ grids:

| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 5 | 4 | 324.453 | 98.330 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 4 | 4 | 144.069 | 13.805 | 0 | 0.00318 | 0.01 | 0.02 | 0.001 | 0.003 | 0.0001 | 0.0036 |
| Morotonga | 5 | 4 | 25.907 | 77.723 | $3.30 \times 10^{-5}$ | $1.11 \times 10^{-16}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 4 | 3 | 32.878 | 22.205 | $3.42 \times 10^{-7}$ | $1.30 \times 10^{-5}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0003 | $5 \times 5$ grids:


| $5 \times 5$ grids: |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 11 | 11 | 107.097 | 402.156 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 9 | 10 | 145.240 | 122.142 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Morotonga | 13 | 11 | 163.626 | 69.138 | 0 | $6.50 \times 10^{-11}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 9 | 10 | 172.350 | 80.737 | 0 | $1.15 \times 10^{-13}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |


| $7 \times 7$ grids: |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 22 | 20 | 554.319 | 207.504 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 18 | 14 | 98.983 | 169.080 | $1.37 \times 10^{-13}$ | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Morotonga | 21 | 22 | 99.474 | 149.168 | $1.56 \times 10^{-12}$ | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 13 | 18 | 82.230 | 111.810 | $1.55 \times 10^{-13}$ | $5.55 \times 10^{-16}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |

Table 3.14: $\chi_{\text {Pearson }}^{2}$ test statistics and $p$-values obtained using a rectangular window.
$7 \times 7$ grids: Tabe

| Village |    <br>    <br> $K$  $3 \times 3$ grids: |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 5 | 4 | 354.415 | 154.435 | 0 | 0 | 0.98 | 0.01 | 0.994 | 0.001 | 0.9912 | 0.0001 |
| Mesaga | 4 | 4 | 13558.231 | 20.964 | 0 | 0.00011 | 0.2 | 0.95 | 0.24 | 0.946 | 0.2711 | 0.9566 |
| Morotonga | 5 | 4 | 9.272 | 78.199 | 0.05464 | $1.11 \times 10^{-16}$ | 0.07 | 0.01 | 0.087 | 0.001 | 0.0798 | 0.0001 |
| Ring'wani | 4 | 3 | 23367.020 | 63.147 | 0 | $1.94 \times 10^{-14}$ | 0.01 | 0.34 | 0.001 | 0.364 | 0.0001 | 0.3655 |

$5 \times 5$ grids:

| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 11 | 11 | 199.084 | 102.799 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 9 | 10 | 17.145 | 175.354 | 0.02863 | 0 | 0.08 | 0.01 | 0.095 | 0.001 | 0.0951 | 0.0001 |
| Morotonga | 13 | 11 | 95.474 | 71.219 | $4.22 \times 10^{-15}$ | $2.58 \times 10^{-11}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 9 | 10 | 55.405 | 124.972 | $3.68 \times 10^{-9}$ | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |


| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 21 | 21 | 148.491 | 333.335 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 18 | 14 | 98.879 | 101.226 | $1.43 \times 10^{-13}$ | $9.99 \times 10^{-16}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Morotonga | 22 | 21 | 107.973 | 87.774 | $1.09 \times 10^{-13}$ | $1.81 \times 10^{-10}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 13 | 18 | 60.498 | 71.651 | $1.83 \times 10^{-8}$ | $1.12 \times 10^{-8}$ | 0.02 | 0.01 | 0.005 | 0.004 | 0.0038 | 0.0015 |

Table 3.15: $\chi_{\text {Pearson }}^{2}$ test statistics and $p$-values obtained using a convex hull window.
$3 \times 3$ grid:

|  | Machochwe - $m=4$ |  |  | Mesaga - $m=4$ |  |  | Morotonga - $m=4$ |  |  | Ring'wani - $m=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $5.9 \times 10^{-9}$ | 0.01 | 0.001 |
| Maximum | 0.01226165 | 0.01 | 0.001 | 0.015 | 0.01 | 0.017 | 0.28469 | 0.31 | 0.274 | 0.41156 | 0.37 | 0.419 |
| Average | 0.00012386 | 0.01 | 0.001 | 0.00016 | 0.01 | 0.00133 | 0.00856 | 0.01939 | 0.00981 | 0.00428 | 0.01384 | 0.02558 |
| Median | 0 | 0.01 | 0.001 | $1.9 \times 10^{-14}$ | 0.01 | 0.001 | $3.5 \times 10^{-12}$ | 0.01 | 0.001 | $3.6 \times 10^{-6}$ | 0.01 | 0.001 |
| Std deviation | 0.00123234 | 0 | 0 | 0.00151 | 0 | 0.0022 | 0.04268 | 0.04673 | 0.04363 | 0.04135 | 0.03518 | 0.09274 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $5.9 \times 10^{-9}$ | 0.01 | 0.001 |
| $P_{97.5}$ | $5.01 \times 10^{-8}$ | 0.01 | 0.001 | 0.00029 | 0.01 | 0.0021 | 0.18584 | 0.191 | 0.19685 | 0.00212 | 0.01 | 0.4062 |


$7 \times 7$ grid:

|  | Machochwe - $m=21$ |  |  | Mesaga - $m=16$ |  |  | Morotonga - $m=22$ |  |  | Ring'wani - $m=16$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | $1.5 \times 10^{-14}$ | 0.01 | 0.001 | $2.1 \times 10^{-8}$ | 0.01 | 0.001 | $3 \times 10^{-7}$ | 0.01 | 0.001 | 0.00263 | 0.01 | 0.001 |
| Average | $1.5 \times 10^{-16}$ | 0.01 | 0.001 | $2.4 \times 10^{-10}$ | 0.01 | 0.001 | $3 \times 10^{-9}$ | 0.01 | 0.001 | $3 \times 10^{-5}$ | 0.01 | 0.001 |
| Median | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $1.1 \times 10^{-16}$ | 0.01 | 0.001 | $8.4 \times 10^{-15}$ | 0.01 | 0.001 |
| Std deviation | $1.5 \times 10^{-15}$ | 0 | 0 | $2.1 \times 10^{-9}$ | 0 | 0 | $3 \times 10^{-8}$ | 0 | 0 | 0.00027 | 0 | 0 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | 0 | 0.01 | 0.001 | $7.1 \times 10^{-10}$ | 0.01 | 0.001 | $6.1 \times 10^{-10}$ | 0.01 | 0.001 | $9.6 \times 10^{-6}$ | 0.01 | 0.001 |

Table 3.16: Summary of the asymptotic and bootstrap p-values obtained for $\chi_{P e a r s o n}^{2}$ test calculated based on $m$ quadrats obtained through bootstrap sampling of approximately $50 \%$ of the non-empty quadrats using a rectangular window.
$3 \times 3$ grid:

|  | Machochwe - $m=4$ |  |  | Mesaga - $m=4$ |  |  | Morotonga - $m=4$ |  |  | Ring'wani - $m=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.08 | 0.091 | 0 | 0.01 | 0.016 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | 0.235564 | 0.96 | 0.822 | 0.146441 | 0.99 | 0.989 | 0.051503 | 0.09 | 0.175 | 0.664397 | 1 | 0.988 |
| Average | 0.00476 | 0.444646 | 0.446202 | 0.012377 | 0.398081 | 0.433141 | 0.001739 | 0.012626 | 0.007879 | 0.020982 | 0.312929 | 0.357081 |
| Median | 0 | 0.43 | 0.441 | 0 | 0.17 | 0.166 | $3.4 \times 10^{-9}$ | 0.01 | 0.001 | 0 | 0.01 | 0.554 |
| Std deviation | 0.03331 | 0.167754 | 0.158406 | 0.035311 | 0.356109 | 0.369686 | 0.006655 | 0.010161 | 0.026754 | 0.114371 | 0.345833 | 0.348588 |
| $P_{2.5}$ | 0 | 0.1315 | 0.1218 | 0 | 0.02 | 0.023 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | 0.0000482 | 0.7655 | 0.7263 | 0.141 | 0.97 | 0.9698 | 0.0142 | 0.0355 | 0.1088 | 0.378 | 0.944 | 0.891 |


|  | Machochwe - $m=11$ |  |  | Mesaga - $m=10$ |  |  | Morotonga - $m=12$ |  |  | Ring'wani - $m=10$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | $8.05 \times 10^{-8}$ | 0.01 | 0.001 | 0.040453 | 0.04 | 0.003 | 0.0000157 | 0.02 | 0.01 | 0.003193 | 0.02 | 0.035 |
| Average | $1.38 \times 10^{-9}$ | 0.01 | 0.001 | 0.000618 | 0.010505 | 0.001061 | $3.48 \times 10^{-7}$ | 0.010202 | 0.001343 | 0.000105 | 0.010202 | 0.001657 |
| Median | 0 | 0.01 | 0.001 | $4.3 \times 10^{-14}$ | 0.01 | 0.001 | $8.21 \times 10^{-13}$ | 0.01 | 0.001 | $2.22 \times 10^{-16}$ | 0.01 | 0.001 |
| Std deviation | $8.56 \times 10^{-9}$ | 0 | 0 | 0.004146 | 0.003607 | 0.000345 | $1.81 \times 10^{-6}$ | 0.001414 | 0.001334 | 0.000479 | 0.001414 | 0.003634 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | $8.12 \times 10^{-9}$ | 0.01 | 0.001 | 0.00456 | 0.01 | 0.0021 | $3.36 \times 10^{-6}$ | 0.01 | 0.0046 | 0.00193 | 0.01 | 0.0072 |

$7 \times 7$ grid:

|  | Machochwe - $m=21$ |  |  | Mesaga - $m=16$ |  |  | Morotonga - $m=22$ |  |  | Ring'wani - $m=16$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $3.52 \times 10^{-13}$ | 0.01 | 0.001 |
| Maximum | $2.47 \times 10^{-8}$ | 0.01 | 0.001 | 0.000228 | 0.01 | 0.002 | 0.0000438 | 0.01 | 0.002 | 0.006522 | 0.04 | 0.047 |
| Average | $3.13 \times 10^{-10}$ | 0.01 | 0.001 | $2.93 \times 10^{-6}$ | 0.01 | 0.00101 | $4.8 \times 10^{-7}$ | 0.01 | 0.00101 | 0.00012 | 0.010303 | 0.002636 |
| Median | 0 | 0.01 | 0.001 | $7.83 \times 10^{-14}$ | 0.01 | 0.001 | $9.49 \times 10^{-13}$ | 0.01 | 0.001 | $9.47 \times 10^{-9}$ | 0.01 | 0.001 |
| Std deviation | $2.52 \times 10^{-9}$ | 0 | 0 | 0.0000233 | 0 | 0.000101 | 0.0000044 | 0 | 0.000101 | 0.000794 | 0.003015 | 0.007577 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $1.21 \times 10^{-12}$ | 0.01 | 0.001 |
| $P_{97.5}$ | $1.66 \times 10^{-9}$ | 0.01 | 0.001 | 0.0000109 | 0.01 | 0.001 | $8.58 \times 10^{-7}$ | 0.01 | 0.001 | 0.000311 | 0.01 | 0.0317 |

Table 3.17: Summary of the asymptotic and bootstrap p-values obtained for $\chi_{\text {Pearson }}^{2}$ test calculated based on $m$ quadrats obtained through bootstrap sampling of approximately $50 \%$ of the non-empty quadrats using a convex hull window.
$3 \times 3$ grids:

| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 5 | 4 | 304.948 | 98.958 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 4 | 4 | 152.008 | 13.719 | 0 | 0.00331 | 0.01 | 0.02 | 0.001 | 0.003 | 0.0001 | 0.0032 |
| Morotonga | 5 | 4 | 23.803 | 85.082 | $8.75 \times 10^{-5}$ | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0002 | 0.0001 |
| Ring'wani | 4 | 3 | 34.650 | 21.020 | $1.44 \times 10^{-7}$ | $2.73 \times 10^{-5}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0003 | $5 \times 5$ grids:


| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 11 | 11 | 113.799 | 304.553 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 9 | 10 | 149.787 | 124.884 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Morotonga | 13 | 11 | 187.92 | 82.204 | 0 | $1.85 \times 10^{-13}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 9 | 10 | 126.675 | 80.918 | 0 | $1.06 \times 10^{-13}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |


| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 22 | 20 | 377.157 | 201.928 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 18 | 14 | 104.487 | 162.716 | $1.30 \times 10^{-14}$ | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Morotonga | 21 | 22 | 111.464 | 150.893 | $1.07 \times 10^{-14}$ | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 13 | 18 | 77.624 | 91.309 | $1.17 \times 10^{-11}$ | $3.53 \times 10^{-12}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |

Table 3.18: $L R$ test statistics and $p$-values obtained using a rectangular window.
$3 \times 3$ grids:

| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 5 | 4 | 271.422 | 134.987 | 0 | 0 | 0.88 | 0.01 | 0.905 | 0.001 | 0.9064 | 0.0001 |
| Mesaga | 4 | 4 | 261.946 | 22.790 | 0 | $4.47 \times 10^{-5}$ | 0.13 | 0.95 | 0.156 | 0.924 | 0.1659 | 0.9285 |
| Morotonga | 5 | 4 | 9.677 | 86.139 | 0.04623 | 0 | 0.06 | 0.01 | 0.079 | 0.001 | 0.0693 | 0.0001 |
| Ring'wani | 4 | 3 | 520.825 | 51.649 | 0 | $6.09 \times 10^{-12}$ | 0.01 | 0.53 | 0.001 | 0.497 | 0.0005 | 0.5153 |

## $5 \times 5$ grids:

| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 11 | 11 | 172.902 | 102.006 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 9 | 10 | 19.716 | 141.593 | 0.01146 | 0 | 0.03 | 0.01 | 0.026 | 0.001 | 0.0243 | 0.0001 |
| Morotonga | 13 | 11 | 114.442 | 80.354 | 0 | $4.28 \times 10^{-13}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 9 | 10 | 58.764 | 104.898 | $8.14 \times 10^{-10}$ | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |


| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 21 | 21 | 139.300 | 244.134 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 18 | 14 | 104.968 | 97.316 | $1.05 \times 10^{-14}$ | $5.44 \times 10^{-15}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Morotonga | 22 | 21 | 111.663 | 95.864 | $2.36 \times 10^{-14}$ | $6.87 \times 10^{-12}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 13 | 18 | 61.085 | 63.209 | $1.43 \times 10^{-8}$ | $3.08 \times 10^{-7}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |

Table 3.19: $L R$ test statistics and $p$-values obtained using a convex hull window.
$3 \times 3$ grid:

|  | Machochwe - $m=4$ |  |  | Mesaga - $m=4$ |  |  | Morotonga - $m=4$ |  |  | Ring'wani - $m=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $2.3 \times 10^{-9}$ | 0.01 | 0.001 |
| Maximum | 0.01004 | 0.01 | 0.001 | 0.014 | 0.01 | 0.017 | 0.29322 | 0.33 | 0.284 | 0.39217 | 0.36 | 0.4 |
| Average | 0.0001 | 0.01 | 0.001 | 0.00015 | 0.01 | 0.00132 | 0.00907 | 0.02 | 0.01052 | 0.00404 | 0.01354 | 0.02454 |
| Median | 0 | 0.01 | 0.001 | $4.6 \times 10^{-14}$ | 0.01 | 0.001 | $5.9 \times 10^{-11}$ | 0.01 | 0.001 | $4.3 \times 10^{-6}$ | 0.01 | 0.001 |
| Std deviation | 0.00101 | 0 | 0 | 0.00141 | 0 | 0.00213 | 0.045 | 0.04959 | 0.04316 | 0.03941 | 0.03318 | 0.09274 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $8.9 \times 10^{-9}$ | 0.01 | 0.001 |
| $P_{97.5}$ | $1.3 \times 10^{-8}$ | 0.01 | 0.001 | 0.00023 | 0.01 | 0.0021 | 0.19861 | 0.212 | 0.21855 | 0.00127 | 0.01 | 0.38965 |


|  | Machochwe - $m=11$ |  |  | Mesaga - $m=10$ |  |  | Morotonga - $m=12$ |  |  | Ring'wani - $m=10$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | $1.3 \times 10^{-9}$ | 0.01 | 0.001 | $1.7 \times 10^{-8}$ | 0.01 | 0.001 | $2 \times 10^{-9}$ | 0.01 | 0.001 | 0.01073 | 0.05 | 0.001 |
| Average | $1.4 \times 10^{-11}$ | 0.01 | 0.001 | $1.7 \times 10^{-10}$ | 0.01 | 0.001 | $2.1 \times 10^{-11}$ | 0.01 | 0.001 | 0.00011 | 0.0104 | 0.001 |
| Median | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Std deviation | $1.3 \times 10^{-10}$ | 0 | 0 | $1.7 \times 10^{-9}$ | 0 | 0 | $2 \times 10^{-10}$ | 0 | 0 | 0.00108 | 0.00402 | 0 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | $3.6 \times 10^{-12}$ | 0.01 | 0.001 | $9.3 \times 10^{-13}$ | 0.01 | 0.001 | $5.6 \times 10^{-12}$ | 0.01 | 0.001 | 0.000042 | 0.01 | 0.001 |

$$
7 \times 7 \text { grid: }
$$

|  | Machochwe - $m=21$ |  |  | Mesaga - $m=16$ |  |  | Morotonga - $m=22$ |  |  | Ring'wani - $m=16$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | $2.6 \times 10^{-15}$ | 0.01 | 0.001 | $3.1 \times 10^{-8}$ | 0.01 | 0.001 | $7.6 \times 10^{-9}$ | 0.01 | 0.001 | 0.00216 | 0.02 | 0.001 |
| Average | $2.6 \times 10^{-17}$ | 0.01 | 0.001 | $3.3 \times 10^{-10}$ | 0.01 | 0.001 | $7.9 \times 10^{-11}$ | 0.01 | 0.001 | 0.000039 | 0.0101 | 0.001 |
| Median | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $2.9 \times 10^{-12}$ | 0.01 | 0.001 |
| Std deviation | $2.6 \times 10^{-16}$ | 0 | 0 | $3.1 \times 10^{-9}$ | 0 | 0 | $7.6 \times 10^{-10}$ | 0 | 0 | 0.00025 | 0.00101 | 0 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | 0 | 0.01 | 0.001 | $9.6 \times 10^{-11}$ | 0.01 | 0.001 | $2.4 \times 10^{-11}$ | 0.01 | 0.001 | 0.0003 | 0.01 | 0.001 |

Table 3.20: Summary of the asymptotic and bootstrap p-values obtained for $L R$ test calculated based on $m$ quadrats obtained through bootstrap sampling of approximately $50 \%$ of the non-empty quadrats using a rectangular window.
$3 \times 3$ grid:

|  | Machochwe - $m=4$ |  |  | Mesaga - $m=4$ |  |  | Morotonga - $m=4$ |  |  | Ring'wani - $m=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.07 | 0.038 | 0 | 0.02 | 0.042 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | 0.229904 | 0.96 | 0.814 | 0.142102 | 0.99 | 0.989 | 0.047075 | 0.07 | 0.173 | 0.65949 | 1 | 0.988 |
| Average | 0.004645 | 0.408182 | 0.417909 | 0.010672 | 0.395455 | 0.43 | 0.001779 | 0.012727 | 0.008071 | 0.020996 | 0.31303 | 0.356879 |
| Median | 0 | 0.37 | 0.392 | 0 | 0.16 | 0.161 | $6.23 \times 10^{-9}$ | 0.01 | 0.001 | 0 | 0.01 | 0.554 |
| Std deviation | 0.03251 | 0.198311 | 0.200491 | 0.032029 | 0.343919 | 0.35847 | 0.006452 | 0.009127 | 0.027258 | 0.113518 | 0.346426 | 0.348588 |
| $P_{2.5}$ | 0 | 0.14 | 0.1118 | 0 | 0.0345 | 0.04645 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | 0.0000288 | 0.77 | 0.724 | 0.129 | 0.97 | 0.971 | 0.0192 | 0.04 | 0.111 | 0.378 | 0.949 | 0.891 |


|  | Machochwe - $m=11$ |  |  | Mesaga - $m=10$ |  |  | Morotonga - m=12 |  |  | Ring'wani - $m=10$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | $1.83 \times 10^{-7}$ | 0.01 | 0.001 | 0.012234 | 0.03 | 0.003 | $5.46 \times 10^{-6}$ | 0.01 | 0.009 | 0.000699 | 0.01 | 0.02 |
| Average | $3.35 \times 10^{-9}$ | 0.01 | 0.001 | 0.000295 | 0.010303 | 0.001051 | $7.78 \times 10^{-8}$ | 0.01 | 0.001121 | 0.0000207 | 0.01 | 0.001313 |
| Median | 0 | 0.01 | 0.001 | $6.93 \times 10^{-12}$ | 0.01 | 0.001 | $4.44 \times 10^{-16}$ | 0.01 | 0.001 | $8.16 \times 10^{-14}$ | 0.01 | 0.001 |
| Std deviation | $2.12 \times 10^{-8}$ | 0 | 0 | 0.001477 | 0.002238 | 0.000299 | $5.65 \times 10^{-7}$ | 0 | 0.000836 | 0.000102 | 0 | 0.002013 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | $2.05 \times 10^{-8}$ | 0.01 | 0.001 | 0.00375 | 0.01 | 0.00155 | $2.93 \times 10^{-7}$ | 0.01 | 0.002 | 0.000279 | 0.01 | 0.003 |

$$
7 \times 7 \text { grid: }
$$

|  | Machochwe - $m=21$ |  |  | Mesaga - $m=16$ |  |  | Morotonga - $m=22$ |  |  | Ring'wani - $m=16$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $1.41 \times 10^{-13}$ | 0.01 | 0.001 |
| Maximum | $1.62 \times 10^{-7}$ | 0.01 | 0.001 | 0.0000734 | 0.01 | 0.001 | 0.000023 | 0.01 | 0.002 | 0.007095 | 0.03 | 0.068 |
| Average | $2.75 \times 10^{-9}$ | 0.01 | 0.001 | $1.38 \times 10^{-6}$ | 0.01 | 0.001 | $2.58 \times 10^{-7}$ | 0.01 | 0.00101 | 0.000183 | 0.010303 | 0.002909 |
| Median | 0 | 0.01 | 0.001 | $1.67 \times 10^{-14}$ | 0.01 | 0.001 | $7.13 \times 10^{-14}$ | 0.01 | 0.001 | $3.58 \times 10^{-8}$ | 0.01 | 0.001 |
| Std deviation | $1.82 \times 10^{-8}$ | 0 | 0 | $8.45 \times 10^{-6}$ | 0 | 0 | $2.31 \times 10^{-6}$ | 0 | 0.000101 | 0.000987 | 0.002238 | 0.008986 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $6.62 \times 10^{-12}$ | 0.01 | 0.001 |
| $P_{97.5}$ | $1.83 \times 10^{-8}$ | 0.01 | 0.001 | 0.0000151 | 0.01 | 0.001 | $2.01 \times 10^{-7}$ | 0.01 | 0.001 | 0.00174 | 0.01 | 0.0267 |

Table 3.21: Summary of the asymptotic and bootstrap p-values obtained for $L R$ test calculated based on $m$ quadrats obtained through bootstrap sampling of approximately $50 \%$ of the non-empty quadrats using a convex hull window.
$3 \times 3$ grids:

| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 5 | 4 | 760.533 | 125.129 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 4 | 4 | 246.601 | 14.064 | 0 | 0.00282 | 0.01 | 0.02 | 0.001 | 0.007 | 0.0001 | 0.0046 |
| Morotonga | 5 | 4 | 246.601 | 144.964 | 0.00017 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0007 | 0.0001 |
| Ring'wani | 4 | 3 | 45.913 | 20.377 | $5.92 \times 10^{-10}$ | $3.76 \times 10^{-5}$ | 0.01 | 0.02 | 0.001 | 0.001 | 0.0001 | 0.0015 |

$5 \times 5$ grids:

| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 11 | 11 | 171.650 | 542.905 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 9 | 10 | 343.692 | 528.274 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Morotonga | 13 | 11 | 826.150 | 480.694 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 9 | 10 | 257.258 | 265.432 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |


| Village | $K$ |  | Test statistic |  | Asymptotic |  |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |  |
| Machochwe | 22 | 20 | 937.965 | 551.884 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |  |
| Mesaga | 18 | 14 | 278.576 | 305.868 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |  |
| Morotonga | 21 | 22 | 363.362 | 398.585 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |  |
| Ring'wani | 13 | 18 | 126.140 | 152.903 | 0 | 0 | 0.01 | 0.01 | 0.002 | 0.001 | 0.0009 | 0.0001 |  |

Table 3.22: $S C$ test statistics and $p$-values obtained using a rectangular window.
$3 \times 3$ grids:

| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 5 | 4 | 586.978 | 142.651 | 0 | 0 | 0.51 | 0.01 | 0.508 | 0.001 | 0.4919 | 0.0001 |
| Mesaga | 4 | 4 | 45.038 | 29.214 | $9.08 \times 10^{-10}$ | $2.02 \times 10^{-6}$ | 0.03 | 0.85 | 0.030 | 0.815 | 0.0351 | 0.8081 |
| Morotonga | 5 | 4 | 11.146 | 148.941 | 0.02497 | 0 | 0.06 | 0.01 | 0.065 | 0.001 | 0.0534 | 0.0001 |
| Ring'wani | 4 | 3 | 102.736 | 45.250 | 0 | $1.49 \times 10^{-10}$ | 0.05 | 0.76 | 0.079 | 0.724 | 0.0882 | 0.7467 |

## $5 \times 5$ grids:



| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 21 | 21 | 242.106 | 412.974 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 18 | 14 | 316.056 | 141.718 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Morotonga | 22 | 21 | 229.687 | 284.008 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 13 | 18 | 104.624 | 96.307 | $1.11 \times 10^{-16}$ | $4.28 \times 10^{-13}$ | 0.01 | 0.01 | 0.002 | 0.003 | 0.0006 | 0.0017 |

Table 3.23: $S C$ test statistics and $p$-values obtained using a convex hull window.
$3 \times 3$ grid:

|  | Machochwe - $m=4$ |  |  | Mesaga - $m=4$ |  |  | Morotonga - $m=4$ |  |  | Ring'wani - $m=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $1.5 \times 10^{-13}$ | 0.01 | 0.001 |
| Maximum | 0.00481 | 0.01 | 0.001 | 0.00976 | 0.01 | 0.015 | 0.29883 | 0.36 | 0.3 | 0.33748 | 0.34 | 0.362 |
| Average | 0.000049 | 0.01 | 0.001 | 0.0001 | 0.01 | 0.00129 | 0.00967 | 0.02111 | 0.01176 | 0.00348 | 0.01384 | 0.02256 |
| Median | 0 | 0.01 | 0.001 | $1.1 \times 10^{-16}$ | 0.01 | 0.001 | $5.1 \times 10^{-13}$ | 0.01 | 0.001 | $3.6 \times 10^{-7}$ | 0.01 | 0.001 |
| Std deviation | 0.00048 | 0 | 0 | 0.00098 | 0 | 0.00186 | 0.04771 | 0.05449 | 0.05269 | 0.03391 | 0.03318 | 0.0831 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $1.5 \times 10^{-13}$ | 0.01 | 0.001 |
| $P_{97.5}$ | $2.2 \times 10^{-9}$ | 0.01 | 0.001 | 0.000036 | 0.01 | 0.00265 | 0.2063 | 0.243 | 0.2491 | 0.00162 | 0.0155 | 0.34975 |


|  | Machochwe - $m=11$ |  |  | Mesaga - $m=10$ |  |  | Morotonga - $m=12$ |  |  | Ring'wani - $m=10$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | $6.7 \times 10^{-10}$ | 0.01 | 0.001 | $8.2 \times 10^{-13}$ | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0.00847 | 0.09 | 0.008 |
| Average | $6.8 \times 10^{-12}$ | 0.01 | 0.001 | $8.3 \times 10^{-15}$ | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0.000086 | 0.01091 | 0.00115 |
| Median | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Std deviation | $6.8 \times 10^{-11}$ | 0 | 0 | $8.3 \times 10^{-14}$ | 0 | 0 | 0 | 0 | 0 | 0.00085 | 0.00144 | 0.00079 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | $6.1 \times 10^{-17}$ | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $5.3 \times 10^{-13}$ | 0.01 | 0.002 |


|  | $7 \times 7$ grid: |
| :--- | :--- |
| Machochwe $-m=21$ | Mesaga $-m=16$ |


|  | Machochwe - $m=21$ |  |  | Mesaga - $m=16$ |  |  | Morotonga - $m=22$ |  |  | Ring'wani - $m=16$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | 0 | 0.01 | 0.001 | $5.4 \times 10^{-15}$ | 0.01 | 0.002 | 0 | 0.01 | 0.002 | 0.000013 | 0.05 | 0.011 |
| Average | 0 | 0.01 | 0.001 | $6.6 \times 10^{-17}$ | 0.01 | 0.00101 | 0 | 0.01 | 0.00101 | $1.6 \times 10^{-7}$ | 0.01182 | 0.00132 |
| Median | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Std deviation | 0 | 0 | 0 | $5.6 \times 10^{-16}$ | 0 | 0.0001 | 0 | 0 | 0.0001 | $1.3 \times 10^{-6}$ | 0.00645 | 0.00138 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $6.6 \times 10^{-7}$ | 0.0355 | 0.004 |

Table 3.24: Summary of the asymptotic and bootstrap p-values obtained for $S C$ test calculated based on $m$ quadrats obtained through bootstrap sampling of approximately $50 \%$ of the non-empty quadrats using a rectangular window.
$3 \times 3$ grid:

|  | Machochwe - $m=4$ |  |  | Mesaga - $m=4$ |  |  | Morotonga - $m=4$ |  |  | Ring'wani - $m=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.057 | 0 | 0.01 | 0.008 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | 0.213347 | 0.96 | 0.804 | 0.12905 | 0.99 | 0.988 | 0.031591 | 0.07 | 0.176 | 0.641824 | 0.99 | 0.988 |
| Average | 0.00431 | 0.394747 | 0.431667 | 0.007522 | 0.392929 | 0.431131 | 0.001629 | 0.012525 | 0.008071 | 0.020486 | 0.214444 | 0.247838 |
| Median | 0 | 0.37 | 0.435 | $2.86 \times 10^{-8}$ | 0.3 | 0.407 | $8.68 \times 10^{-11}$ | 0.01 | 0.001 | 0 | 0.05 | 0.166 |
| Std deviation | 0.030169 | 0.195727 | 0.169582 | 0.026233 | 0.303531 | 0.322995 | 0.006027 | 0.00962 | 0.026745 | 0.110489 | 0.283204 | 0.301118 |
| $P_{2.5}$ | 0 | 0.059 | 0.0888 | $6.99 \times 10^{-16}$ | 0.02 | 0.012 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | $3.15 \times 10^{-6}$ | 0.761 | 0.724 | 0.12 | 0.96 | 0.97 | 0.028 | 0.0455 | 0.0981 | 0.371 | 0.954 | 0.892 |

$5 \times 5$ grid:

| $5 \times 5$ grid: |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Machochwe - $m=11$ |  |  | Mesaga - $m=10$ |  |  | Morotonga - $m=12$ |  |  | Ring'wani - $m=10$ |  |  |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | $2.73 \times 10^{-8}$ | 0.01 | 0.003 | 0.007846 | 0.02 | 0.01 | $3.45 \times 10^{-7}$ | 0.03 | 0.027 | $3.57 \times 10^{-9}$ | 0.01 | 0.004 |
| Average | $2.78 \times 10^{-10}$ | 0.01 | 0.00103 | 0.000102 | 0.010505 | 0.001253 | $3.5 \times 10^{-9}$ | 0.010202 | 0.001556 | $3.86 \times 10^{-11}$ | 0.01 | 0.001101 |
| Median | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Std deviation | $2.75 \times 10^{-9}$ | 0 | 0.000224 | 0.0008 | 0.002201 | 0.001181 | $3.47 \times 10^{-8}$ | 0.00201 | 0.002775 | $3.6 \times 10^{-10}$ | 0 | 0.000463 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | $4.6 \times 10^{-11}$ | 0.01 | 0.001 | 0.000568 | 0.02 | 0.0041 | $9.01 \times 10^{-11}$ | 0.01 | 0.005 | $5.3 \times 10^{-14}$ | 0.01 | 0.003 |

$7 \times 7$ grid:

|  | Machochwe - $m=21$ |  |  | Mesaga - $m=16$ |  |  | Morotonga - $m=22$ |  |  | Ring'wani - $m=16$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | $5.92 \times 10^{-9}$ | 0.02 | 0.003 | $1.75 \times 10^{-6}$ | 0.02 | 0.01 | $2.19 \times 10^{-8}$ | 0.02 | 0.004 | 0.000378 | 0.05 | 0.128 |
| Average | $8.46 \times 10^{-11}$ | 0.010101 | 0.001061 | $3.11 \times 10^{-8}$ | 0.010202 | 0.001182 | $2.22 \times 10^{-10}$ | 0.010101 | 0.001091 | $4.7 \times 10^{-6}$ | 0.013636 | 0.007556 |
| Median | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $9.99 \times 10^{-16}$ | 0.01 | 0.001 |
| Std deviation | $6.12 \times 10^{-10}$ | 0.001005 | 0.000314 | $2.17 \times 10^{-7}$ | 0.001414 | 0.000973 | $2.21 \times 10^{-9}$ | 0.001005 | 0.00038 | 0.0000381 | 0.008138 | 0.01823 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | $6.62 \times 10^{-10}$ | 0.01 | 0.002 | $2.82 \times 10^{-8}$ | 0.01 | 0.0002 | $3.57 \times 10^{-14}$ | 0.01 | 0.002 | 0.0000215 | 0.04 | 0.0614 |

Table 3.25: Summary of the asymptotic and bootstrap p-values obtained for $S C$ test calculated based on $m$ quadrats obtained through bootstrap sampling of approximately $50 \%$ of the non-empty quadrats using a convex hull window.
$3 \times 3$ grids:

| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 5 | 4 | 324.912 | 98.601 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 4 | 4 | 144.567 | 13.868 | 0 | 0.00313 | 0.01 | 0.02 | 0.001 | 0.003 | 0.0001 | 0.0036 |
| Morotonga | 5 | 4 | 25.971 | 77.960 | $3.21 \times 10^{-5}$ | $1.11 \times 10^{-16}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 4 | 3 | 33.131 | 22.847 | $3.12 \times 10^{-7}$ | $1.16 \times 10^{-5}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0003 | $5 \times 5$ grids:


| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 11 | 11 | 106.330 | 398.941 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 9 | 10 | 144.430 | 120.915 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Morotonga | 13 | 11 | 161.268 | 68.279 | 0 | $7.37 \times 10^{-11}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 9 | 10 | 170.060 | 79.116 | 0 | $1.54 \times 10^{-13}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |


| Village | $K$ |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 22 | 20 | 541.901 | 203.006 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 18 | 14 | 96.049 | 166.426 | $2.08 \times 10^{-13}$ | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Morotonga | 21 | 22 | 95.949 | 143.833 | $2.39 \times 10^{-12}$ | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 13 | 18 | 79.310 | 105.635 | $2.45 \times 10^{-12}$ | $1.55 \times 10^{-15}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |

Table 3.26: VT test statistics and $p$-values obtained using a rectangular window.
$3 \times 3$ grids:

| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 5 | 4 | 346.091 | 154.534 | 0 | 0 | 0.98 | 0.01 | 0.993 | 0.001 | 0.9907 | 0.0001 |
| Mesaga | 4 | 4 | 2457.568 | 20.828 | 0 | 0.00012 | 0.16 | 0.95 | 0.203 | 0.945 | 0.2217 | 0.9567 |
| Morotonga | 5 | 4 | 9.287 | 78.430 | 0.05394 | $1.11 \times 10^{-16}$ | 0.07 | 0.01 | 0.086 | 0.001 | 0.0798 | 0.0001 |
| Ring'wani | 4 | 3 | 8309.308 | 63.366 | 0 | $1.85 \times 10^{-14}$ | 0.01 | 0.33 | 0.002 | 0.348 | 0.0006 | 0.3527 |

$$
5 \times 5 \text { grids: }
$$

| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 11 | 11 | 193.302 | 98.860 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 9 | 10 | 17.207 | 163.904 | 0.02468 | 0 | 0.04 | 0.01 | 0.041 | 0.001 | 0.0386 | 0.0001 |
| Morotonga | 13 | 11 | 91.974 | 70.021 | $7.99 \times 10^{-15}$ | $3.32 \times 10^{-11}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 9 | 10 | 54.427 | 121.813 | $3.75 \times 10^{-9}$ | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |


| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 21 | 21 | 129.483 | 306.990 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 18 | 14 | 93.887 | 99.292 | $3.36 \times 10^{-13}$ | $1.33 \times 10^{-15}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Morotonga | 22 | 21 | 102.112 | 84.261 | $2.01 \times 10^{-13}$ | $2.46 \times 10^{-10}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 13 | 18 | 55.487 | 66.423 | $3.77 \times 10^{-8}$ | $1.50 \times 10^{-8}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0002 | 0.0001 |

Table 3.27: $V T$ test statistics and $p$-values obtained using a convex hull window.
$3 \times 3$ grid:

|  | Machochwe - $m=4$ |  |  | Mesaga - $m=4$ |  |  | Morotonga - $m=4$ |  |  | Ring'wani - $m=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $5.1 \times 10^{-9}$ | 0.01 | 0.001 |
| Maximum | 0.01214 | 0.01 | 0.001 | 0.01475 | 0.01 | 0.0157 | 0.28465 | 0.31 | 0.273 | 0.41238 | 0.37 | 0.415 |
| Average | 0.00012 | 0.01 | 0.001 | 0.00016 | 0.01 | 0.00133 | 0.00854 | 0.01939 | 0.00971 | 0.00429 | 0.01384 | 0.02541 |
| Median | 0 | 0.01 | 0.001 | $1.8 \times 10^{-14}$ | 0.01 | 0.001 | $3.1 \times 10^{-12}$ | 0.01 | 0.001 | $3.3 \times 10^{-6}$ | 0.01 | 0.001 |
| Std deviation | 0.00122 | 0 | 0 | 0.00148 | 0 | 0.0022 | 0.04262 | 0.04673 | 0.04316 | 0.04144 | 0.03619 | 0.09634 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $5.1 \times 10^{-9}$ | 0.01 | 0.001 |
| $P_{97.5}$ | $4.7 \times 10^{-8}$ | 0.01 | 0.001 | 0.00028 | 0.01 | 0.0021 | 0.18541 | 0.191 | 0.19475 | 0.00208 | 0.0155 | 0.4031 |


|  | Machochwe - $m=11$ |  |  | Mesaga - $m=10$ |  |  | Morotonga - $m=12$ |  |  | Ring'wani - $m=10$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | $1.2 \times 10^{-10}$ | 0.01 | 0.001 | $2.6 \times 10^{-7}$ | 0.01 | 0.001 | $3.1 \times 10^{-7}$ | 0.01 | 0.001 | 0.00725 | 0.01 | 0.001 |
| Average | $2.2 \times 10^{-12}$ | 0.01 | 0.001 | $2.6 \times 10^{-9}$ | 0.01 | 0.001 | $3.2 \times 10^{-9}$ | 0.01 | 0.001 | 0.000087 | 0.01 | 0.001 |
| Median | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Std deviation | $1.4 \times 10^{-11}$ | 0 | 0 | $2.6 \times 10^{-8}$ | 0 | 0 | $3.2 \times 10^{-8}$ | 0 | 0 | 0.00073 | 0 | 0 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | $1 \times 10^{-11}$ | 0.01 | 0.001 | $8.5 \times 10^{-13}$ | 0.01 | 0.001 | $5.6 \times 10^{-10}$ | 0.01 | 0.001 | 0.00025 | 0.01 | 0.001 |

$$
7 \times 7 \text { grid: }
$$

|  | Machochwe - $m=21$ |  |  | Mesaga - $m=16$ |  |  | Morotonga - $m=22$ |  |  | Ring'wani - $m=16$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | $2.9 \times 10^{-14}$ | 0.01 | 0.001 | $2.6 \times 10^{-8}$ | 0.01 | 0.001 | $3.6 \times 10^{-7}$ | 0.01 | 0.001 | 0.00276 | 0.01 | 0.001 |
| Average | $2.9 \times 10^{-16}$ | 0.01 | 0.001 | $3 \times 10^{-10}$ | 0.01 | 0.001 | $3.6 \times 10^{-9}$ | 0.01 | 0.001 | 0.000032 | 0.01 | 0.001 |
| Median | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $2.2 \times 10^{-16}$ | 0.01 | 0.001 | $2 \times 10^{-14}$ | 0.01 | 0.001 |
| Std deviation | $2.9 \times 10^{-15}$ | 0 | 0 | $2.6 \times 10^{-9}$ | 0 | 0 | $3.6 \times 10^{-8}$ | 0 | 0 | 0.00028 | 0 | 0 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | 0 | 0.01 | 0.001 | $8.9 \times 10^{-10}$ | 0.01 | 0.001 | $8.2 \times 10^{-10}$ | 0.01 | 0.001 | 0.000012 | 0.01 | 0.001 |

Table 3.28: Summary of the asymptotic and bootstrap p-values obtained for $V T$ test calculated based on $m$ quadrats obtained through bootstrap sampling of approximately $50 \%$ of the non-empty quadrats using a rectangular window.
$3 \times 3$ grid:

|  | Machochwe - $m=4$ |  |  | Mesaga - $m=4$ |  |  | Morotonga - $m=4$ |  |  | Ring'wani - $m=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.08 | 0.094 | 0 | 0.05 | 0.066 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | 0.241597 | 0.96 | 0.831 | 0.140931 | 0.99 | 0.988 | 0.048558 | 0.09 | 0.181 | 0.663244 | 1 | 0.988 |
| Average | 0.004882 | 0.445354 | 0.446273 | 0.01161 | 0.398687 | 0.43397 | 0.001754 | 0.012828 | 0.008121 | 0.02086 | 0.312525 | 0.356606 |
| Median | 0 | 0.43 | 0.441 | 0 | 0.14 | 0.119 | $3.19 \times 10^{-9}$ | 0.01 | 0.001 | 0 | 0.01 | 0.554 |
| Std deviation | 0.034163 | 0.167705 | 0.158038 | 0.033504 | 0.351593 | 0.364816 | 0.006523 | 0.010502 | 0.027749 | 0.114179 | 0.345565 | 0.348074 |
| $P_{2.5}$ | 0 | 0.137 | 0.12465 | 0 | 0.05 | 0.07145 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | 0.0000575 | 0.761 | 0.726 | 0.135 | 0.97 | 0.967 | 0.015 | 0.04 | 0.112 | 0.377 | 0.944 | 0.887 |


|  | Machochwe - $m=11$ |  |  | Mesaga - $m=10$ |  |  | Morotonga - $m=12$ |  |  | Ring'wani - $m=10$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | $2.37 \times 10^{-7}$ | 0.01 | 0.001 | 0.028136 | 0.03 | 0.003 | 0.0000259 | 0.02 | 0.011 | 0.005443 | 0.02 | 0.03 |
| Average | $3.66 \times 10^{-9}$ | 0.01 | 0.001 | 0.000434 | 0.010303 | 0.001061 | $4.68 \times 10^{-7}$ | 0.010202 | 0.001323 | 0.000132 | 0.010202 | 0.001727 |
| Median | 0 | 0.01 | 0.001 | $8.04 \times 10^{-14}$ | 0.01 | 0.001 | $1.02 \times 10^{-12}$ | 0.01 | 0.001 | $2.22 \times 10^{-16}$ | 0.01 | 0.001 |
| Std deviation | $2.43 \times 10^{-8}$ | 0 | 0 | 0.002885 | 0.002238 | 0.000345 | $2.76 \times 10^{-6}$ | 0.001414 | 0.001384 | 0.000658 | 0.001414 | 0.003434 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | $2.15 \times 10^{-8}$ | 0.01 | 0.001 | 0.00327 | 0.01 | 0.0021 | $4.33 \times 10^{-6}$ | 0.01 | 0.00455 | 0.00192 | 0.01 | 0.0102 |

$$
7 \times 7 \text { grid: }
$$

|  | Machochwe - $m=21$ |  |  | Mesaga - $m=16$ |  |  | Morotonga - $m=22$ |  |  | Ring'wani - $m=16$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $6.63 \times 10^{-13}$ | 0.01 | 0.001 |
| Maximum | $1.35 \times 10^{-7}$ | 0.01 | 0.001 | 0.000232 | 0.01 | 0.002 | 0.0000374 | 0.01 | 0.002 | 0.006409 | 0.04 | 0.116 |
| Average | $2.03 \times 10^{-9}$ | 0.01 | 0.001 | $3.3 \times 10^{-6}$ | 0.01 | 0.00101 | $4.17 \times 10^{-7}$ | 0.01 | 0.00101 | 0.000124 | 0.010303 | 0.004566 |
| Median | 0 | 0.01 | 0.001 | $1.14 \times 10^{-13}$ | 0.01 | 0.001 | $1.43 \times 10^{-12}$ | 0.01 | 0.001 | $1.43 \times 10^{-8}$ | 0.01 | 0.001 |
| Std deviation | $1.43 \times 10^{-8}$ | 0 | 0 | 0.000024 | 0 | 0.000101 | $3.76 \times 10^{-6}$ | 0 | 0.000101 | 0.000806 | 0.003015 | 0.017567 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $2.28 \times 10^{-12}$ | 0.01 | 0.001 |
| $P_{97.5}$ | $1.4 \times 10^{-8}$ | 0.01 | 0.001 | 0.0000216 | 0.01 | 0.001 | $9.03 \times 10^{-7}$ | 0.01 | 0.001 | 0.000405 | 0.01 | 0.0602 |

Table 3.29: Summary of the asymptotic and bootstrap p-values obtained for $V T$ test calculated based on $m$ quadrats obtained through bootstrap sampling of approximately $50 \%$ of the non-empty quadrats using a convex hull window.
$3 \times 3$ grids:

| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 5 | 4 | 271.571 | 92.429 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 4 | 4 | 129.558 | 13.544 | 0 | 0.0084 | 0.01 | 0.02 | 0.001 | 0.003 | 0.0001 | 0.0036 |
| Morotonga | 5 | 4 | 24.898 | 73.574 | 0.00013 | $3.77 \times 10^{-15}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 4 | 3 | 30.959 | 21.335 | $2.74 \times 10^{-6}$ | $8.15 \times 10^{-5}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0003 | $5 \times 5$ grids:


| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 11 | 11 | 100.435 | 321.424 | $1.11 \times 10^{-16}$ | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 9 | 10 | 130.464 | 108.396 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Morotonga | 13 | 11 | 143.507 | 64.424 | 0 | $9.06 \times 10^{-10}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 9 | 10 | 134.301 | 69.513 | 0 | $2.76 \times 10^{-11}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |


| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 22 | 20 | 427.731 | 182.750 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 18 | 14 | 89.502 | 148.512 | $6.72 \times 10^{-12}$ | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Morotonga | 21 | 22 | 90.115 | 130.697 | $4.93 \times 10^{-11}$ | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 13 | 18 | 70.253 | 92.334 | $2.61 \times 10^{-10}$ | $1.06 \times 10^{-12}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |

Table 3.30: UT test statistics and $p$-values obtained using a rectangular window.
$3 \times 3$ grids:

| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 5 | 4 | 125.490 | 117.495 | 0 | 0 | 0.44 | 0.01 | 0.438 | 0.001 | 0.4378 | 0.0001 |
| Mesaga | 4 | 4 | 9.491 | 21.960 | 0.01144 | 0.0001 | 0.03 | 0.86 | 0.053 | 0.846 | 0.0493 | 0.8399 |
| Morotonga | 5 | 4 | 8.346 | 74.596 | 0.08467 | $2.22 \times 10^{-15}$ | 0.07 | 0.01 | 0.074 | 0.001 | 0.0627 | 0.0001 |
| Ring'wani | 4 | 3 | 64.598 | 44.087 | $3.04 \times 10^{-14}$ | $6.48 \times 10^{-10}$ | 0.01 | 0.42 | 0.001 | 0.424 | 0.0002 | 0.4382 |

$$
5 \times 5 \text { grids: }
$$

| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 11 | 11 | 181.632 | 79.753 | 0 | $7.06 \times 10^{-14}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 9 | 10 | 11.822 | 90.834 | 0.08533 | $1.11 \times 10^{-16}$ | 0.05 | 0.01 | 0.065 | 0.001 | 0.0537 | 0.0001 |
| Morotonga | 13 | 11 | 79.362 | 57.982 | $6.25 \times 10^{-13}$ | $7.10 \times 10^{-9}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 9 | 10 | 48.524 | 104.912 | $3.66 \times 10^{-8}$ | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |


| Village | K |  | Test statistic |  | Asymptotic |  | $R=99$ |  | $R=999$ |  | $R=9999$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even | Odd | Even |
| Machochwe | 21 | 21 | 119.015 | 277.882 | 0 | 0 | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Mesaga | 18 | 14 | 82.335 | 95.101 | $6.75 \times 10^{-12}$ | $4.55 \times 10^{-15}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Morotonga | 22 | 21 | 95.819 | 75.946 | $7.56 \times 10^{-13}$ | $4.06 \times 10^{-9}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |
| Ring'wani | 13 | 18 | 52.278 | 61.598 | $1.18 \times 10^{-7}$ | $3.92 \times 10^{-8}$ | 0.01 | 0.01 | 0.001 | 0.001 | 0.0001 | 0.0001 |

Table 3.31: UT test statistics and $p$-values obtained using a convex hull window.
$3 \times 3$ grid:

|  | Machochwe - $m=4$ |  |  | Mesaga - $m=4$ |  |  | Morotonga - $m=4$ |  |  | Ring'wani - $m=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $9.4 \times 10^{-8}$ | 0.01 | 0.001 |
| Maximum | 0.0284 | 0.01 | 0.001 | 0.03457 | 0.01 | 0.017 | 0.43311 | 0.32 | 0.281 | 0.57796 | 0.37 | 0.438 |
| Average | 0.00029 | 0.01 | 0.001 | 0.00039 | 0.01 | 0.00133 | 0.01375 | 0.0196 | 0.01009 | 0.00622 | 0.01384 | 0.02642 |
| Median | 0 | 0.01 | 0.001 | $4 \times 10^{-13}$ | 0.01 | 0.001 | $9.8 \times 10^{-11}$ | 0.01 | 0.001 | $2.4 \times 10^{-5}$ | 0.01 | 0.001 |
| Std deviation | 0.00285 | 0 | 0 | 0.00348 | 0 | 0.0022 | 0.06787 | 0.04776 | 0.045 | 0.05806 | 0.03619 | 0.10034 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $1 \times 10^{-7}$ | 0.01 | 0.001 |
| $P_{97.5}$ | $3.8 \times 10^{-7}$ | 0.01 | 0.001 | 0.000997 | 0.01 | 0.0021 | 0.30557 | 0.1965 | 0.2042 | 0.00586 | 0.0155 | 0.41465 |


|  | Machochwe - $m=11$ |  |  | Mesaga - $m=10$ |  |  | Morotonga - $m=12$ |  |  | Ring'wani - $m=10$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | $1.4 \times 10^{-9}$ | 0.01 | 0.001 | $1.9 \times 10^{-6}$ | 0.01 | 0.001 | $1.3 \times 10^{-6}$ | 0.01 | 0.001 | 0.01417 | 0.02 | 0.001 |
| Average | $2.5 \times 10^{-11}$ | 0.01 | 0.001 | $1.9 \times 10^{-8}$ | 0.01 | 0.001 | $1.3 \times 10^{-8}$ | 0.01 | 0.001 | 0.00019 | 0.0101 | 0.001 |
| Median | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $1.1 \times 10^{-16}$ | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Std deviation | $1.7 \times 10^{-10}$ | 0 | 0 | $1.9 \times 10^{-7}$ | 0 | 0 | $1.3 \times 10^{-7}$ | 0 | 0 | 0.00144 | 0.00101 | 0 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | $8.7 \times 10^{-11}$ | 0.01 | 0.001 | $1.4 \times 10^{-11}$ | 0.01 | 0.001 | $4.4 \times 10^{-9}$ | 0.01 | 0.001 | 0.00093 | 0.01 | 0.001 |


| $7 \times 7$ grid: |  |  |  |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| Machochwe $-m=21$ | Mesaga $-m=16$ |  |  |  |  |  |


|  | Machochwe - $m=21$ |  |  | Mesaga - $m=16$ |  |  | Morotonga - $m=22$ |  |  | Ring'wani - $m=16$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $1.1 \times 10^{-16}$ | 0.01 | 0.001 |
| Maximum | $1.9 \times 10^{-12}$ | 0.01 | 0.001 | $2.1 \times 10^{-7}$ | 0.01 | 0.001 | $1.5 \times 10^{-6}$ | 0.01 | 0.001 | 0.00595 | 0.02 | 0.001 |
| Average | $2 \times 10^{-14}$ | 0.01 | 0.001 | $2.5 \times 10^{-9}$ | 0.01 | 0.001 | $1.6 \times 10^{-8}$ | 0.01 | 0.001 | 0.000073 | 0.0101 | 0.001 |
| Median | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $1.6 \times 10^{-14}$ | 0.01 | 0.001 | $5.6 \times 10^{-12}$ | 0.01 | 0.001 |
| Std deviation | $2 \times 10^{-13}$ | 0 | 0 | $2.1 \times 10^{-8}$ | 0 | 0 | $1.5 \times 10^{-7}$ | 0 | 0 | 0.00061 | 0.00101 | 0 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $1.5 \times 10^{-15}$ | 0.01 | 0.001 |
| $P_{97.5}$ | 0 | 0.01 | 0.001 | $9 \times 10^{-9}$ | 0.01 | 0.001 | $6.6 \times 10^{-9}$ | 0.01 | 0.001 | 0.000069 | 0.01 | 0.001 |

Table 3.32: Summary of the asymptotic and bootstrap p-values obtained for $U T$ test calculated based on $m$ quadrats obtained through bootstrap sampling of approximately $50 \%$ of the non-empty quadrats using a rectangular window.
$3 \times 3$ grid:

|  | Machochwe - $m=4$ |  |  | Mesaga - $m=4$ |  |  | Morotonga - $m=4$ |  |  | Ring'wani - $m=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | $1.23 \times 10^{-8}$ | 0.02 | 0.02 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | 0.230004 | 0.94 | 0.818 | 0.317694 | 0.97 | 0.986 | 0.081244 | 0.07 | 0.152 | 0.837393 | 1 | 0.988 |
| Average | 0.004648 | 0.296364 | 0.288838 | 0.042748 | 0.486768 | 0.509273 | 0.004745 | 0.013232 | 0.008576 | 0.026995 | 0.130707 | 0.152758 |
| Median | 0 | 0.2 | 0.209 | 0.002827 | 0.58 | 0.683 | $5.31 \times 10^{-8}$ | 0.01 | 0.001 | $4.08 \times 10^{-13}$ | 0.01 | 0.005 |
| Std deviation | 0.032524 | 0.238736 | 0.238708 | 0.078641 | 0.35139 | 0.353046 | 0.014989 | 0.010674 | 0.027657 | 0.144112 | 0.270239 | 0.304328 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | $4.03 \times 10^{-8}$ | 0.03 | 0.0238 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | 0.0000757 | 0.74 | 0.726 | 0.271 | 0.957 | 0.94 | 0.0535 | 0.051 | 0.113 | 0.48 | 0.931 | 0.856 |


|  | Machochwe - $m=11$ |  |  | Mesaga - $m=10$ |  |  | Morotonga - $m=12$ |  |  | Ring'wani - $m=10$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | $3.22 \times 10^{-15}$ | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| Maximum | 0.0000377 | 0.01 | 0.016 | 0.172865 | 0.14 | 0.004 | 0.0000983 | 0.01 | 0.006 | 0.00651 | 0.01 | 0.032 |
| Average | $7.89 \times 10^{-7}$ | 0.01 | 0.001152 | 0.002375 | 0.011515 | 0.00104 | $4.4 \times 10^{-6}$ | 0.01 | 0.001101 | 0.000188 | 0.01 | 0.001646 |
| Median | 0 | 0.01 | 0.001 | $5.51 \times 10^{-8}$ | 0.01 | 0.001 | $2.05 \times 10^{-10}$ | 0.01 | 0.001 | $1.14 \times 10^{-13}$ | 0.01 | 0.001 |
| Std deviation | $4.48 \times 10^{-6}$ | 0 | 0.001508 | 0.017447 | 0.013121 | 0.000317 | 0.0000172 | 0 | 0.000562 | 0.000863 | 0 | 0.003382 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | $7.41 \times 10^{-14}$ | 0.01 | 0.001 | $5 \times 10^{-17}$ | 0.01 | 0.001 | 0 | 0.01 | 0.001 |
| $P_{97.5}$ | $4.23 \times 10^{-6}$ | 0.01 | 0.001 | 0.0108 | 0.0155 | 0.001 | 0.000069 | 0.01 | 0.002 | 0.00315 | 0.01 | 0.007 |

$7 \times 7$ grid:

|  | Machochwe - $m=21$ |  |  | Mesaga - $m=16$ |  |  | Morotonga - $m=22$ |  |  | Ring'wani - $m=16$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ | Asymptotic | $R=99$ | $R=999$ |
| Minimum | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $1.5 \times 10^{-11}$ | 0.01 | 0.001 |
| Maximum | $1.69 \times 10^{-6}$ | 0.01 | 0.001 | 0.000415 | 0.01 | 0.001 | 0.0000564 | 0.01 | 0.001 | 0.009722 | 0.02 | 0.054 |
| Average | $2.07 \times 10^{-8}$ | 0.01 | 0.001 | $8.54 \times 10^{-6}$ | 0.01 | 0.001 | $6.68 \times 10^{-7}$ | 0.01 | 0.001 | 0.000145 | 0.010101 | 0.002727 |
| Median | 0 | 0.01 | 0.001 | $9.82 \times 10^{-13}$ | 0.01 | 0.001 | $1.55 \times 10^{-11}$ | 0.01 | 0.001 | $7.17 \times 10^{-8}$ | 0.01 | 0.001 |
| Std deviation | $1.71 \times 10^{-7}$ | 0 | 0 | 0.0000524 | 0 | 0 | $5.68 \times 10^{-6}$ | 0 | 0 | 0.001038 | 0.001005 | 0.008405 |
| $P_{2.5}$ | 0 | 0.01 | 0.001 | 0 | 0.01 | 0.001 | $1.69 \times 10^{-15}$ | 0.01 | 0.001 | $4.22 \times 10^{-11}$ | 0.01 | 0.001 |
| $P_{97.5}$ | $8.74 \times 10^{-8}$ | 0.01 | 0.001 | 0.0000587 | 0.01 | 0.001 | $1.88 \times 10^{-6}$ | 0.01 | 0.001 | 0.000328 | 0.01 | 0.0307 |

Table 3.33: Summary of the asymptotic and bootstrap p-values obtained for $U T$ test calculated based on $m$ quadrats obtained through bootstrap sampling of approximately $50 \%$ of the non-empty quadrats using a convex hull window.

### 3.5 Conclusion

We started this chapter with a basic descriptive study of our dataset. The households locations in 4 randomly selected remote villages in Northern Tanzania were described as point patterns.

Second-order homogeneity was investigated using both the homogeneous and inhomogeneous $F, G, J, K$ and $L$ functions and the results were compared for rectangular and convex hull windows.

A current approach to checking for first-order homogeneity in point patterns is to construct a density plot of intensities using kernel density estimation. This method was applied to each of the villages with plots of the estimates indicating varying intensity across the patterns. For completeness we also showed the impact of including edge corrections in the estimation of the density.

This initial visual check was confirmed statistically significant by Pearson's $\chi^{2}$, likelihood ratio, score, $V T$ and $U T$ tests, using different grid sizes on both rectangular and convex hull windows. When applied to rectangular windows, the tests identified the firstorder heterogeneity for all grid sizes. This is however likely because some of the non-empty quadrats included areas which are not part of the village and therefore do not contain any points. When convex hull windows are applied to the patterns, many of these open areas were excluded from the observation window. In some cases the tests had trouble identifying the first-order heterogeneity when using a too small grid $(3 \times 3)$, but as the grid size was increased $(5 \times 5$ and $7 \times 7)$ the tests gave consistent results. In these specific cases for a small grid size, the asymptotic tests were not well-behaved, possibly due to the small number of quadrats as well as the violation of the independence assumption between quadrats.

Two possible solutions for the independence violation were investigated, namely calculating the test statistic using regular-spaced non-adjacent quadrats or by randomly sampling a subset of the quadrats for inclusion in the calculation of the test statistic. For the first approach, two cases were compared, firstly by including every non-empty oddnumbered quadrat and secondly by including every non-empty even-numbered quadrat. Since the areas included in the calculations are different for the two scenarios, the test statistics should not be compared directly. The asymptotic tests were also not wellbehaved, but a comparison could be made using bootstrap $p$-values. It was shown that, when using regular-spaced non-adjacent quadrats, the choice of starting quadrat can have a significant effect on the outcome of the test when using a small grid size and a convex hull window. Here, contradictory conclusions were obtained for the two scenarios. This
shows that the choice of which quadrats to include in the calculation of the test statistic can have a major impact on the outcomes of the tests.

The second solution involved randomly selecting a subset of quadrats to include in the calculation of the test statistic, after which bootstrap $p$-values were obtained as before. This process was repeated 99 times and the resulting $p$-values were used to set up empirical $95 \%$ confidence intervals. For small grid sizes, these intervals tend to be wide, including both significant and insignificant $p$-values and no conclusion can be reached. When the grid size was increased, $p$-values stabilised and the empirical confidence intervals became more accurate. The only exception occurred for Ring'wani, a pattern that contains significantly fewer points than the other patterns.

We conclude that the first option of dealing with the independence violation, namely including non-adjacent quadrats in the calculation of the test statistics, although computationally simple is not ideal as the results for this are too dependent on the choice of quadrats to include. The second option, namely obtaining bootstrap samples of quadrats for inclusion in the test statistic calculations, provides us with a better measure of the first-order homogeneity within the pattern. These tests, although more computationally intensive, provides us with an indication of how $p$-values differ when different quadrats are included in the calculation of the test statistics. When $p$-values are highly variable, these empirical confidence intervals could also give us an indication of how appropriate the choice of grid size is. In our application, we showed how a small grid size can negatively influence the results of homogeneity tests and that larger grid sizes could potentially be more informative. However, the number of points within the pattern should also be taken into account as a too large grid could also influence the tests negative, as shown for Ring'wani. This is in line with the statement made by Baddeley et al. [10] that grid sizes should not be too small or too large.

## Chapter 4

## Final thoughts

### 4.1 Discussion of our contribution

In this mini-dissertation we developed three new hypothesis tests for stationarity in the context of spatial point patterns and compared their results for tests currently available in the spatstat package inR. These tests however assume that counts included in the calculation of the test statistics are independent, an assumption which is unlikely to be valid for spatial data. Two possible solutions for the independence violation were investigated, namely calculating the test statistic using regular-spaced non-adjacent quadrats or by randomly sampling a subset of the quadrats for inclusion in the calculation of the test statistic. For the first solution, two cases were compared, firstly by including all nonempty odd-numbered quadrats and secondly by including all non-empty even-numbered quadrats. A comparison was made using parametric bootstrap $p$-values. It was shown that, when using regular-spaced non-adjacent quadrats, the choice of which quadrats to include can have a significant effect on the outcome of the tests with contradictory conclusions obtained for the two scenarios. This shows that the choice of which quadrats to include in the calculation of the test statistic can have a major impact on the outcomes of the tests.

The second solution involved randomly selecting a subset of quadrats to include in the calculation of the test statistics, after which parametric bootstrap $p$-values were obtained as before. This process was repeated 99 times and the resulting $p$-values were used to set up empirical $95 \%$ confidence intervals. For small grid sizes, these intervals tend to be wide, including both significant and insignificant $p$-values and no conclusion can be reached. When the grid size was increased, $p$-values stabilised and the empirical confidence intervals became more accurate. The only exception occurred for Ring'wani, a pattern that contains significantly fewer points than the other patterns.

We conclude that the first option of dealing with the independence violation, namely including non-adjacent quadrats in the calculation of the test statistics, although computationally simple is not ideal as the results for this are too dependent on the choice of quadrats to include. The second option, namely obtaining random samples of quadrats for inclusion in the test statistic calculations, provides us with a better measure of the stationarity within the pattern.

The $\chi^{2}$ and likelihood ratio tests can be performed using the quadrat.test function available in the spatstat package in R. This built-in function should however be used with caution. During the application phase of this article we discovered several irregularities in the test statistics obtained. Although the built-in functions correctly calculated the test statistic when using a rectangular window with no empty quadrats, discrepancies occurred if there were empty quadrats or when using a convex hull window. In the presence of empty quadrats, their areas are still included in the calculation of the statistic and no option is available to exclude these. We were unable to determine the exact source of the discrepancy in the test statistic calculations when using a convex hull window. In addition, small areas where the expected number of points is less than 5 are not excluded from the calculation of the test statistic. Secondly, by default the function performs a two-sided hypothesis test. In this context we consider only one-sided tests, specifically upper-tailed tests, as a large absolute difference between observed and expected counts is an indication of a deviation from the null. Thirdly, when specifying in the function that a one-sided test must be performed, the $p$-value given in the output is for a lower-tailed test and needs to be adjusted as we are performing an upper-tailed test. Due to these concerns, the formulae for all tests and $p$-values in this article were hard-coded. Finally, the calculation of the test statistics and $p$-values based on random samples of quadrats is not currently available in the spatstat package.

### 4.2 Conclusion

In conclusion, in this mini-dissertation we have

- discussed briefly second-order homogeneity in order to indicate to the reader the impact of not evaluating first-order homogeneity correctly,
- discussed two first-order homogeneity hypothesis tests currently available, but seldomly used, in point pattern analysis software, namely Pearson's $\chi^{2}$ and the likelihood ratio tests,
- elaborated on the shortcomings and limitations of these tests available in point pattern analysis software,
- proposed three more first-order homogeneity tests, not currently employed in point pattern analysis, and
- proposed two methods of dealing with the violation of the first-order homogeneity tests.

In this mini-dissertation we briefly described the context and development of spatial statistics, spatial sampling and point patterns. Before selecting an appropriate sampling design in the spatial context, it is important to know whether the data is first- and second-order homogeneous. In our application we considered the household locations in four randomly selected remote villages as an unmarked point pattern. In future work we will be considering the villages as marked patterns, taking into account the locations of households as well as the presence of animals at each household location.

For completeness, second-order heterogeneity was briefly investigated using the homogeneous and inhomogeneous $F, G, J, K$ and $L$ functions on both rectangular and convex hull windows.

Currently the method of kernel density estimation is used to construct density plots which can be used to visually and subjectively infer on first-order homogeneity. This technique was applied to our point patterns and the impact of using different windows and including edge corrections was illustrated. We proposed the use of hypothesis tests, developed for the comparison of $K$ Poisson intensities from independent samples, in the spatial setting. In our application, the $K$ samples were obtained as non-empty quadrats within a grid, effectively comparing intensities across the entire point pattern, assuming independence between quadrats. Tobler's law of geography states that observations that are close together are more likely to be similar than observations that are further apart, which implies that the counts in adjacent quadrats may not be independent but counts in quadrats further apart may be. It was found that the asymptotic tests are not always wellbehaved, possibly due to the violation of the independence assumption and/or the choice of grid size and window. Further investigation into the validity of asymptotic distributions is required.

Two possible solutions for dealing with the violation of the independence assumption were considered. The first involved calculating test statistics using non-adjacent quadrats, spaced at regular intervals, however the results from these tests were highly influenced by the choice of quadrats to include. Secondly, we considered calculating test statistics based on random samples of quadrats and setting up empirical confidence intervals for
the $p$-values. In addition, this approach gave us insight into the appropriateness of using different grid sizes.

The choice of window was shown to also have an impact on the accuracy of test results, both for first- and second-order homogeneity. The choice of an appropriate window also warrants further investigation. The interested reader is referred to [86, 90, 94] for guidelines on how to optimise window selection.

## Future work

In future work we will focus on

- further investigating the validity and limitations of using asymptotic distributions for first-order homogeneity tests,
- exploring additional solutions to the violation of the independence assumption in first-order homogeneity tests,
- the optimal selection of grid size for these first-order homogeneity tests,
- optimal window selection for first- and second-order homogeneity tests, and
- criteria for choosing the most appropriate first-order homogeneity test, given a point pattern.
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