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The small-scale dish-mounted open solar thermal Brayton cycle (1-20 kW) with recuperator 

has an advantage in terms of cost and mobility and can offer an off-grid electricity solution to 

the people of the water-scarce southern Africa. South Africa has an advantage in terms of 

solar resource, but this solar resource is not used extensively due to high-cost and low-

efficiency solar-to-electricity systems. The dish-mounted solar thermal Brayton cycle with 

recuperator offers a solution. However, heat losses and pressure losses in the cycle 

components can decrease the net power output of the system tremendously. In addition, the 

costs due to solar tracking and perfect dish optics can be high. The purpose of the study was 

to develop the small-scale (1-20 kW) dish-mounted open solar thermal Brayton cycle by 

optimising an open-cavity tubular solar receiver and counterflow plate-type recuperator with 

the method of total entropy generation minimisation. The optimised receiver was also tested 

in an experimental dish collector set-up. Modelling methods to predict the performance of the 

cycle and to optimise the solar receiver and recuperator were developed and tested so that the 

small-scale open solar thermal Brayton cycle could be developed further. SolTrace was used 

as ray-tracing method to determine the effects of inaccurate dish optics. An optimum 

concentration ratio of 0.0035 was identified for a collector with a maximum tracking error of 
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1° and an optical error of 10 mrad. It was shown that the open-cavity tubular solar receiver 

surface temperature and net heat transfer rate for heating air depended on the receiver size, 

mass flow rate through the receiver, receiver tube diameter, receiver inlet temperature and 

dish errors. Receiver efficiencies of between 43% and 70% were found for a receiver with 

mass flow rates of between 0.06 kg/s and 0.08 kg/s, tube diameters of between 0.05 m 

and 0.0833 m, air inlet temperatures of between 900 K and 1 070 K operating on a dish with 

10 mrad optical error and maximum solar tracking error of 1°. With the use of Matlab and 

Flownex, it was shown that the small-scale open solar thermal Brayton cycle could generate a 

positive net power output with solar-to-mechanical efficiencies in the range of 10-20% with 

much room for improvement. The maximum receiver surface temperature was restricted to 

1 200 K and the recuperator weight was restricted to 500 kg. An experimental set-up with a 

4.8 m diameter parabolic dish with rim angle of 45° on a two-axis tracking system was 

constructed to test the receiver. An optimised open-cavity stainless steel tubular receiver with 

tube diameter of 88.9 mm was tested in the experiment. The experimental results showed the 

challenges regarding the design and construction of a solar thermal Brayton cycle collector. It 

was found that the insulation arrangement around the large receiver tube diameter influenced 

the heat loss due to convection and conduction. Results showed that with further research, the 

small-scale open solar thermal Brayton cycle could be a competitive small-scale solar energy 

solution to the people of South Africa. 
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CHAPTER 1  

INTRODUCTION 

________________________________________________________ 

 

1.1 Background 

Solar power generation holds endless opportunities for the people of southern Africa. 

Figure 1.1 shows the long-term average direct normal irradiance of the sun on a world map 

(GeoModel Solar, 2014). Photovoltaic panels and solar water heaters are perhaps the most 

popular small-scale solar systems in South Africa at present. 

 

 

Figure 1.1 Long-term average of direct normal solar irradiance on a world map 

showing the potential of solar power generation in southern Africa 

(GeoModel Solar, 2014). 

 

Concentrated solar power systems use the concentrated power of the sun from a heliostat 

field, reflective dish or a lens to increase the temperature of a fluid which can be used in a 

power cycle to generate electricity. Different types of solar thermal power cycles exist. The 

open solar thermal Brayton cycle uses air as working fluid, which makes this cycle very 

attractive for use in water-scarce countries, such as South Africa. In this cycle, air is heated in 

a solar receiver by concentrated solar power. The air is also the working fluid in the power 

cycle. The addition of a recuperator in the cycle allows for higher cycle efficiencies and a less 

complex receiver, which operates at lower pressure.  
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Figure 1.2 Parabolic dish concentrator for a Stirling engine (Image extracted from Pitz-

Paal, 2007). 

 

 

Figure 1.3 A typical micro-turbine (the GT1241) as available from Honeywell, Garrett 

proposed for the small-scale solar thermal Brayton cycle (Image extracted from 

Garrett, 2014). 

 

According to Chen et al. (2007), the Brayton cycle is definitely worth studying when 

comparing its efficiency with those of other power cycles. Perhaps the most well-known 

small-scale dish-mounted solar power generation system currently is the Stirling engine 

(Fig. 1.2). Mills (2004) predicted that small-scale Brayton micro-turbines might become more 

popular due to high Stirling engine costs. An advantage of small-scale solar power generation 

systems is mobility, which means they can provide electricity for small communities with 

limited or no access to the national electricity grid. Small-scale systems also have cost 

benefits when manufactured in bulk. For a small-scale solar thermal Brayton cycle, various 

micro-turbines are already available off the shelf in South Africa thanks to the application of 
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micro-turbines as turbochargers in the stationary market, for example, those produced by 

Garrett (2014) (Fig. 1.3). The small-scale solar thermal Brayton cycle therefore has an 

advantage in terms of cost. 

Many applications of the technology are yet to be discovered. The small-scale open solar 

thermal Brayton cycle can be supplemented with natural gas as a hybrid system so that it can 

either aid the micro-turbine cycle when solar radiation levels are low, or to act as the power 

source at night as envisioned for the 21st century by McDonald and Rodgers (2002). Storage 

systems such as packed rock bed thermal storage (Allen, 2010), cryogenic liquid air storage 

(Swift, 1993) and lithium fluoride storage (Cameron et al., 1972) can be coupled to the solar 

thermal Brayton cycle. With the use of ceramic materials, much higher operating 

temperatures could be reached in the future, which would further increase the efficiency of 

the solar thermal Brayton cycle. The rotating shaft of the solar thermal Brayton cycle can also 

be used for any power application, not only for electricity generation. A hidden advantage of 

the open solar thermal Brayton cycle is that the hot exhaust air coming from the recuperator 

can be close to 100 °C. This heat can be used to heat water or to run an absorption chiller. 

When this heat is utilised, it makes the system very efficient and highly competitive.  

 

1.2 Literature 

The Brayton cycle and the optimisation thereof have been studied by many authors; however, 

not many have studied the solar thermal Brayton cycle. Zhang et al. (2007), for example, 

studied the performance of a closed solar thermal Brayton cycle without a recuperator. Very 

few authors have done exergy analysis and entropy generation minimisation of specifically 

the open solar thermal Brayton cycle with recuperator. This was done, for example, by 

Jubeh (2005) and Le Roux et al. (2011).  

To obtain the maximum net power output of the open solar thermal Brayton cycle with 

recuperator, a combined effort of heat transfer, fluid mechanics and thermodynamic thought 

is required. Bejan (1982a) suggests that the method of entropy generation minimisation 

combines these thoughts. Various studies such as Bejan et al. (1996) have emphasised the 

importance of the optimisation of the global performance of a system, instead of optimising 

components individually. Many different solar receivers and recuperators have been designed 

and optimised individually for the Brayton cycle and the solar thermal Brayton cycle. These 

include more recent studies by Stevens and Baelmans (2008), Hischier et al. (2009) and 

Neber and Lee (2012). The operation of a dish-mounted solar thermal Brayton cycle receiver 
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can be studied with computer software and algorithms as described by Ho (2008) and Bode 

and Gauché (2012).   

There is an ongoing search to achieve higher air temperatures and higher efficiencies in a 

solar receiver. Significant contributions are being made by the DLR (German Aerospace 

Centre), the Weizmann Institute of Science, the NREL (National Renewable Energy 

Laboratory) and Sandia National Laboratories, to name but a few. 

 

1.3 Problem 

More than three quarters of South Africa's primary energy needs are currently provided by 

coal, according to South Africa’s Department of Energy (DoE, 2014). Fluri (2009) shows that 

transmission lines have to cross vast stretches of land to bring electricity to isolated areas. 

More efficient and cost-effective small-scale solar-to-electricity technologies are required to 

make solar power more competitive so that all South Africans can harness their solar 

resource. Thus far, the world’s solar leaders are not necessarily the sunniest countries, but 

rather the ones that can afford to pay extra for solar power (Johnson, 2009). The small-scale 

(1-20 kW) dish-mounted open solar thermal Brayton cycle with recuperator as a cost-

effective solution for the people of South Africa should be developed further. The solar dish 

can dictate the majority of the total cost of a dish-mounted solar thermal Brayton cycle, 

where the more accurate the optics of the dish, the more expensive it becomes. Solar thermal 

cycles are often tested in a laboratory and the errors due to solar concentration are neglected. 

The effects of optical errors on the performance of a dish-mounted solar thermal Brayton 

cycle receiver should be investigated. When designing a system such as a small-scale open 

solar thermal Brayton cycle, there is always a compromise between allowing effective heat 

transfer and keeping pressure losses in the components small. Many studies have been 

published on the components needed in a typical solar thermal Brayton cycle and their 

optimisation, although these components are often optimised individually and not as part of a 

whole system with system performance as objective function.  

 

1.4 Purpose of the study 

The small-scale (1-20 kW) dish-mounted open solar thermal Brayton cycle has not been 

studied before and this study aims to develop the technology further. The purpose of the 

study is to develop the small-scale dish-mounted open solar thermal Brayton cycle by 

optimising its solar receiver and recuperator with the method of total entropy generation 

minimisation and to test the optimised receiver. 
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1.5 Objectives 

The objective of the study is to apply the second law of thermodynamics, entropy generation 

minimisation and ray-tracing software to optimise the geometries of an open-cavity tubular 

receiver and a plate-type recuperator in a small-scale dish-mounted open solar thermal 

Brayton cycle such that the system produces maximum net power output at steady state. 

Simplicity and cost are deciding factors in the study. Modelling methods to predict the 

performance and to optimise the system are developed and tested. The optimised solar 

receiver is tested on an experimental solar dish to determine the convection heat transfer 

coefficient in the cavity receiver. The work investigates and includes the challenges and 

errors associated with the dish concentrator. The maximum allowable tracking error and 

concentration ratio are determined. 

 

1.6 Scope 

Thermodynamic optimisation is used to optimise the dish-mounted small-scale open solar 

thermal Brayton cycle in the 1-20 kW range. Off-the-shelf micro-turbines (Garrett, 2014) in 

this range are considered and chosen for low cost, high availability and reliability. The 

optimum geometries of a stainless steel open-cavity tubular receiver and stainless steel 

counterflow plate-type recuperator are optimised for a system with a 4.8 m diameter 

parabolic solar dish with 45° rim angle. A maximum receiver surface temperature of 1 200 K 

and a maximum recuperator weight of 500 kg are considered. SolTrace is used as ray-tracing 

software. The optimised solar receiver is tested on an experimental parabolic solar dish with 

diameter of 4.8 m, 45° rim angle and two-axis solar tracking.  

 

1.7 Overview of the thesis  

A literature study regarding the components of the small-scale dish-mounted open solar 

thermal Brayton cycle is given in Chapter 2 with an emphasis on the importance of the 

optimisation of components for a common goal. In Chapter 3, the modelling and optimisation 

of the receiver, recuperator and micro-turbine in the cycle are discussed. The analytical and 

optimisation results of models developed in Chapter 3 are shown in Chapter 4 together with 

numerical results. The testing of the optimised tubular solar cavity receiver on an 

experimental set-up is presented in Chapter 5, whereafter the concluding remarks are made in 

Chapter 6.  
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CHAPTER 2 

LITERATURE STUDY 

________________________________________________________________ 

 

2.1 Introduction 

In this work, a small-scale receiver for a small-scale open solar thermal Brayton cycle is 

required. The accuracy of the dish and tracking system used is often an important factor in 

the total cost of the system. Since the development of the solar thermal Brayton cycle in the 

1960s, many attempts have been made to improve the efficiency of the cycle and the solar 

receiver. A high solar receiver efficiency, however, does not necessarily mean that the 

receiver will perform well in a solar thermal Brayton cycle. A literature study is conducted to 

identify the different attempts of optimisation, modelling and development of the solar 

thermal Brayton cycle and its components. Different solar receiver and recuperator designs 

are investigated in the study. The importance of the optimisation of components for a 

common goal is emphasised. Optimisation using the method of total entropy generation 

minimisation is shown to be a holistic optimisation approach. 

 

2.2 Solar thermal Brayton cycle 

The closed Brayton cycle was developed in the 1930s for power applications, according to 

Pietsch and Brandes (1989). The technology was adapted to the design and development of 

solar thermal Brayton cycles for space power in the 1960s, with the success of lightweight 

and high-performance gas turbines for aircraft. According to Pietsch and Brandes (1989), 

experimental testing of the solar thermal Brayton cycle proved high reliability and 

efficiencies above 30% with turbine inlet temperatures of between 1 033 K and 1 144 K. 

Dickey (2011) also presented experimental test results of a solar thermal Brayton cycle (20-

100 kW), an initiative from HelioFocus Ltd. and Capstone Microturbine at the Weizmann 

Institute. A proprietary pressurised volumetric solar receiver was used in the experiment. A 

system efficiency of 11.76% was achieved with turbine inlet temperature of 1 144 K. The 

system generated 24.04 kW of electricity with the micro-turbine spinning at 96 000 rpm.  

The open and direct solar thermal Brayton cycle with recuperator, which is studied in this 

work, is shown in Fig. 2.1. The parabolic dish concentrator is used to reflect and concentrate 

the sun’s rays onto the receiver aperture so that the solar heat can be absorbed by the inner 

walls of the receiver. The heat is then transferred to the working fluid, which is air. The 
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compressor increases the air pressure before the air is heated in the receiver. The compressed 

and heated air expands in the turbine, which produces rotational power for the compressor 

and the electric load.  

 

 

Figure 2.1 The open and direct solar thermal Brayton cycle. 

 

 

Figure 2.2 Test set-up of a solar thermal Brayton cycle (Image extracted from Heller et 

al., 2006). 

 

A micro-turbine’s air compressor, turbine and generator are usually mounted on a single shaft 

and all spin at the same rate (Willis and Scott, 2000; Shiraishi and Ono, 2007). It is simple, 
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robust and easy to maintain. According to Willis and Scott (2000), the generator also operates 

as the starter motor, running off battery power to bring the turbine up to speed to begin 

operation. This eliminates the need for a separate starter and simplifies design. According to 

Willis and Scott (2000), micro-turbines use a high-rpm DC generator coupled to a DC-AC 

power converter with efficiency of 96% to 97% mechanical to electrical DC.  

A test set-up of an open solar thermal Brayton cycle without a recuperator is shown in 

Fig. 2.2, tested by Heller et al. (2006). In the recuperator, hot exhaust air preheats the colder 

air before it enters the receiver. According to Pietsch and Brandes (1989), high recuperator 

effectiveness is mostly chosen to maximise efficiency. The recuperator in the cycle assists the 

receiver in heating the air from ambient temperature. A recuperated solar thermal Brayton 

cycle allows for lower compressor pressure ratios, higher efficiency and a less complex solar 

receiver. The highest-efficiency Brayton cycles are recuperative cycles with low compressor 

pressure ratios. If recuperation is not used, high compressor pressure ratios are required to 

provide high efficiency (Stine and Harrigan, 1985).  

According to Mills (2004), solarised Brayton micro-turbines are adapted from the small 

stationary gas turbine market, which allows for lower costs due to high production quantities 

in this market. Chen et al. (2007) showed that the Brayton cycle is definitely worth studying 

when comparing its efficiency with that of other power cycles. The efficiency of a closed 

recuperative solar thermal Brayton cycle with helium as working fluid has also been analysed 

thermodynamically by Gandhidasan (1993). An open solar thermal Brayton cycle uses air as 

working fluid, which makes this cycle very attractive for use in water-scarce countries. Bejan 

et al. (1996) state that the solar heat source is more suitable than the isotope and nuclear heat 

sources when the power plant size is in the range of 2-100 kW.  

A solar receiver might be designed for high efficiency; however, when coupled to a Brayton 

cycle, it might not perform well, due to it not being optimised to achieve a common goal 

together with the other components. The importance of optimising the components of the 

solar thermal Brayton cycle for a common goal is emphasised in this work. 

 

2.3 Solar collector  

For large-scale systems, a heliostat field is typically used to focus the sun’s rays onto a 

receiver. For the small-scale solar thermal Brayton cycle, however, a solar dish can be used to 

track the sun and to reflect the solar radiation onto the receiver. A solar dish is thus 

considered in this work as it is more practical for a small-scale set-up. A solar dish, however, 

has its own problems and limitations as discussed in this section. When a dish with a specific 
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diameter, focal length and rim angle is used to focus the sun’s rays onto a receiver, the net 

rate of heat absorbed by the working fluid in the receiver depends, among others, on the 

aperture diameter of the receiver. Due to the sun’s rays not being truly parallel and due to 

concentrator errors, the reflected rays from the dish form an image of finite size centred on its 

focal point. The aperture area of the solar receiver will determine the amount of intercepted 

heat, but also the amount of heat lost due to convection and radiation. The larger the cavity 

aperture, the more heat can be lost due to convection and radiation but also, the more heat can 

be intercepted. For a fixed dish concentrator area, the amount of heat available for the 

working fluid, which is the intercepted heat minus the heat lost due to radiation, convection 

and conduction, is a function of the cavity aperture diameter. The receiver aperture area can 

thus be sized optimally for a fixed dish concentrator area. For example, Stine and 

Harrigan (1985) presented such a receiver-sizing algorithm. 

The factors contributing to the temperature profile and net heat transfer rate on the receiver 

wall can be divided into two components: geometry-dependent and temperature-dependent. 

The geometry-dependent factors include the concentrator dish with its optics: tracking error, 

specularity error, slope error, reflectance, spillage and shadowing. For a specific ratio of 

receiver aperture area versus concentrator area, A’, the solar heat flux available at the 

different wall positions in the open-cavity receiver can be determined, irrespective of receiver 

temperature. The temperature-dependent factors include radiation heat loss to the 

environment, re-radiation from the inner-cavity walls, convection heat loss and conduction 

heat loss. These factors depend on the surface temperatures at the different parts of the 

receiver.  

 

2.3.1 Solar tracking error 

Two-axis solar tracking is required to ensure that the sun’s rays stay focused on the receiver 

aperture throughout a typical day. Typical solar tracking errors of 0.1° – 0.3° (Helwa et al., 

2000), 0.2° (Brooks, 2005), 0.4° (Naidoo and Van Niekerk, 2011), 0.6° – 0.7° (Chong and 

Wong, 2009), less than 1° (Al-Naima and Yaghobian, 1990), 1° (Argeseanu et al., 2009) and 

±1° - 2° commercially (Stafford et al., 2009) were identified. Error due to wind loading is 

also a measurable quantity (Stafford et al., 2009). The accuracy of the tracking system is 

often an important factor in the total cost of a system. It is also important to note that this 

accuracy is much dependent on sensor alignment, base-level alignment, momentum of the 

moving dish and also, according to Stine and Harrigan (1983), drive non-uniformity and 

receiver alignment. Pattanasethanon (2010) describes the use of a digital solar positioning 
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sensor for solar tracking. In his work, a phototransistor configuration with screens and shades 

was employed as a detector of solar beam radiation. The height of the screen determined the 

sensitivity operation or period of tracking in the solar tracker.  

During the research period, the author developed a simple and cost-effective tracking sensor 

based on the screens and shades idea described by Pattanasethanon (2010). This sensor is 

described in detail in Le Roux et al. (2014a). Figure 2.3 shows the measured azimuth angle 

versus the real angle determined from SunEarthTools (2014) as a function of time while 

testing and adjusting the sensitivity of the sensor during a sunny day. The tracking error 

found was mostly a lagging error. It was found that the tracking error can be decreased by 

either increasing the height of the wall, increasing the input voltage of the sensor or 

increasing the distance between sensors. It was also found that it is important to have the 

azimuth axis aligned to be parallel with the zenith axis, as was also noted by Chong and 

Wong (2009).  

 

 

Figure 2.3 Measured angle of tracking system versus real azimuth angle of the sun. 

 

From Le Roux et al. (2014a), it was concluded that it would be possible to get the sensor to 

operate within 2° tracking accuracy. This accuracy compares well with commercial trackers.  

 

2.3.2 Reflectance, slope error and specularity error 

A concentrator dish has to reflect the sun’s rays onto the receiver. The rim angle of the 

parabolic dish determines where its focal point is. Dish manufacturing and installation errors 

can change the position of the focal point. For a solar concentrator, good reflectance and 

specular reflection of the entire terrestrial solar spectrum are important (Janecek and Moses, 

2008; BASF, 2007; Stine and Harrigan, 1985). According to Janecek and Moses (2008), 
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specular (mirror-like) reflection occurs when a surface is very smooth. Good reflectivity does 

not mean that a material has specular reflectivity. For example, titanium dioxide paint has 

very good reflectivity but it has diffuse reflection. Diffuse reflection is produced from rough 

surfaces and is characterised by the light being reflected through a broad distribution of 

angles. According to Stine and Harrigan (1985) and BASF (2007), not all materials 

exhibiting high specular reflectance reflect equally well at all wavelengths.  

 

 

Figure 2.4 Specular reflectance of silver, aluminium and gold (Image extracted from 

Stine and Harrigan, 1985). 

 

Figure 2.4 shows the specular reflectance of several materials as a function of wavelength 

over the solar radiation spectrum (Stine and Harrigan, 1985). According to Stine and 

Harrigan (1985), polished aluminium is a good material with its 91% specular reflectance. 

According to Paul Schertz et al. (1991), the reflectivity of mill-finished aluminium is about 

55%. According to Stine and Harrigan (1985), the specular reflectance of any material is a 

function of time, regardless of the reflector (Fig. 2.5).  

According to Stine and Harrigan (1985), a typical total effective collector error is 6.7 mrad. 

According to Grossman et al. (1991), a typical slope error for a stretched membrane dish is 

abount 3 mrad. Typical slope errors are 1.75, 3 and 5 mrad, while specularity errors range 

between 0 and 3.84 mrad (Gee et al., 2010). According to SolarPaces (2011), 3 mrad is a 

typically acceptable value for a specularity error of a parabolic trough mirror material.  
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Figure 2.5 Specular reflectance of reflectors as a function of time (Image extracted from 

Stine and Harrigan, 1985). 

 

2.3.3 Modelling the collector 

Computer software and algorithms as described by Ho (2008) and Bode and Gauché (2012) 

are available to compute the solar heat flux on a receiver as reflected from a reflector. 

SolTrace is a software tool developed at the National Renewable Energy Laboratory (NREL) 

to model concentrating solar power optical systems and analyse their performance. SolTrace 

is recommended by Bode and Gauché (2012) as a free and readily available plant 

performance code for solar receiver research. The geometry-dependent factors contributing to 

the temperature profile and net heat transfer rate on the receiver wall include the concentrator 

dish with its optics: tracking error, specularity error, slope error, reflectance, spillage and 

shadowing. The effects of these factors can be found with SolTrace.  

 

2.3.4 Constructing the collector 

A parabolic profile is often used for a solar concentrator as shown in Fig. 2.6. A rim angle of 

45° is paramount for concentrators with focal plane receivers (Stine and Harrigan, 1985). 

According to Stine and Harrigan (1985), the aperture area of a parabolic dish is defined by 

Eq. (2.1). 
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Thus, the focal length can be calculated with Eq. (2.2). 

 

 

rim

rim

c

R
f




2

22

sin4

cos1


                            (2.2) 

 

 

Figure 2.6 The parabolic shape of the concentrator dish segment. 

 

For a parabola, y = ax
2
, and thus  

 

2/ RHa 
                    (2.3) 

 

The slope at position x along the dish radius is calculated with  

 

   axdxdy 2tan/tan 11   .                 (2.4) 

 

2.4 Solar cavity receiver  

A solar cavity receiver is used to capture the solar radiation coming from the dish 

concentrator (Fig. 2.1). Solar receivers can be divided into tubular, volumetric and particle 

receivers. A chronological review of the volumetric solar receivers of most interest for 

electricity production in the 10 MW – 200 MW range was published by Ávila-Marín (2011). 

A summary of the latest volumetric, particle and tubular receivers studied for central receiver 
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(tower) plants is available from Ho and Iverson (2014). These receivers are mostly for large-

scale applications. In this work, a small-scale receiver for a small-scale open solar thermal 

Brayton cycle is studied (1-20 kW). Equation (2.5) shows how the overall efficiency of the 

open solar thermal Brayton cycle is calculated:  

 

BCRECreflBCcolSTBC  
                 (2.5) 

 

where 

 

opticalrecREC  
                   (2.6) 

 

Most Brayton cycles are not self-sustaining at operating temperatures below 480 °C (Stine 

and Harrigan, 1985). For the open and direct solar thermal Brayton cycle, the maximum 

receiver surface temperature and turbine inlet temperature are very important. According to 

Le Roux et al. (2012a), the higher these temperatures, the better the Brayton cycle will 

perform, but also the more heat will be lost to the environment. According to Garrett (2014) 

and Shah (2005), the maximum turbine inlet temperature of commercial turbochargers is 

more or less 950 °C. McDonald and Rodgers (2008) describe the concept of a ceramic micro-

turbine with turbine inlet temperature of 1 170 °C. However, the higher the turbine inlet 

temperature, the less receiver material choices are available. Steinfeld and Schubnell (1993) 

presented a semi-empirical method to determine the optimum aperture size and operating 

temperature of a solar cavity receiver for maximum energy conversion efficiency. They 

found that for inaccurate concentrators, with Gaussian flux density distribution at the focal 

plane, the optimum operating temperature varied in the range of 527 °C to 1 027 °C.  

According to Harris and Lenz (1985), for open-cavity receivers, overall collector efficiencies 

of between 60% and 70% are attainable with state-of-the-art systems operated in the 

temperature range of 500 °C – 900 °C with an optimum area ratio of  0.0004 ≤ A’ ≤ 0.0009. 

A number of high-temperature and high-efficiency receivers are available from the literature. 

These receivers are mostly not optimised to perform well in a small-scale open solar thermal 

Brayton cycle with recuperator. Typical receiver efficiencies and experimental data that have 

been obtained with pressurised volumetric receivers and tubular receivers are shown in 

Table 2.1. These receivers mostly operate at higher pressures than those which are studied in 
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this work. The receiver efficiency found in this work can be compared with the efficiencies of 

the state-of-the art receivers shown in Table 2.1. The receiver efficiency is defined as 

 

  solarreflopticalinoutpnetrec QTTcmQQ   /*/ 0                 (2.7) 

 

Table 2.1 Efficiencies of different solar receivers. 

Receiver type Reference number or 

model 

rec  Tout (K) Tin 

(K) 

P (kPa) m  

(kg/s) 

Working 

fluid 

ΔP (Pa) 

Pressurised 

volumetric  

PLVCR-5 

(Ávila-Marín, 2011) 

71% 1 323 - 420 - Air - 

PLVCR-500 

(Ávila-Marín, 2011) 

57% 1 233  300 415 - Air - 

DIAPR (Karni et al., 

1997), (Ávila-Marín, 

2011) 

79% 1 477  308 1 800 0.0222 Air 25 000 

REFOS (Buck et al. 

2002), (Ávila-Marín, 

2011) 

67% 1 073 - 1 500 - Air 1 800 

Dickey, 2011 88% 871 542 273 0.409 Air 2 900 

Tubular Cameron et al., 1972 51%* 1 089 865 370 0.73 He-Xe  7 000 

Kribus et al., 1999 - 1 023  300 1 600 - 

1 900 

0.01 Air 40 000 

Heller et al., 2006 - 823 573 650 - Air 10 000 

Neber and Lee, 2012 82% 1 500** - 760 0.0093 Air 40 

Amsbeck et al., 2010 43% 1 076 876 384 0.526 Air 7 330 

Amsbeck et al., 2010 39.7% 1 055 871 375 0.516 Air 7 400 

Solugas (Quero et al., 

2013) 

- 873 598 850 5.6 Air  

*calculated by author 

**proposed 

 

2.4.1 Solar receiver types 

2.4.1.1 Particle receiver 

A particle receiver is demonstrated by Hunt (1979). Bertocchi et al. (2004) describe the 

heating of air temperatures to far more than 1 000 °C, using a high-temperature solar particle 

receiver. Kim et al. (2009) and Miller and Koenigsdorff (1991) also describe the features and 

modelling of a particle receiver (Fig. 2.7). Kim et al. (2009) found many experimental results 
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including an increase in the opacity of the particle curtain with mass flow rate up to a 

constant value near the terminal velocity. Miller and Koenigsdorff (1991) found that the main 

loss from the receiver was reflection from the window, followed by emission and reflection 

from inside the receiver. 

 

 

Figure 2.7 A particle receiver (Image extracted from Miller and Koenigsdorff, 1991). 

 

 

Figure 2.8 An open volumetric receiver – HiTRec (Image extracted from Ávila-Marín, 

2011). 

 



 

17 

  

2.4.1.2 Open volumetric receiver 

Open volumetric receivers are described by Ávila-Marín (2011) and Karni et al. (1998). An 

open volumetric receiver is shown in Fig. 2.8 (Ávila-Marín, 2011). Karni et al. (1998) present 

a “porcupine” volumetric solar receiver and its ability to withstand a solar flux of up to about 

4 MW/m
2
 while producing gas exit temperatures of up to 940 °C. This receiver consists of an 

array of pin-fins or elongated heat transfer elements, implanted in a base plate. 

 

2.4.1.3 Closed volumetric receiver 

For a volumetric solar receiver coupled to the Brayton cycle, a pressurised (closed) 

volumetric receiver is required and thus a window cover must be used for such a 

configuration. A closed volumetric receiver is shown in Fig. 2.9 (Buck et al., 2002). Heller et 

al. (2006) demonstrate that pressurised (closed) volumetric receivers are able to produce air 

of 1 000 °C. Pressurised volumetric receivers and its modelling are described in the literature 

(Hischier et al., 2009; Garcia et al., 2012; Kretzschmar and Gauché, 2012). Hischier et al. 

(2009) recommend that a minimisation of the cavity wall thickness in relation to its strength 

to withstand the operating pressures should be performed.  

 

 

Figure 2.9 A closed volumetric receiver, REFOS (Image extracted from Buck et al., 

2002). 

 

According to Ávila-Marín (2011), many studies have demonstrated that the window poses a 

difficult design problem. The problems are related to optical properties, mechanical strength, 

sealing and cooling capabilities, variable working temperatures and stress-free installation. 

However, a novel pressurised volumetric air cavity receiver without a glass window is 
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presented by Hischier et al. (2009). The receiver has an outlet temperature of 1 000 °C at 

10 bar, with predicted thermal efficiency of 78%. 

 

2.4.1.4 Tubular receiver 

In this work, the tubular cavity receiver is chosen for the small-scale open solar thermal 

Brayton cycle since its design is the least complex.  

In a tubular receiver, one or more tubes are heated with solar radiation and the captured heat 

is transferred to a working fluid on the inside of the tube. An open-cavity tubular solar 

receiver as a heat source for an 11 kWe closed recuperative Brayton cycle using Cb-1Zr-alloy 

together with Li-F heat storage with 1 120 K as melting temperature was successfully tested 

in 1972 (Cameron et al., 1972). A mixture of helium and xenon was used as working fluid. 

Such a receiver with heat storage was also modelled by Cui et al. (2003). In this tubular 

receiver, the flow was divided into smaller tubes flowing across the length of the receiver 

cavity as shown in Fig. 2.10 (Amsbeck et al., 2008). The design of tubular air receivers can 

be challenging due to the combined effects of thermal oxidation, material creep, pressure-

induced stress, daily thermal cycling and thermal shocks (Fork et al., 2012). A lifetime study 

was done by Fork et al. (2012) for a 4 MW solar receiver made of Inconel 617 operating at 

900 kPa. According to Fork et al. (2012), a turbine inlet temperature of 1 120 K is a 

necessary upper limit for tube reliability. 

 

 

Figure 2.10 A longitudinal tubular receiver (Image extracted from 

Amsbeck et al., 2008). 
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According to Heller et al. (2006), the bent tube in a receiver coil is very flexible and thus 

reduces mechanical stresses due to thermal expansion of the tube material. Inconel 600 was 

used for a coiled tubular solar receiver by Kribus et al. (1999), supplying air of about 700 °C 

as a preheater for a secondary solar receiver (Fig. 2.11). 

 

 

Figure 2.11 A coiled tubular receiver (Image extracted from Kribus et al., 1999). 

 

It was found by Kribus et al. (1999) and Hischier et al. (2009) that, for a tubular receiver, as 

the flow rate increased, the receiver output power (and therefore efficiency) increased, while 

the air exit temperature decreased.  

A surface coating and different materials are often used on high-temperature solar receivers 

to create low emissivity for low radiation heat loss. A small-scale Brayton tubular silicon-

carbide receiver with an aperture diameter of 72 mm and a 17 m
2
 dish area was proposed by 

Neber and Lee (2012). The receiver was designed to heat air up to 1 500 K.  

From the literature, many different metal coatings are available (Lampert, 1979; Hutchins, 

1979; Bogaerts and Lampert, 1983; Ambrosini et al., 2010). Most of these coatings cannot 

operate at the high temperatures studied in this work. The use of black chromium (with high 

absorptivity and low emissivity) is not recommended on components subject to temperatures 

in excess of 700 °C (Mandich and Snyder, 2010).  

For steel containing high chromium, emissivity is usually lower because of the chromium 

oxide protection layer. The emissivity value becomes fairly constant after an initial three-

hour heating during which the surface oxidation becomes fully developed, according to Wen 
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(2010). Thus, when a polished stainless steel tube is exposed to high temperatures, it will 

eventually become highly oxidised and have emissivity of 0.7 or lower (Bogaard et al., 1993; 

Richmond and Stewart, 1959). The emissivity of polished stainless steel is 0.17-0.3; for 

lightly oxidised stainless steel, it is 0.3-0.4 and for heavily oxidised stainless steel, the 

emissivity is 0.7-0.8, according to Ҫengel (2006). According to the NDI (2014), types 309, 

310 or 446 stainless steels are most suitable for high operating temperatures. Types 310 and 

314 are also recommended by Outukumpu (2013) as they offer good scaling resistance. 

According to Spisz et al. (1969), the absorptance of high-purity stainless steel sheet at lower 

temperatures is about 40%. The absorptance of stainless steel exposed to high temperatures 

and oxidised can be in the region of 0.85-0.9 and is independent of temperature while the 

emittance is in the region of only 0.1-0.2 at 100 °C, according to Valkonen and 

Karlsson (1982). The absorptance and emissivity of stainless steels depend very much on the 

surface finish and the operating temperature as well as the temperatures it has been exposed 

to previously. Absorptivity and emissivity of different stainless steels at different 

temperatures are available from the literature (Wen, 2010; Cao et al., 2013; Otsuka et al., 

2005; Jones and Nisipeanu, 1996; Kobayashi et al., 1999).  

 

2.4.2 Shape and design 

The investigation and modelling of tubular cavity receivers are available from the literature 

(Shuai et al., 2008; Harris and Lenz, 1985; Steinfeld and Schubnell, 1993). The performance 

of different cavity receiver shapes and designs has been investigated by various authors 

(Shuai et al., 2008; Prakash et al., 2009; Sendhil Kumar and Reddy, 2008). According to 

Harris and Lenz (1985) and Shuai et al. (2008), for the same receiver cavity aperture and 

insulation thickness, cavity geometry has almost no effect on system efficiency. Shuai et 

al. (2008) investigated different classical cavity geometries and found that the shape of the 

cavity (geometry) had a significant effect on the overall distribution of the radiation flux in 

the cavity receiver. The primary effects of cavity geometry and concentrator rim angle are to 

vary the flux distribution on the inner-receiver walls. According to Shuai et al. (2008), 

manufacturing and assembly errors and unideal sunlight create a bigger solar spot in the focal 

region of a dish and a non-uniformity of heat flux distribution or local overheating in the 

cavity receiver. An upside-down pear-shaped cavity receiver would be the best to prevent 

local overheating in the cavity receiver, according to Shuai et al. (2008). Their study included 

the effects of slope error and sun shape but excluded the effects of solar tracking error and 

specularity error. 
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According to Harris and Lenz (1985), the use of a closed-cavity receiver with an aperture 

window may be questionable since radiation and convection heat losses can be in the 

neighbourhood of 12% of the energy entering the cavity, while a fused quartz or other high-

temperature window will have an overall transmittance in the neighbourhood of 90%. In 

addition, there will still be radiation and conduction heat losses associated with the aperture 

window. The use of a window may thus only introduce an additional system cost. It should be 

noted that the optimum receiver aperture sizes found by Harris and Lenz (1985) were very 

small, since more accurate optics and tracking were considered. In an open Brayton cycle 

using air as working fluid and with less accurate optics, however, a larger receiver is required 

and therefore the radiation and convection heat losses can be much higher. The use of a 

window may be beneficial, especially as the receiver aperture size increases. The use of a 

glass window with a specific coating often works well at lower temperatures. However, at the 

high receiver temperatures required for the open solar thermal Brayton cycle, these coatings 

are often not available and the glass window will increase the complexity of the receiver. In 

this work, a glass window is thus not considered. A study of a receiver with a quartz glass 

cover was done by Cui et al. (2013). In their work, a maximum temperature of 1 073 K was 

investigated.  

 

2.4.3 Heat loss models 

The different methods of modelling heat losses from an open-cavity receiver are available 

(McDonald, 1995; Jilte et al., 2013; Xin and Le Quéré, 2006; Nogueira et al., 2011; Prakash, 

2013; Clausing, 1981; Sendhil Kumar and Reddy, 2008; Vasseur and Robillard, 1982; Saitoh 

and Hirose, 1989; Harris and Lenz, 1985) in the form of conduction, convection and radiation 

heat loss.  

Heat losses from a cavity receiver with frontal and side winds were investigated by 

Ma (1993) and Prakash et al. (2009). For a modified cavity receiver, numerical investigations 

regarding natural convection heat losses (Reddy and Sendhil Kumar, 2009) and radiation heat 

losses (Reddy and Sendhil Kumar, 2008) were presented for the modified cavity receiver. Le 

Roux et al. (2011, 2012a, 2012b) describe the modelling of a modified solar cavity receiver in 

detail. 

The heat loss models presented in the above-mentioned literature are mostly not valid for 

high-temperature receivers as required in the open solar thermal Brayton cycle. According to 

McDonald (1995), the operating temperature range used by the Koenig and Marvin heat loss 

model for natural convection heat loss is considerably higher (valid up to 900 °C) than any 



 

22 

  

other heat loss model in their study. The convection heat loss rate from an open-cavity 

receiver of an open solar thermal Brayton cycle can therefore be determined according to the 

Koenig and Marvin heat loss model (Harris and Lenz, 1985), because it was designed to 

model heat loss from higher-temperature receivers.  

The convection heat transfer coefficient for a cavity receiver will depend on its shape, the 

orientation of the aperture with respect to the wind direction, the wind speed as well as 

skirting or baffling placed around the aperture (Harris and Lenz, 1985). With no attempt to 

suppress forced convection, heat loss due to convection may be as much as three (Ma, 1993) 

to four (Harris and Lenz, 1985) times the magnitude of natural convection heat loss in a 

4.5 m/s – 11 m/s wind depending on the receiver temperature. If a wind skirt is used, forced 

convection heat loss may be roughly twice the magnitude of the natural convection heat loss 

(Harris and Lenz, 1985). Natural convection heat loss is the highest when the receiver 

aperture face is in the vertical plane and negligible when the aperture is facing straight down. 

Overall, the effects of wind on convection heat loss are the greatest for wind blowing parallel 

to the aperture and the smallest for wind blowing directly into the aperture (Ma, 1993). When 

the aperture faces opposite to the wind direction, convection heat loss is not much higher than 

for natural convection heat loss (Harris and Lenz, 1985). 

 

2.5 Recuperator  

In the solar thermal Brayton cycle, a recuperator can be used to preheat air going to the solar 

receiver by extracting heat from the turbine exhaust air (Fig. 2.1). Different designs are 

available for the Brayton cycle recuperator. In solar applications, the recuperator is often 

designed as integral to the micro-turbine. Heat exchangers are required to be efficient, safe, 

economical, simple and convenient (Yilmaz et al., 2001). Heat transfer and pressure losses as 

well as the optimisation of cost, weight and size should be considered while designing the 

heat exchanger (Oğulata et al., 2000). According to Bejan (1982a), heat exchanger 

irreversibilities can be decreased by slowing down the fluid which is travelling through the 

heat exchanger. Also, for a fixed-area heat exchanger, the irreversibility can be reduced by 

allocating the area correctly (Bejan, 1982a). 

Kreith and Kreider (1978) and Hesselgreaves (2000) suggest that counterflow heat 

exchangers should be used in solar thermal power systems and that parallel-flow heat 

exchangers should be avoided. According to Bejan (1982a), counterflow heat exchangers are 

often used in recuperative heating associated with the Brayton cycle. Shah (2005) also 

suggests that counterflow plate-type heat exchangers can be used as compact recuperators 
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with micro-turbines. Shah (2005) gives design criteria for micro-turbine recuperators. Criteria 

such as high performance with minimum cost, high exchanger effectiveness, compactness, 

40 000-hour operation life without maintenance and low pressure loss (< 5%) are given. 

According to Shah (2005), these criteria translate into a thin foil primary surface recuperator 

where flow passages are formed with stamping, folding and welding side edges by an 

automated operation. Such a recuperator is discussed by McDonald (2000; 2003). 

 

 

Figure 2.12 A ceramic counterflow plate-type recuperator (Image extracted from 

Pietsch and Brandes, 1989). 

 

Pra et al. (2008) describe printed circuit technology and plate fin technology for recuperators 

while Tsai and Wang (2009) investigated the design and analysis of a Swiss-roll recuperator. 

Le Roux et al. (2011, 2012a, 2012b) describe the modelling of a plate-type recuperator. 

Traverso and Massardo (2005) discuss the furnace-brazed plate-fin type and the welded 

primary surface-type recuperators. Ultiainen and Sundén (2002) reviewed a recuperator with 

cross-corrugated or chevron pattern heat transfer surfaces. Different recuperator designs 

(Rogiers et al., 2006) and the effects of recuperator channel geometries (Burrow, 1969) are 

available from the literature. A high-temperature ceramic recuperator is described by Pietsch 

and Brandes (1989) and is shown in Fig. 2.12. A stainless steel counterflow plate-type 

recuperator is chosen for this study. 

 

2.6 Optimisation and the second law of thermodynamics 

The method of total entropy generation minimisation is discussed in this section. Firstly, the 

second law of thermodynamics and the basics of exergy analysis and entropy generation 
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minimisation are revisited. This is followed by the application of this method to the 

optimisation of the open solar thermal Brayton cycle.  

 

2.6.1 Background 

2.6.1.1 The second law of thermodynamics and exergy analysis 

Equation (2.8) shows an exergy balance for a control volume according to Bejan et al. (1996) 

and Sonntag et al. (2003). The definition of specific exergy transfer at inlets and at outlets is 

given in Eq. (2.9) (Bejan et al., 1996). There is a fundamental difference between energy and 

exergy: exergy, unlike energy, uses the environment as its reference point. The exergetic 

approach is useful, since one would like to know what the optimal possibilities are for us as 

inhabitants of this environment instead of inhabitants of infinite space. Equation (2.10) 

(Sonntag et al., 2003) gives the expression for the balance of entropy for a control volume. 

For the entropy change of an ideal gas, Eq. (2.11) (Sonntag et al., 2003) can be used with 

constant specific heat. 
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Exergy analysis is often applied to measure the performance of a system as was done by 

Karsli (2007) and Gomez et al. (2010). The total entropy generation rate for a system is found 

by summing the entropy generation rates from various entropy generation mechanisms in the 

system. Jubeh (2005) did an exergy analysis for an open regenerative Brayton cycle with 

isothermal heat addition and an isentropic compressor and turbine. Jubeh (2005) emphasises 

that first and second law analysis together are crucial for understanding and explaining the 

effect of any parameter on the performance of a thermal system. 
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2.6.1.2 The Gouy-Stodola theorem 

The Gouy-Stodola theorem in Eq. (2.12) states that the lost available work, DE , in Eq. (2.8) 

is directly proportional to the entropy generation in a system (Bejan et al., 1996; Bejan, 

1982a; Bejan, 1997). This theorem allows an analyst to describe a quantity to be maximised, 

such as the power output of a system, in terms of the total entropy generation rate in a system.  

 

genD STE 
0                   (2.12) 

 

According to Holmberg et al. (2009), using the theory of Lampinen and Wikstén (2006), 
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where, for a system, h2 is the specific enthalpy of the flow at the outlet and s2 the specific 

entropy at the outlet and where h2R and s2R represent states of the enthalpy and entropy after a 

reversible process, respectively. 

The choice of the control volume boundary is very important in the thermodynamic analysis 

of the solar thermal Brayton cycle and it defines whether Eq. (2.12) or Eq. (2.13) should be 

used in an analysis. For the analysis of a system, Eq. (2.12) can be used. Note that the heat 

losses from components should then be calculated as the heat loss up to the temperature, T0. 

When calculating lost available work for a single component, Eqs. (2.14) and (2.15) can be 

used to calculate the boundary temperature. Le Roux et al. (2013) discuss this in more detail. 
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2.6.1.3 The sun as an exergy source 

The solar input for the solar thermal Brayton cycle can be modelled in different ways. 

Throughout the literature (Reddy et al., 2012; Farahat et al., 2009; Moynihan, 1983; Torchia-

Nunez et al., 2008), the absorbed solar radiation exergy rate, considering the Petela theorem 

(Petela, 1964), is given by 
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where Ts is the apparent blackbody temperature of the sun and *Q  is the total solar power 

input crossing a control volume boundary.  

According to Bejan (1982a), when doing an exergy analysis on a solar thermal system, the 

sun can be considered as an exergy-rich source and as a high-temperature fuel. Bejan (1996a) 

shows that the exergy rate of the sun is given as: 
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where T* is the apparent sun’s temperature as an exergy source and *Q  is the solar heat rate 

crossing a control volume boundary. This method was adopted for the exergy inflow of solar 

collectors by various authors (Kalogirou, 2004; Karsli, 2007; Hepbasli, 2008; Kalogirou, 

2003; Hu et al., 2011). Equation (2.17) was also used to describe the exergy inflow for 

heliostat surfaces by Li et al. (2012) and Xu et al. (2011). The above-mentioned authors 

mostly adopted the value T*, as suggested by Petela (1964), being approximately equal to 

0.75Ts (Bejan, 1982b; Bejan et al., 1981). Ts is the apparent blackbody temperature of the 

sun, which is about 6 000 K, or 5 762 K (Ozturk, 2010; Izquierdo Millan et al., 1996). 

Therefore, T* is considered to be close to 4 500 K (Bejan, 1982b; Bejan, et al., 1981).  

According to Onyegegbu and Morhenne (1993), the expression for the exergy flux which has 

the widest acceptability is the expression, 

 



 

27 

  



























s

a

T

T
QE

3

4
1*                  (2.18) 

 

The selection of the control volume around the analysed system and the selection of *Q , or 

the term in front of the bracket in Eqs. (2.16) – (2.18) is very important. *Q  depends on 

which boundary is referred to in the analysis. For example, Eqs. (2.16) – (2.18) can be used to 

describe the incoming exergy from the sun or the incoming exergy from a reflector as shown 

in Fig. 2.13. *Q  can thus be the beam irradiance, in the case where the incoming exergy is 

from a reflector, or *Q  can be the global solar radiation with a boundary somewhere in the 

atmosphere or even in space.  

 

 

Figure 2.13 Control volume boundary including or excluding the solar reflector. 

 

The available solar radiation per unit area from the sun varies according to days, months and 

environmental conditions. The best database for solar irradiance would be the long-term 

measured data at the site of the proposed solar system (Wong and Chow, 2001). A 

meteorological database can also be used such as given by Remund et al. (1999). 

In this thesis, Eq. (2.17) is used in the analysis of the open solar thermal Brayton cycle with 

T* as the apparent sun temperature and equal to 75% of the blackbody temperature of the 

sun. Also, I is the measured DNI and I
D

Q conc
opticalrefl

4
*

2


 . The dish reflector is thus not 

included in the control volume for thermodynamic analysis. Le Roux et al. (2013) discuss the 

sun as an exergy source in more detail. 

 

2.6.1.4 Entropy generation minimisation 

Thermodynamic optimisation or entropy generation minimisation (EGM) can be applied to 

an exergy analysis to optimise the performance of a system. Maximising the power output of 
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a
 
power plant is equivalent to minimising the total entropy generation

 
rate associated with the 

power plant (Bejan, 2002; Kalogirou, 2004; Keenan, 1951; Bejan, 1988; Bejan, 1996c). 

According to Bejan (1996b), EGM experienced astounding growth during the 1980s and 

1990s in both the engineering and physics fields. The EGM method relies on the 

simultaneous application of heat transfer and engineering thermodynamics. It accounts for the 

inherent irreversibility due to heat, mass and fluid flow processes of devices and installations 

(Bejan, 1996b). EGM has been applied in various fields. The first power generation field to 

use EGM simulations frequently was that of solar power plants. It was found that an optimum 

coupling between a solar receiver and power cycle exists, so that the power output is a 

maximum (Bejan, 1996b).  

According to Salamon et al. (2001), minimising the rate of entropy generation and 

maximising the power both push an operation towards minimum wastefulness, while 

minimum entropy generation and maximum power output are the opposite when considering 

frugality. Therefore, minimum entropy generation is considered as the objective of the 

conservationist and maximum power as the objective of the industrialist when, for example, 

managing an existing power plant or driving a motor vehicle (Salamon et al., 2001). In this 

thesis, however, the term entropy generation minimisation refers rather to the optimisation of 

geometries of a specific design in such a way that a system performs optimally. For example, 

the geometries of the power-producing parts of the engine of a motor vehicle can be designed 

in such a way that it produces maximum power output when a specific amount of fuel is 

available. 

 

2.6.2 Optimisation of the solar thermal Brayton cycle 

2.6.2.1 Results from the literature and influencing factors 

The Brayton cycle and its optimisation have often been investigated in the literature. A 

variety of parametric studies have been conducted on different variations of the Brayton cycle 

and the solar thermal Brayton cycle. Some of these studies are noted in this section. A 

parametric study on the closed recuperative Brayton cycle was conducted (Kaushik and 

Tyagi, 2002). A closed recuperative Brayton cycle with intercooling (Tyagi et al., 2005) and 

with both intercooling and reheat (Tyagi et al., 2006) were also modelled and parametric 

studies were conducted. The efficiency and power output of these cycles were optimised. 

Chen et al. (1997) give the power output and the efficiency of a regenerative and closed 

Brayton cycle as functions of pressure ratios, reservoir temperatures, heat exchanger 

effectiveness, compressor and turbine efficiencies and working fluid thermal capacitance 
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rates. They found that the maximum power output of the system was strongly dependent on 

the effectiveness of the recuperator and that the maximum power output was attained when 

the effectiveness of the system’s hot and cold side was arranged in a particular way. Wu et 

al. (1996) studied the performance of an endoreversible regenerative Brayton heat engine 

with focus on minimising irreversibilities at the hot- and cold-side heat exchangers of the 

system (for example, the solar receiver and the radiator) and the recuperator. They found 

maximum net power output of the system when the hot- and cold-side heat exchangers and 

the recuperator were ideal. However, these conditions require infinitely large components, 

making the system impractical. 

Stevens et al. (2004) and Stevens and Baelmans (2008) state that a recuperator is often used 

to improve the overall cycle efficiency of a standard gas turbine and that a high heat 

exchanger effectiveness and low pressure drop are required to achieve maximum cycle 

efficiency. According to these authors, finding a compromise between these conflicting 

requirements is the main challenge in recuperator design. Stevens and Baelmans (2008) 

found that for maximum cycle efficiency, the cold- and hot-side pressure drops of a micro-

recuperator used in a gas turbine cycle were uniquely connected, since their ratio depended 

primarily on the compressor pressure ratio. Stevens et al. (2004) also found that the 

recuperator effectiveness should be as high as possible and that the pressure drop should be 

preferably located at the cold side of the recuperator. Thus they concluded that the hot 

channels should be larger than the cold channels. They also concluded that for a fixed 

recuperator volume optimisation, the recuperator should be as short as possible with an as 

high as possible cross-sectional area. 

Roco et al. (1997) present a general theoretical framework for a recuperative gas turbine 

cycle with external and internal irreversibilities in order to study the maximum power output, 

maximum efficiency, efficiency at maximum power, power at maximum efficiency and 

optimum pressure ratios. The optimal operating conditions were investigated in terms of the 

isentropic efficiencies of the compressor and turbine, pressure drops in the hot and cold 

streams and effectiveness of the heat exchangers. They found that the maximum efficiency 

and maximum power operating points were coincident at a recuperator efficiency of 50%. 

Cheng and Chen (2000) used thermodynamic optimisation to optimise the power output of an 

endoreversible intercooled Brayton cycle coupled to two heat reservoirs with infinite thermal 

capacitance rates. The effects of intercooling on the maximum power of an endoreversible 

Brayton cycle were examined. They found that an endoreversible intercooled Brayton cycle 

was better than an endoreversible simple Brayton cycle without lowering the thermal 
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efficiency. A similar work was done by Wang et al. (2005). They found that there existed an 

optimal intercooling pressure ratio for maximum power. 

Zhang et al. (2007) established a model in which the heat losses of the solar collector and the 

external and internal irreversibilities of a solar-driven Brayton heat engine were taken into 

account. This model was done for a solar thermal Brayton cycle without a recuperator. It was 

found that the performance characteristics of an irreversible solar thermal Brayton heat 

engine were different from those of a solar-driven heat engine consisting of an endoreversible 

Brayton heat engine. It was found that the larger the heat losses in the solar collector, the 

lower the optimum operating temperature of the solar collector and the smaller the maximum 

overall efficiency of the system. 

 

2.6.2.2 Optimisation using EGM and geometry optimisation 

The method of total entropy generation minimisation as applied to the solar thermal Brayton 

cycle is discussed in this section. However, in most of the above-mentioned analyses using 

EGM (or minimisation of irreversibilities), geometry optimisation was not done (except, for 

example, Stevens et al., 2004). The effects of component geometries were thus not included. 

The many factors influencing the performance of the system can be much better understood 

with the use of entropy generation minimisation and the optimisation of geometries for each 

unique case of the solar thermal Brayton cycle. 

Geometric optimisations for the open solar thermal Brayton cycle with recuperator using 

thermodynamic optimisation were done by Le Roux et al. (2011, 2012a, 2012b). Le Roux et 

al. (2011) found that the optimised systems’ irreversibilities were spread throughout the 

system in such a way that the internal irreversibility rate was almost three times the external 

irreversibility rate. The geometries of a modified cavity receiver and plate-type recuperator in 

an open and direct solar thermal Brayton cycle were optimised using EGM. 

 

2.6.2.3 Effect of weather conditions 

Various preliminary studies were done (Le Roux et al., 2012a; 2012c; 2012d) to model the 

effect of weather conditions on the performance of the open solar thermal Brayton cycle with 

fixed optimised components. In these results, the receiver was modelled as described in Le 

Roux et al. (2012a, 2012c, 2012d). Figure 2.14 shows that the net power output of a small-

scale open and direct solar thermal Brayton cycle with concentrically wound  tube  cavity  

receiver  and 4.8 m  diameter  dish depends  on the  maximum  receiver  surface  temperature,  

net  absorbed  heat rate and micro-turbine operating point. Figure 2.14 shows lines of 
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constant net absorbed heat rate (depending on weather condition) and constant maximum 

receiver surface temperature (depending on compressor pressure ratio). Thus for any net 

absorbed heat rate available at the cavity receiver, the maximum net power output and 

optimum operating point can be determined from Fig. 2.14 for a specific allowable maximum 

receiver surface temperature. The maximum net power output is found at the intersection of 

the line of net absorbed heat rate with the line of allowable maximum receiver surface 

temperature. Figure 2.14 is specific to the micro-turbine used in the analysis. 

 

 

Figure 2.14 Performance map of a small-scale open solar thermal Brayton cycle with 

fixed optimised geometries in various weather conditions. 

 

The performance map shows that the system can perform optimally at any weather condition 

and at any allowable maximum receiver surface temperature. When the net absorbed heat rate 

increases, the optimum system mass flow rate or compressor pressure ratio increases. For a 

system with fixed receiver and recuperator geometries, it was found that the weather would 

influence the net power output of the system. 
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2.7 Summary 

The performance of the small-scale open solar thermal Brayton cycle with recuperator can be 

modelled and optimised. A literature study of the solar thermal Brayton cycle, its components 

and its optimisation was given in this chapter. The method of total entropy generation 

minimisation was found to be a holistic optimisation approach whereby the components of 

the cycle could be optimised. The factors contributing to the temperature profile and net heat 

transfer rate on the receiver wall can be divided into two components: geometry-dependent 

and temperature-dependent. It was found that the specular reflectance of any reflector was a 

function of time and that the errors due to the solar collector could be modelled with 

SolTrace, a ray-tracing algorithm. The Koenig and Marvin heat loss model was identified to 

model the convection heat loss rate from an open-cavity receiver. An open-cavity tubular 

stainless steel solar receiver and a counterflow plate-type stainless steel recuperator were 

identified as cost-effective and low-complexity solutions for the open solar thermal Brayton 

cycle. With the literature available, the modelling and optimisation of the small-scale open 

solar thermal Brayton cycle can be introduced.  
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CHAPTER 3 

MODELLING AND OPTIMISATION 

________________________________________________________________ 

 

3.1 Introduction 

The modelling and optimisation of the components used in the small-scale dish-mounted 

open solar thermal Brayton cycle are discussed in this chapter. In SolTrace, the effects of 

optical errors and tracking errors on the solar receiver’s performance are investigated so that 

an optimum ratio of receiver aperture area versus concentrator area can be found. To 

maximise the net power output of the cycle, an objective function, based on the method of 

total entropy generation minimisation, is presented in terms of the geometry variables of an 

open-cavity tubular solar receiver and counterflow plate-type recuperator. A method to 

determine the receiver tube surface temperatures and net heat transfer rates along the length 

of the receiver tube is presented. The modelling of the open solar thermal Brayton cycle in 

Flownex is also discussed.  

 

3.2 Structuring the objective function for solar thermal Brayton cycle optimisation 

When taking a control volume around an open and direct solar thermal Brayton system and 

assuming steady state, it can be determined where exergy is crossing the boundary. An 

exergy analysis was conducted for the system shown in Fig. 3.1 with reference to Fig. 2.1. 

 

 

Figure 3.1 Control volume for the open solar thermal Brayton cycle. 

 

The following equations arise, which can be used as objective function: 
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Furthermore, the total internal entropy generation rate of the system can be written in terms 

of the sum of the entropy generation rate of each component and duct in the system. The 

entropy generation rate of each component is, in turn, a function of geometry variables. Thus, 

we have the total internal entropy generation rate as: 

 

)()23()(, rrecuperatogenductgencompressorgenjgengen SSSSS  
)()89()()67()()45( othergenductgenturbinegenductgenreceivergenductgen SSSSSS               (3.3) 

 

Equation (3.3) can then be substituted into Eq. (3.2) to get the net power output for the open 

solar thermal Brayton cycle. The net power output is then written in terms of the total entropy 

generation rate of each of the components and ducts in the system. This equation can, in turn, 

be written in terms of all the geometry variables in the system. This equation for the net 

power output is the objective function, which should be maximised by optimising the 

geometry variables that describe the temperatures and pressures at each point in the system, 

subject to global constraints.  

Note that for the analysis of the cycle, it is assumed that T8 = T9 and T2 = T3 with reference to 

Fig. 2.1 (the recuperator and micro-turbine are close to each other). It is also assumed that 

P2 = P3 and P8 = P9. Note that T1 = 300 K and P1 = P10 = P11 = 86 kPa (see Fig. 2.1). Also 

note that T10 = T11 as it is assumed that the control volume boundary is very close to the hot 

stream exit of the recuperator. The temperatures and pressures in the system can be found 

with iteration using the isentropic efficiencies of the compressor and turbine as well as the 
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recuperator and receiver efficiencies. In this work, Matlab is used to determine the maximum 

net power output of the system as well as the optimum receiver and recuperator geometries. 

In the following sections, the modelling of these components, and thus the building blocks for 

structuring the objective function, is discussed. The many factors influencing the 

performance of an open solar thermal Brayton cycle can be understood much better with the 

use of the method of total entropy generation minimisation. 

 

3.3 Solar collector 

The factors contributing to the temperature profile and net heat transfer rate on the receiver 

wall can be divided into two components: geometry-dependent and temperature-dependent. 

The geometry-dependent factors include the concentrator dish with its optics: tracking error, 

specularity error, slope error, reflectance, spillage and shadowing. The optimum ratio of 

receiver aperture area versus concentrator area, A’, can be determined with SolTrace. The 

radiation heat flux from the inner walls of the receiver onto the other walls is temperature-

dependent and cannot be modelled with SolTrace. The temperature-dependent factors when 

modelling the solar receiver are discussed in Section 3.4. 

 

 

Figure 3.2 Example of an analysis done in SolTrace for the solar dish and receiver. A 

zoomed-in view of the solar receiver is shown on the right. 

 

Figure 3.2 shows an example of the use of SolTrace to model the collector of a solar thermal 

Brayton cycle. A parabolic dish rim angle of 45° is investigated. In SolTrace, optical errors in 

the range of 0 to 50 mrad and tracking error in the range of 0° to 2° are investigated to 
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determine the effect on the performance of the open-cavity receiver. According to SolTrace, 

the optical error of the dish is determined from the slope error and specularity error as shown 

in Eq. (3.4). 

 

  2/1224 yspecularitslopeoptical  
                                                                

      (3.4) 

 

A pillbox sunshape is assumed in the SolTrace analysis since a Gaussian sunshape is not 

recommended for highly accurate systems. The parameter for the pillbox, being a flat 

distribution, is simply the half-angle width, chosen as 4.65 mrad. SolTrace also includes the 

effect of the shade of the receiver on the concentrator. SolTrace is used to get the solar power 

available at different sizes of receiver apertures. It is also used to get the solar heat flux 

available at the inner walls of the receiver. The reflectance of sunlight from the cavity walls 

is accounted for in SolTrace so that the solar heat flux at the final intersection of the receiver 

can be determined.  

 

3.4 Solar receiver 

3.4.1 Solar receiver entropy generation 

There are three main features that cause irreversibilities in the operation of any solar receiver: 

heat transfer from the sun to the receiver, heat loss from the receiver to the environment and 

the internal irreversibility in the receiver (Bejan, 1982a). The entropy generation rate of a 

solar receiver can be written as Eq. (3.5) (Kalogirou, 2004; Bejan, 1997; Rayegan and Tao, 

2011), where the solar receiver receives solar radiation at the rate, *Q . 
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T* is the apparent sun temperature as an exergy source, T0 is the ambient temperature, and Tr 

is the surface temperature of the absorber or receiver temperature. For a non-isothermal 

receiver and neglecting pressure loss (Torres-Reyes et al., 2001; Bejan, 1982a; Kalogirou, 

2004): 
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The entropy generation rate in the open-cavity receiver of a solar thermal Brayton cycle for 

an ideal gas where the pressure loss is included is determined with Eq. (3.7): 
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Note that in Eq. (3.7), Ts,ave = Tb, which is the temperature of the boundary across which the 

heat is being transferred. Equation (3.7) can be substituted in Eq. (3.2) and Eq. (3.3). Note the 

cancellation of the terms   receiverlossaves QTT ,,0 /   and   **/0 QTT   in the objective function when 

the entropy generation term is substituted into Eq. (3.2). From Eq. (3.7), it is shown that the 

net absorbed heat rate, heat loss rate, inlet and outlet temperatures and inlet and outlet 

pressures are required to calculate the entropy generation rate of a solar receiver. These 

values will depend on the time of day, month and year as well as the receiver type and 

receiver design.  

The second law efficiency is defined as the efficiency of conversion of an exergy source. The 

second law efficiency in Eq. (3.8) gives a good indication of how the receiver will perform in 

the open solar thermal Brayton cycle. Note that the denominator is the rate of solar exergy 

source available at the receiver aperture and the numerator is the rate of exergy source minus 

the irreversibility rate. The irreversibility rate is available from the entropy generation rate in 

Eq. (3.7). 

 

*
*

1

lnln
*

*
*

*
1

0

000

,

000

2

Q
T

T

P

P
RmT

T

T
cmT

T

QT

T

QT
Q

T

T

in

out

in

out
p

aves

loss

ndLaw














































                        (3.8)
 

 

3.4.2 Solar receiver modelling 

A simple open-cavity tubular receiver is considered as receiver to be optimised in a small-

scale open solar thermal Brayton cycle. Air travels through the inside of the tube and captures 

the net available heat. The receiver and its heat loss model are shown in Fig. 3.3 and Fig. 3.4 

respectively.  
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Figure 3.3 A rectangular open-cavity solar receiver. 

 

 

Figure 3.4 Heat loss from the open-cavity receiver. 

 

A stainless steel tube with diameter, d, is coiled to form a solar cavity. This diameter can be 

optimised in the objective function in Eq. (3.2). Sunlight is absorbed on the inside of the 

cavity. The reflectance of the tube is assumed to be 15% (oxidised stainless steel). The 

receiver should be able to operate at a maximum surface temperature of 1 200 K. The 

receiver (Fig. 3.3) is covered with insulation. The heat loss from the receiver consists of 

convection, radiation and conduction heat loss. For ease of manufacturing, a rectangular 

cavity receiver is studied. For the rectangular cavity receiver studied, the depth of the receiver 

is equal to 2a. The net heat transfer rate at the receiver tube is  
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convlosscondlossradlossnet QQQQQ ,,,*                   (3.9) 

 

3.4.2.1 Conduction heat loss from the solar receiver 

For the receiver insulation, a high-temperature ceramic fibre is used. The conduction heat 

loss rate is calculated with Eq. (3.10) by assuming an average wind speed of 2.5 m/s for 

Pretoria. Note that an average surrounding temperature of 300 K and atmospheric pressure of 

86.6 kPa is assumed. 

 

     AktAhTTRTTAQ insinsouteravestotalavescondloss //1// ,,,  


                (3.10)
 

 

An insulation thickness of tins = 0.1 m is assumed for the receiver insulation. An average 

insulation conductivity of 0.061 W/mK at 550 °C is assumed, according to Harris and 

Lenz (1985). The convection heat transfer coefficient on the outside of the insulation is 

determined by assuming a combination of natural convection and forced convection due to 

wind. It is assumed that the receiver will be operating at an average angle of 45° for most of 

its lifetime in Pretoria and that the wind will mostly be either from the side or the back, since 

the dish will be shielding the receiver from wind. It is assumed that the effect of wind on the 

insulation is similar to forced convection on a flat plate for two sides of the receiver and for 

the receiver top, and similar to a rectangular shape in forced convection for the other two 

sides of the receiver. The Nusselt number for forced convection for the combined laminar and 

turbulent flow over the receiver insulation on the sides in parallel with the wind direction is 

(Ҫengel, 2006): 

 

3/18.0

1 Pr)871Re037.0(/  Lside kLhNu
              (3.11)

 

 

The Nusselt number for forced convection on the other sides of the receiver is 

(Zukauskas, 1972): 

 

3/1675.0

2 PrRe102.0/  kLhNu side                (3.12)
 

 

The Nusselt number for natural convection on the vertical sides of the receiver is (Churchill 

and Chu, 1975): 
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4/1
59.0 LRaNu                   (3.13) 

 

It is assumed that the Nusselt number for natural convection on the upper tilted side of the 

receiver is the same as the Nusselt number on the lower tilted side (Ҫengel, 2006):   

 

  4/14/1
cos59.0 LRaNu                  (3.14) 

 

where Ɵ is 45°. 

 

For the combined natural and forced convection, the Nusselt number is (Ҫengel, 2006; Lloyd 

and Sparrows, 1970): 

 

  5.3/15.35.3

naturalforcedcombined NuNuNu 
               (3.15) 

 

From these equations, Eq. (3.16) was found for small-scale applications, in the range of 

receiver apertures of up to 2 m diameter, assuming an average heat transfer coefficient over 

the whole receiver (Le Roux et al., 2014b). 

 

86.1)//1(  insinsouter kth
                (3.16) 

 

The emissivity of the ceramic fibre insulation is assumed to be 0.9 at normal temperatures, 

according to Wallis (1989). For the purpose of this study, the heat loss from the receiver 

insulation outer surface due to radiation is neglected as the surface temperature of the 

insulation is assumed to be close to the environment temperature. 

 

3.4.2.2 Radiation heat loss from the solar receiver 

The total radiation heat loss rate from the receiver aperture is calculated with Eq. (3.17).  

 

 44

,,  TTAQ avesapradloss                 (3.17) 
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When calculating the temperature profile along the length of the receiver tube, the radiation 

heat loss rate and heat gain rate at different sections of the inner wall are determined with the 

use of Eq. (3.18). The view factor is important when determining the temperature profile on 

the receiver tube.  
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3.4.2.3 Convection heat loss from the solar receiver 

The convection heat loss rate from the open-cavity receiver is determined according to the 

Koenig and Marvin heat loss model (Harris and Lenz, 1985), because it was designed to 

model heat loss from higher temperature receivers, as discussed in Chapter 2. The convection 

heat loss rate is determined as follows:  
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where 
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The convection heat loss rate from the open-cavity receiver aperture is calculated with 

Eq. (3.25) where w is the wind factor, assumed 2 for 2.5 m/s wind when considering the 

literature study. 

 

  TThwAQ avesapconvloss ,, 9
                          (3.25) 

 

Similarly, the convection heat loss rate from each tube section is calculated with Eq. (3.26).   

 

  TTwAhQ nsnnnconvloss ,,,


                           (3.26) 

 

3.4.2.4 Solar receiver pressure drop 

For a fixed receiver aperture area, the larger the receiver tube diameter, the shorter the tube 

length will be and the smaller the pressure drop. A larger receiver tube diameter will also 

result in a smaller pressure drop due to bends, because less bends or corners will be required 

to construct the receiver. The pressure drop through the tube is calculated as (White, 2005; 

Ҫengel, 2006): 
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where f  is determined from the Colebrook (1939) equation for rough stainless steel and the 

K-values are determined from White (2005) for standard 90° bends, available for the specific 

tube diameter being studied.  

 

3.4.2.5 Method of determining receiver tube surface temperatures and net heat transfer rates 

The temperature profile on the inner-cavity walls, which is the receiver tube surface, is 

determined by dividing the tube into a number of equally sized sections. The temperature 
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profile on the receiver walls depends on the size of the receiver and concentrator. The 

temperature profile and net heat transfer rate through the tube can be determined as follows:  
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since the fluid temperature at the centre of a control volume under consideration is  
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and 

 

 nfnsnnnet TThAQ ,,, 
                                   (3.30)

 

 

where Tin,0 is the temperature of the air at the inlet of the receiver. Tin,n is calculated from the 

heat gained at the previous tube sections. The following set of equations is also required to 

solve the surface temperatures and the rates of heat transfer into the tube at the different 

sections of the tube’s length. Using Eqs. (3.28) and (3.31), an equal number of equations and 

variables are available to be solved. 
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since  
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and  
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                     (3.33) 

 

Using Gaussian elimination and Matlab, the surface temperatures (Ts,n) and net heat transfer 

rates (
nnetQ ,

 ) can be obtained. For radiation heat loss to other tube sections, it is assumed that, 

in the range of temperatures between 1 000 K and 1 300 K, 4

,nsT  (see Eq. (3.33)), is a linear 

function of Ts,n (see Fig. 3.5) in the form of m1Ts,n+c1 (see Eq. (3.31)).  For convection heat 

loss from surface temperatures between 900 K and 1 350 K, a linear function for the heat loss 

rate was also determined and used in the analysis. The largest error in making these 

assumptions was R
2
 = 0.988. These heat loss functions had to be linearised so that simple 

Gaussian elimination could be used to determine the unknown surface temperatures and net 

heat transfer rates at each section of the receiver tube wall. 

 

 

Figure 3.5 Regression line for Ts
4

  with R
2
-value of 0.988. 

 

The conductivity of the stainless steel tube at the considered temperatures is assumed to be 

30 W/mK (Outukumpu, 2013), and thus the thermal resistance due to conductivity through 

the tube wall of 2 mm thickness is neglected.  
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3.5 Recuperator 

3.5.1 Recuperator entropy generation 

To model the recuperator entropy generation, the inlet and outlet temperatures and pressures 

and the heat loss from the recuperator are required. The entropy generation rate in the 

recuperator is shown in Eq. (3.34) for an ideal gas (see Fig. 3.6). This equation or a similar 

version is also used in the literature by various authors (Bejan et al., 1996; Bejan, 1982a; 

Jubeh, 2005; Oğulata et al., 2000; Yilmaz et al., 2001; Hesselgreaves, 2000; Ordóñez and 

Bejan, 2000). 
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             (3.34) 

 

The fluid going from Position 1 to Position 2 is the cold stream and the fluid going from 

Position 3 to Position 4 is the hot stream in the heat exchanger as shown in Fig. 3.6. 

 

 

Figure 3.6 Heat exchanger with cold stream (1-2) and hot stream (3-4). 

 

According to Ordóñez and Bejan (2000), entropy is also generated due to the discharge at the 

recuperator in an open cycle, hence Eq. (3.35). The equation to be used in an analysis 

depends on the definition of the boundaries of the control volumes of the recuperator and the 

system.  

 

   

   
b

regloss
k

k

p
k

k

p

pppgen

T

Q
PPcmPPcm

T

TT
cmTTcmTTcmS

,)1(

340

)1(

120

0

02

0340120

/ln/ln

/ln/ln



























 




           (3.35) 
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Equation (3.35) should not be used when the entropy generation due to the exhaust of the 

open system (warm air outlet) is already added as a separate entropy generation mechanism 

as in Eq. (3.2). Eq. (3.34) is thus used in conjunction with the objective function in Eq. (3.2). 

 

3.5.2 Recuperator modelling 

 

 

Figure 3.7 Recuperator geometry. 

 

 

Figure 3.8 Recuperator design in SolidWorks. 

 

A counterflow plate-type recuperator is used as shown in Fig. 3.7 and Fig. 3.8. The channels 

with length, Lreg, and aspect ratio, a/b, are shown. These channel dimensions and the number 

of channels can be optimised in the objective function in Eq. (3.2). The thickness of the 

material between the hot and cold stream, t, is 1 mm. The pressure drop through the 
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recuperator is calculated with the friction factor for fully developed laminar flow or with the 

Colebrook (1939) equation, depending on the Reynolds number. Hesselgreaves (2000), 

Oğulata et al. (2000) and Ordόñez and Bejan (2000) suggest that the  ε-NTU (effectiveness – 

number of transfer units) method, based on the second law of thermodynamics, can be used 

to get the outlet temperatures and the total heat transfer rate from the hot fluid to the cold 

fluid. This is shown in the literature, for example, by Haugwitz (2002). 

The heat loss to the environment from the surface of the recuperator can be a significant 

factor and it is recommended that it is included in the solar thermal Brayton cycle analysis.  

In this work, an updated version of the ε-NTU method is used (Nellis and Pfotenhauer, 2005), 

which includes heat loss from the recuperator because the recuperator is operating at a very 

high temperature and heat loss from the recuperator cannot be assumed negligible. The 

updated version of the ε-NTU method, according to Nellis and Pfotenhauer (2005), as applied 

in this work is shown below. The hot-side and cold-side efficiencies of the recuperator can be 

calculated with 
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For the recuperator, the heat loss rate from the hot side and cold side of the recuperator is 

calculated with 
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In many counterflow heat exchangers, the heat flow through the material in the longitudinal 

direction is neglected in determining the temperature profile over the heat exchanger. 

Equation (3.56) (Bahnke and Howard, 1964, cited in Lerou et al., 2005) is a dimensionless 

parameter that shows whether longitudinal conduction can be neglected or not, where k is the 

thermal conductivity of the heat exchanger material and A the cross-sectional area. The 

longitudinal conduction cannot be neglected if 
BH >10

-2
 (Lerou et al., 2005). 
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                   (3.56) 

 

3.6 Compressor and turbine 

The geometry variables of the compressor and turbine are not considered for optimisation in 

this work. However, various off-the-shelf micro-turbines are considered as parameter in the 

objective function. Radial flow turbines are mostly used in small-scale power cycles and 
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therefore standard off-the-shelf micro-turbines from Honeywell (Garrett, 2014) are 

considered.  

 

3.6.1 Compressor and turbine entropy generation 

Equations (3.57) and (3.58) show the equations for the entropy generation rates for the 

compressor and turbine in the case of an ideal gas. These equations were also given by 

Jubeh (2005) and Bejan (1982a). The control volumes of the compressor and turbine are 

shown in Fig. 3.9 and Fig. 3.10 respectively. Equations (3.57) and (3.58) are formulated in 

terms of pressures and temperatures, which could be described by the isentropic efficiencies. 

The definitions of these efficiencies are commonly available, for example, from Weston 

(2000), Dixon (2005) and Haugwitz (2002). The calculation of the entropy generation rate for 

these components at different temperatures and pressures is important in the derivation of the 

objective function in Eq. (3.2). The pressures and temperatures can thus be written in terms of 

the geometry variables of the receiver and recuperator.  
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                (3.57) 

 

 

Figure 3.9 Control volume for the compressor. 

 

 

Figure 3.10 Control volume for the turbine. 
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                (3.58) 

 

3.6.2 Compressor and turbine modelling 

When considering geometric optimisation of components in a system using a turbomachine, 

the compressor or turbine pressure ratio can be chosen as a parameter (Wilson and 

Korakianitis, 1998; Snyman, 2009; Lidsky et al., 1991). In this work, for a specific micro-

turbine, the turbine operating point (turbine corrected mass flow rate and turbine pressure 

ratio) is chosen as parameter. The turbine corrected mass flow rate and turbine pressure ratio 

can be modelled with the use of the turbine map when considering experimental results for 

turbines and their mass flow rates (Zhuge et al., 2009). Note that the turbine corrected mass 

flow rate is a function of the turbine pressure ratio. The turbine operating point is thus used as 

parameter in the objective function so that the maximum of the objective function can be 

found at different parameter values. 

 

3.6.2.1 Compressor modelling 

The compressor isentropic efficiency, compressor corrected mass flow rate, compressor 

pressure ratio and rotational speed are intrinsically coupled to each other and are available 

from the compressor map (Garrett, 2014). The compressor should operate within its 

compressor map range, otherwise flow surge or choking can occur. These maps are mostly 

fitted with functions to make the modelling easier as shown by Haugwitz (2002) and Frei 

(2004), or fitted using software such as GTPower or TCMAP or as shown by Westin (2005). 

Methods to model the compressor, based on its geometry, are also available (Zhuge et al., 

2009). Wahlström and Eriksson (2011) also present methods of compressor modelling. Le 

Roux et al. (2013) describe different compressor modelling techniques in detail.  

In this work, however, the compressor isentropic efficiency and shaft speed are obtained with 

interpolation. The corrected compressor mass flow rate can be calculated with Eq. (3.59) 

since the mass flow rate through the compressor is equal to the mass flow rate through the 

turbine. Note that P1 and T1 are in psi and degrees Fahrenheit respectively (Garrett, 2014). 
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3.6.2.2 Turbine modelling 

The  turbine  map shows  the  turbine  corrected  flow  as  a  function  of  the  turbine pressure 

ratio. The mass flow rate can be calculated using Eq. (3.60), where P7 is in psi and T7 in 

degrees Fahrenheit respectively (Garrett, 2014). 
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                  (3.60) 

 

Turbine maps are not as available as compressor maps and even if they are available, the 

turbine efficiency is not always shown on the map; rather, a maximum efficiency is given. 

This often makes the modelling of the turbine efficiency difficult. According to Watson and 

Janota (1982) and experimental results by Westin (2005), Haugwitz (2002) and Zhuge et 

al. (2009), it can be assumed that the turbine efficiency is a function of the pressure ratio and 

the speed of the shaft and that a maximum efficiency exists for each speed line. The 

modelling techniques described by Westin (2005) and Reuter et al. (2010) are shown by Le 

Roux et al. (2013). 

According to Westin (2005), Renberg (2008), Watson and Janota (1982) and Moraal and 

Kolmanovsky (1999), steady flow theory states that if the data in an original turbine map, 

showing a curve on axes of pressure ratio versus mass flow rate, is plotted as efficiency 

versus blade speed ratio (U/Cs or BSR), all data points would fall onto a parabolic curve, with 

a definite peak. This peak should be positioned at U/Cs = 0.707 if the ratio of expansion 

between turbine rotor and housing (reaction) is 50%, which seems to be common for vaneless 

radial turbines. This is also found in the doctoral thesis of Shaaban (2004), who suggests that 

the blade speed ratio is the most commonly used parameter to define the turbine efficiency. 

This phenomenon, when plotting efficiency versus BSR, is also found from turbocharger 

testing and research results (Newton et al., 2012). It is debatable how the turbine works under 

unsteady flow - Westin (2005) shows that the blade speed ratio at maximum efficiency can 

stray away from the standard value of 0.707, at non-steady conditions. According to Watson 

and Janota (1982), the problem can be treated as quasi-steady flow, meaning that the turbine 

performs under non-steady flow in the same way as it would if those sudden flow conditions 

were steady. Evidence on the error introduced by this assumption is not entirely consistent 

and it is commonly believed that the error will not exceed 5% (Watson and Janota, 1982). 

Capobianco and Marelli (2011) show the errors due to this assumption. The blade speed ratio 
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can be determined as (Westin, 2005; Wahlström and Eriksson, 2011; Batteh and Newman, 

2008) 
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so that when it is assumed that the maximum efficiency is found at BSR = 0.707, rt can be 

found for a specific speed (N). The points of maximum turbine efficiency for each speed line 

can be plotted on the given turbine map (mass flow rate versus pressure ratio). This 

maximum efficiency is also given on the turbine map. When considering experimental results 

by Westin (2005), Zhuge et al. (2009) and Haugwitz (2002), it is assumed that the turbine 

efficiency can be presented, with pressure ratio on the x-axis, by plotting curves for each 

speed line which goes through the point of maximum efficiency. The efficiency can be 

modelled as a parabolic function of the blade speed ratio (Frei, 2004; Zhuge et al., 2009; 

Wahlström and Eriksson, 2011; Jung et al., 2002): 
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According to Guzzella and Onder (2010), simplified closed-form descriptions of the turbine’s 

efficiency can be approximated by 

 






























2

max,

2
)(

optopt

tt
BSR

BSR

BSR

BSR
BSR                 (3.63) 

 

where, in automotive applications, typical values are ηt,max ≈ 0.65 to 0.75 and 

BSRopt ≈ 0.55 to 0.65. Thus, Eqs. (3.62) and (3.63) are essentially the same.  

From the above, it is concluded that from a basic turbine map, the turbine efficiency can be 

calculated as a function of pressure ratio and speed with the use of the blade speed ratio.  
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3.7 Other entropy generation mechanisms  

Other entropy generation mechanisms occurring in the open solar thermal Brayton cycle, 

considered in this work, include entropy generation due to pipes and pipe bends. The entropy 

generation due to these mechanisms when assuming an ideal gas flow can be calculated with 
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               (3.64) 

 

The modelling of fluid flow in straight pipes, bent pipes and flow splits is discussed in the 

literature (Renberg, 2008; Haugwitz, 2002). Other typical flow restrictions can be modelled 

as shown by Frei (2004).  

Often, the bearings of turbomachines are cooled using oil or water. The entropy generated 

from such a system can be described as shown in Eq. (3.65) and included in an objective 

function. The cooling flow loop can also be modelled separately or as the heat loss in 

Eqs. (3.57-3.58). 
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                  (3.65) 

 

When a solid or a liquid crosses the control volume boundary of the system, the entropy 

change can be modelled with Eq. (3.66) instead of Eq. (2.11). 
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3.8 Flownex modelling 

Flownex is an integrated systems CFD code. Flownex is used for the design, simulation and 

optimisation of complete thermal fluid systems. Standard components are linked together to 

build flow systems. Flownex has an easy-to-use graphical user interface and results are 

presented in a graphical output. As validation, the complete integrated open solar thermal 

Brayton cycle with fixed components is modelled in Flownex at steady state. Figure 3.11 

shows an example of how the system was modelled in Flownex for this study. 
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Figure 3.11 Flownex modelling of the small-scale open solar thermal Brayton cycle. 

 

3.9 Summary 

The modelling and optimisation of the components in a small-scale open solar thermal 

Brayton cycle were described in this chapter. The building blocks for an objective function 

for the net power output of the cycle were discussed. With the use of the presented models 

and iteration in Matlab, the net power output and temperatures and pressures can be 

determined for the cycle. The net power output of the cycle can be maximised by choosing 

different micro-turbines and their operating points and by optimising the geometries of the 

receiver and the recuperator. The factors contributing to the temperature profile and net heat 

transfer rate on the receiver wall were divided into geometry-dependent and temperature-

dependent components. The heat available at the tubular solar cavity receiver was modelled 

with SolTrace and heat loss models from the literature were used to determine the heat loss. 

A method to determine the net heat transfer rate and surface temperatures on the receiver tube 

was presented. The efficiency of the counterflow plate-type recuperator was modelled with 

an updated ε-NTU method, which included heat loss to the environment. It was shown that 

the turbine efficiency of the micro-turbine can be modelled by determining the blade speed 

ratio of the turbine. The modelling and optimisation method described in this chapter is used 

in Chapter 4 to determine the optimum concentrator-to-receiver-area ratio, optimum receiver 

tube diameter and optimum recuperator geometries.  
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CHAPTER 4 

ANALYTICAL RESULTS 

________________________________________________________________ 

 

4.1 Introduction 

The receiver surface temperature and net heat transfer rate for heating air will depend on the 

receiver size, mass flow rate through the receiver, receiver tube diameter, receiver inlet 

temperature and dish errors. The cost of the dish and tracking system of an open solar thermal 

Brayton cycle depends on the precision of the dish and tracking system. In this chapter, the 

maximum allowed dish-to-receiver-area ratio is found for the open solar thermal Brayton 

cycle with a tracking error of 1° and an optical error of 10 mrad. The optimum receiver tube 

size, recuperator geometry and micro-turbine to be used in a small-scale open solar thermal 

Brayton cycle for maximum net power output are determined. The analytical and numerical 

results of the performance of a dish-operated small-scale recuperated open solar thermal 

Brayton cycle are given and discussed. The results of the cycle’s performance as calculated 

analytically and numerically are compared for validation.  

 

4.2 Analytical results 

4.2.1 Receiver performance 

4.2.1.1 Preliminary results 

Firstly, the effect of reflectivity and optical errors on the intercepted heat rate of an open-

cavity receiver is investigated. Figures 4.1-4.3 show the optical efficiency of the receiver as a 

function of area ratio, A’ (Aap/Aconc), as determined with SolTrace. The optical efficiency is 

the solar power available at the aperture of a rectangular open-cavity receiver, relative to the 

solar power available after being concentrated at the dish, thus  solarrefloptical QQ   * . 

Figures 4.1-4.3 show the optical efficiency when the tracking error is 0°, 1° and 2° 

respectively. The results show that, for small optical errors, the optimum area ratio increases 

as the tracking error increases. Note that the optical error should be multiplied with the 

reflectivity of the concentrator dish and solarQ  to determine the available solar power, *Q , at 

the receiver aperture. These results are thus valid for all sizes of dish collectors. 

By assuming an average receiver surface temperature of 1 150 K in the preliminary study, the 

heat losses from the receiver due to conduction, radiation and convection were determined 

with the heat loss models as described in Chapter 3. Figures 4.4-4.7 show the overall receiver 
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efficiency, which is the product of the optical efficiency and the receiver efficiency as shown 

in Eq. (2.6). Note that the overall receiver efficiency should be multiplied with the reflectance 

of the concentrator dish surface and solarQ  to determine the total net heat transfer rate in the 

receiver, 
netQ . 

 

 

Figure 4.1 Optical efficiency of a solar dish and receiver with a tracking error of 0°.  

 

 

Figure 4.2 Optical efficiency of a solar dish and receiver with a tracking error of 1°. 

 

Figure 4.6 shows the tremendous effect of surface emissivity. It shows that a much higher 

overall receiver efficiency could be expected if a high-temperature surface coating was 

available with emissivity of only 0.2 as compared with 0.7 in Fig. 4.5. It is recommended that 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.01 0.02 0.03 0.04 0.05 0.06

Optical error = 5 mrad

Optical error = 20 mrad

Optical error = 35 mrad

Optical error = 50 mrad

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.01 0.02 0.03 0.04 0.05 0.06

Optical error = 5 mrad

Optical error = 20 mrad

Optical error = 35 mrad

Optical error = 50 mrad



 

58 

  

a cost-effective high-temperature receiver coating for low emissivity should be developed as 

such a coating would be very beneficial for the performance of the open solar thermal 

Brayton cycle.  

 

 

Figure 4.3 Optical efficiency of a solar dish and receiver with a tracking error of 2°. 

 

 

Figure 4.4 Overall receiver efficiency for a tracking error of 0° with receiver surface 

emissivity of 0.7.  
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Figure 4.5 Overall receiver efficiency for a tracking error of 1° with receiver surface 

emissivity of 0.7. 

 

 

Figure 4.6 Overall receiver efficiency for a tracking error of 1° with receiver surface 

emissivity of 0.2. 

 

When considering the literature, a specularity error and slope error of 4.5 mrad each are fairly 

large errors. These errors would translate to an optical error of 10 mrad, according to 

Eq. (3.4). This larger optical error would allow the dish and collector set-up to be less 

expensive. For an optical error of 10 mrad and a tracking error of 1°, an optimum ratio of 

A’ ≈ 0.0035 is identified from Fig. 4.5, where the accompanying optical efficiency is 92.3% 

(see Fig. 4.1). Note that A’ is the optimum ratio of receiver aperture area to concentrator 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.002 0.004 0.006 0.008 0.01

Optical error = 5 mrad

Optical error = 10 mrad

Optical error = 15 mrad

Optical error = 20 mrad

Optical error = 35 mrad

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.002 0.004 0.006 0.008 0.01

Optical error = 5 mrad
Optical error = 10 mrad
Optical error = 15 mrad
Optical error = 20 mrad
Optical error = 35 mrad
Optical error = 50 mrad



 

60 

  

aperture area. A receiver used in a collector with this optimum area ratio will be used for 

further analysis in the following sections. Also note that this is an optimum area ratio for a 

system with concentrator rim angle of 45°, tracking error of 1°, optical error of 10 mrad, 

average receiver surface temperature of 1 150 K, receiver surface emissivity of 0.7, 0.1 m 

ceramic fibre insulation thickness and an assumed average wind speed of 2.5 m/s. This 

optimum area ratio is, however, also valid for a surface emissivity of 0.2 (see Fig. 4.6) and 

for optical errors in the range of 5 mrad to 20 mrad. 

The optimum ratio can be compared with the optimum ratios of A’ ≈ 0.0007 (Steinfeld and 

Schubnell, 1993), 0.0004 ≤ A’ ≤ 0.0009 (Harris and Lenz, 1985) and A’ ≈ 0.00024 (Neber 

and Lee, 2012) found in the literature. The optimum ratios found by Harris and Lenz (1985) 

and Steinfeld and Schubnell (1993) were much smaller than those found in this work because 

of more accurate optics assumed in their studies – tracking error was not included in their 

studies, thus the tracking error was 0°. The results found by Harris and Lenz (1985) do, 

however, compare well with the optimum area ratio found in Fig. 4.4 for a tracking error of 

0° and an optical error of 5 mrad. Neber and Lee (2012) also found a much smaller optimum 

ratio, since their silicon carbide receiver operated at a much higher temperature, which would 

intensify heat loss significantly.  

 

 

Figure 4.7 Overall receiver efficiency for a tracking error of 2° with receiver surface 

emissivity of 0.2. 

 

Figure 4.7 shows the effect of a tracking error of 2° with a surface emissivity of 0.2. For a 
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(less than 20%) and is not shown. A tracking error of more than 1° is thus not favourable, 

even with very low receiver surface emissivity. 

 

 

Figure 4.8 Available solar power at the aperture of the open-cavity receiver. 

 

 

Figure 4.9 The net heat transfer rate at the open-cavity receiver inner walls. 

 

For the fixed area ratio of A’ = 0.0035, the available solar power at the aperture of a receiver 

with a = 0.25 m (see Fig. 3.4) is shown in Fig. 4.8 for different tracking errors and optical 

errors. A dish with diameter of 4.8 m is used and an average receiver surface temperature of 

1 150 K is assumed. Figure 4.8 shows that the available solar power decreases as the optical 

error and tracking error increase. However, at a tracking error of 3°, the available solar power 

increases as the optical error increases. Figure 4.9 shows the net heat transfer rate at the 

cavity receiver inner wall. The net heat transfer rate is the available solar power minus the 

heat loss rate from the cavity receiver to the environment. Figure 4.9 shows that an optical 
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error of 10 mrad or less with a tracking error of 1° or less is required to have an acceptable 

net heat transfer rate. A tracking error of 2° would thus not be acceptable for the collector of 

a small-scale open solar thermal Brayton cycle with A’ = 0.0035. 

 

4.2.1.2 Receiver solar heat flux profile 

In the previous section, results showed that an optimum area ratio of A’ = 0.0035 could be 

used for a system with tracking error of 1° and 10 mrad optical error. For this optimum area 

ratio, tracking error and optical error, the solar heat flux rate at the different parts of the 

different walls of the receiver is shown in Fig. 4.10 and Fig. 4.11, as was found with 

SolTrace. 

 

 

Figure 4.10 Heat flux rate at different positions on the different receiver inner walls for 

a tracking error of 0°. 

 

These results were obtained by assuming that the inner walls of the cavity receiver were flat 

surfaces. Note that these solar heat flux rates are for a parabolic concentrator rim angle of 

45°. Also note that the results should be multiplied with the reflectance of the concentrator 

dish to determine the available solar heat flux rate at the receiver inner walls. A solar beam 

irradiance of I = 1 000 W/m
2
 was used to generate the results. Note that 4/2

concsolar DIQ  . 

The results are also valid for other solar beam irradiances if multiplied with the beam 

irradiance ratio. These solar heat flux rates are valid for all sizes of rectangular open-cavity 

receivers with the ratio of A’ ≈ 0.0035. The results show that the higher the tracking error, the 

larger the heat flux rate at the bottom parts of the one side of the receiver. 
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Figure 4.11 Heat flux rate at different positions on the different receiver inner walls for 

a tracking error of 1°. 

 

4.2.1.3 Temperature profile and net heat transfer rate of receiver tube 

The receiver surface temperature at the different positions of the tube and the net heat transfer 

rate available for air heating will depend on the receiver size, mass flow rate through the 

receiver, receiver tube diameter, receiver inlet temperature and dish reflectivity. Thus a 

receiver with aperture of 0.25 m x 0.25 m and a dish concentrator diameter of 4.8 m 

(A’ = 0.0035) with 85% reflectivity and DNI of 1 000 W/m
2
 was chosen for further analysis. 

The depth of the receiver was 0.5 m, as the receiver was rectangular. The results were found 

in Matlab by solving Eqs. (3.28) and (3.31) simultaneously using Gaussian elimination. Three 

tube diameters of 0.05 m, 0.0625 m and 0.0833 m were considered. These are the diameters 

on the inside of the tube. The view factors for the different tube sections are shown in 

Tables 4.1, 4.2 and 4.3, as determined with view factor relations available from 

Ҫengel (2006).  

Note that, for the analysis, the receiver tube of the rectangular cavity is divided into a number 

of sections as determined with Eq. (4.1): 

 

  dadadaN /9//24                             (4.1) 

 

The results shown in Fig. 4.12 and Fig. 4.13 give the tube surface temperature and net heat 

transfer rate at the different positions of a 0.05 m diameter tube used in an open-cavity 

rectangular receiver with square aperture side length of a = 0.25 m and an inlet temperature 

of 1 070 K. 
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Table 4.1 View factors for tube sections in the different parts of the receiver (for 

d = 0.05 m). 

Tube position (View factor from) View factor to Number of transfers View factor 

Top wall Aperture 1 0.07 

Other 40  0.0233 

Side wall Top 5 0.0233 

Across 1 0.05 

Left 1 0.085 

Right 1 0.085 

Aperture 1 0.116 

Other 27 0.0211 

 

Table 4.2 View factors for tube sections in the different parts of the receiver (for 

d = 0.0625 m). 

Tube position (View factor from) View factor to Number of transfers View factor 

Top wall Aperture 1 0.07 

Other 32  0.0291 

Side wall Top 4 0.0291 

Across 1 0.0625 

Left 1 0.1 

Right 1 0.1 

Aperture 1 0.116 

Other 21 0.0241 

 

Table 4.3 View factors for tube sections in the different parts of the receiver (for 

d = 0.0833 m). 

Tube position (View factor from) View factor to Number of transfers View factor 

Top wall Aperture 1 0.07 

Other 24 0.0388 

Side wall Top 3 0.0388 

Across 1 0.0833 

Left 1 0.115 

Right 1 0.115 

Aperture 1 0.116 

Other 15 0.0303 
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The increase in air temperature is shown in Fig. 4.12 and Fig. 4.13. A mass flow rate of 

0.07 kg/s is used. With the use of the air temperature increase and the mass flow rate, the 

overall collector efficiency, col  from Eq. (2.5), for 0° tracking error (Fig. 4.12) is calculated 

as 44% whereas, for a tracking error of 1° (Fig. 4.13), the overall collector efficiency is 

calculated as 39%. This efficiency can be improved by improving the reflectance of the 

concentrator, by changing the receiver design or surface coating or by altering the mass flow 

rate, inlet temperature and tube diameter. 
 

 

 

Figure 4.12 Temperatures and net heat transfer rates for a 0.05 m receiver tube 

diameter with a tracking error of 0° and optical error of 10 mrad.  

 

Note that for A’ ≈ 0.0035, the accompanying optical efficiency at 0° tracking error is 99.6% 

and at 1° tracking error, the optical efficiency is 92.3% (see Fig. 4.1 and Fig. 4.2). The 

optimum system mass flow rate for an open solar thermal Brayton cycle as a function of 

concentrator diameter was found by Le Roux et al. (2012b) and can be approximated with 

Eq. (4.2): 

 

1773.00626.00097.00002.0 23  concconcconcopt DDDm
                        (4.2) 

 

For a tube diameter of 0.0833 m, a mass flow rate of 0.08 kg/s and an inlet temperature of 
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error). These results are very similar to those presented in Fig. 4.12 and Fig. 4.13, except for 

the higher net heat transfer rates and lower temperatures.  

 

 

Figure 4.13 Temperatures and net heat transfer rates for a 0.05 m receiver tube 

diameter with a tracking error of 1° and optical error of 10 mrad. 

 

 

Figure 4.14 Temperatures and net heat transfer rates for a 0.0833 m receiver tube 

diameter with a tracking error of 0° and optical error of 10 mrad. 
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Figure 4.15 Temperatures and net heat transfer rates for a 0.0833 m receiver tube 

diameter with a tracking error of 1° and optical error of 10 mrad. 

 

Tables 4.4-4.6 show the effects of mass flow rate, receiver tube air inlet temperature and tube 

diameter on the efficiency of the receiver (net heat transfer rate versus available solar power), 

pressure drop, and maximum receiver surface temperature. The receiver performance can be 

compared with the efficiencies of other solar receivers from the literature (Table 2.1).  

 

Table 4.4 Efficiencies of the cavity receiver with d = 0.05 m. 

 

Tracking error = 0° 

 

 

Tracking error = 1° 

 

 
 

m  

(kg/s) 

0,inT
 

(K)
 rec  

ndLaw2  

max,sT  

(K) 

avesT ,
 

(K) 
rec  

ndLaw2  

max,sT  

(K) 

avesT ,
 

(K) 

P  

(kPa) 

0.06 900 0.66 0.67 1 083 1 032 0.65 0.66 1 069 1 024 56.0 

0.06 1 000 0.57 0.70 1 159 1 113 0.54 0.69 1 153 1 104 56.0 

0.06 1 070 0.50 0.72 1 214 1 169 0.47 0.71 1 211 1 160 56.0 

0.07 900 0.69 0.62 1 064 1 016 0.66 0.61 1 050 1 009 75.1 

0.07 1 000 0.58 0.65 1 143 1 099 0.56 0.64 1 136 1 092 75.1 

0.07 1 070 0.51 0.67 1 199 1 157 0.48 0.66 1 196 1 150 75.1 

0.08 900 0.70 0.55 1 049 1 004 0.69 0.54 1 037 998 97.0 

0.08 1 000 0.60 0.58 1 130 1 089 0.57 0.57 1 124 1 082 97.0 

0.08 1 070 0.52 0.60 1 187 1 148 0.48 0.58 1 185 1 141 97.0 
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Table 4.5 Efficiencies of the cavity receiver with d = 0.0625 m. 

 

Tracking error = 0° 

 

 

Tracking error = 1° 

 

 
 

m  

(kg/s) 

0,inT
 

(K)
 rec  

ndLaw2  

max,sT  

(K) 

avesT ,
 

(K) 
rec  

ndLaw2  

max,sT  

(K) 

avesT ,
 

(K) 

P  

(kPa) 

0.06 900 0.64 0.73 1 100 1 049 0.61 0.72 1 098 1 035 17.2 

0.06 1 000 0.55 0.75 1 178 1 128 0.51 0.75 1 179 1 113 17.2 

0.06 1 070 0.48 0.77 1 233 1 182 0.45 0.77 1 236 1 168 17.2 

0.07 900 0.66 0.71 1 079 1 033 0.62 0.70 1 079 1 020 23.0 

0.07 1 000 0.57 0.74 1 160 1 113 0.52 0.73 1 163 1 101 23.0 

0.07 1 070 0.50 0.76 1 217 1 170 0.46 0.75 1 221 1 157 23.0 

0.08 900 0.68 0.69 1 063 1 020 0.65 0.68 1 064 1 008 29.6 

0.08 1 000 0.58 0.72 1 146 1 102 0.55 0.71 1 149 1 091 29.6 

0.08 1 070 0.51 0.74 1 204 1 160 0.47 0.73 1 209 1 149 29.6 

 

Table 4.6 Efficiencies of the cavity receiver with d = 0.0833 m. 

 

Tracking error = 0° 

 

 

Tracking error = 1° 

 

 
 

m  

(kg/s) 

0,inT
 

(K)
 rec  

ndLaw2  

max,sT  

(K) 

avesT ,
 

(K) 
rec  

ndLaw2  

max,sT  

(K) 

avesT ,
 

(K) 

P  

(kPa) 

0.06 900 0.61 0.75 1 129 1 080 0.60 0.75 1 154 1 067 3.73 

0.06 1 000 0.52 0.78 1 203 1 153 0.50 0.78 1 231 1 141 3.73 

0.06 1 070 0.45 0.80 1 254 1 205 0.43 0.80 1 285 1 193 3.73 

0.07 900 0.63 0.75 1 108 1 062 0.62 0.75 1 133 1 051 4.99 

0.07 1 000 0.53 0.78 1 185 1 138 0.52 0.78 1 213 1 127 4.99 

0.07 1 070 0.48 0.79 1 238 1 191 0.45 0.79 1 268 1 181 4.99 

0.08 900 0.64 0.75 1 091 1 047 0.64 0.75 1 037 1 116 6.41 

0.08 1 000 0.55 0.78 1 170 1 126 0.54 0.77 1 197 1 116 6.41 

0.08 1 070 0.48 0.79 1 225 1 181 0.46 0.79 1 254 1 171 6.41 

 

It is concluded that the higher the inlet temperature, the less efficient the receiver becomes 

and the higher the maximum receiver surface temperature. For the tracking error of 1°, the 

receiver efficiency and average surface temperature are lower. For higher efficiency, lower 

inlet temperatures are beneficial so that lower surface temperatures are present. However, for 
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the Brayton cycle, a larger outlet temperature would be beneficial. Thus, a high receiver 

efficiency is not necessarily beneficial for the system as a whole. It is also concluded that the 

higher the mass flow rate, the lower the surface temperatures and the more efficient the 

receiver. This was also found in the literature by Kribus et al. (1999) and Hischier et al. 

(2009). Again, note that a higher mass flow rate is not necessarily beneficial for the system as 

a whole, since the pressure drop increases and the outlet temperature decreases.  

 

4.2.1.4 Effect of wind 

The effect of wind on the net heat transfer rate and tube surface temperature profile is shown 

by comparing Fig. 4.16 with Fig. 4.14. It is assumed that the convection heat transfer 

coefficient is roughly 10 times the natural convection heat transfer coefficient. The collector 

efficiency comes down to 10%, which shows that the effect of wind should be considered 

when modelling the cavity receiver. 

 

 

Figure 4.16 Temperatures and net heat transfer rates for a 0.0833 m receiver tube 

diameter with a tracking error of 0°, optical error of 10 mrad and excessively heavy 

wind. 

 

4.2.1.5 Entropy generation rate due to the solar receiver 

The second law efficiency is presented in Tables 4.4-4.6 as a function of mass flow rate and 

receiver tube size. The second law efficiency shown in Eq. (3.8) can be used as an indicator 

to choose the optimum receiver tube diameter where Pin can be assumed to be 180 kPa (Le 

Roux et al., 2012b). In Tables 4.4-4.6, ndLaw2  increases as d and Tin,0 increase while rec
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decreases, indicating that a large tube diameter is beneficial in a small-scale open solar 

thermal Brayton cycle. The smaller tube diameter allows for higher efficiency but due to the 

high pressure drop, a much lower second law efficiency is obtained, which indicates that a 

larger tube would be more beneficial. As the mass flow rate increases, rec  increases, while 

ndLaw2  decreases or stays constant when the tube diameter is large. The highest ndLaw2  

was found when the tube diameter and inlet temperature are large and the mass flow rate is 

small. However, these variables would also create a very high surface temperature. If the 

surface temperature is restricted to 1 200 K, a larger mass flow rate and lower inlet 

temperature can still provide high second law efficiencies, when a large tube diameter is 

used. 

 

4.2.2 Optimum performance of the open solar thermal Brayton cycle 

In the previous section, the performance of the open-cavity tubular solar receiver was 

investigated. In this section, the performance of the open solar thermal Brayton cycle with 

open-cavity tubular receiver and counterflow plate-type recuperator is investigated. The goal 

of this work was to determine, with Eq. (3.2) as objective function, the optimum receiver tube 

diameter and counterflow recuperator geometries of a small-scale open and direct solar 

thermal Brayton cycle with 4.8 m diameter parabolic dish with 1° tracking error, 10 mrad 

optical error and A’ = 0.0035, so that the net power output of the system is a maximum. The 

method of total entropy generation minimisation was used to maximise the power output by 

simultaneously optimising the geometry variables of the receiver and recuperator. The 

temperatures and net absorbed heat rates at different parts of the receiver tube were found by 

solving multiple equations using numerical methods as discussed in the previous section.  

Limiting factors to the performance of the solar thermal Brayton cycle include maximum 

receiver surface temperature and recuperator weight. It is often beneficial for the cycle to 

have a large recuperator, however, the recuperator should be practical. The turbine operating 

point was used as parameter in the objective function so that the maximum of the objective 

function can be found at different parameter values. The compressor isentropic efficiency and 

shaft speed were obtained with interpolation from the compressor maps. With the use of the 

compressor and turbine maps, the temperatures and pressures at every point of the system 

were found with the use of iteration and by modelling every component as discussed in 

Chapter 3. Five different micro-turbines were also considered. Different combinations of the 

five micro-turbines by Garrett (2014), three different receiver tube diameters and 625 
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differently sized recuperators were used as parameters and variables to determine the net 

power output of the system.  

Matlab was used to determine the combinations of the parameters and variables which would 

give the best results. The recuperator variables were the width of the recuperator channel, a, 

the height of a recuperator channel, b, the length of the recuperator, L, and the number of 

flow channels in one direction, n. The basic structure of the Matlab program was as follows, 

where d is the receiver tube diameter:  

 

For d = 0.05, 0.0625 or 0.0833,  

For MT = 1:5,  

    For the different operating points of each turbine,  

For 625 different recuperators,  

Find temperatures and pressures in the cycle with iteration 

 Find net power output of the system 

 

It was assumed that the tube going to and from the receiver was 6 m long with 10 mm 

insulation thickness and insulation conductivity of 0.18 W/mK. A solar DNI of 1 000 W/m
2
 

was assumed and a dish reflectivity of 85%. A constraint on the system optimisation was the 

maximum receiver surface temperature, which was constrained to 1 200 K. A second 

constraint was the recuperator total plate mass, which was restricted to either 300 kg, 400 kg 

or 500 kg. The recuperator material was stainless steel.  

Note that the compressor isentropic efficiency, compressor corrected mass flow rate, 

compressor pressure ratio and rotational speed are intrinsically coupled and are available 

from the compressor map. 

 

4.2.2.1 Results 

In Figs. 4.17-4.21, the maximum net power output of the systems at steady state was found 

with Eqs. (3.2), (3.28) and (3.31) in Matlab. It is shown that for the 4.8 m diameter solar dish 

with 0.25 m x 0.25 m receiver aperture area, a receiver tube diameter of 0.0833 m will give 

the best results as was also found in Section 4.2.1.5. In the results, note that each data point 

represents a maximum, which is achieved using a unique recuperator. Each data point is at a 

different turbine pressure ratio. Note that in these results, the recuperator mass was restricted 

to 500 kg and the maximum receiver surface temperature was constrained to 1 200 K. 
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In Figs. 4.17-4.21, it is shown that as the turbine pressure ratio increases, the maximum net 

power output increases up to a maximum. This effect is mostly due to a combination of 

compressor and turbine efficiencies which are a maximum when within a certain flow range 

and pressure ratio. It is also shown that for larger receiver tube diameters, a higher maximum 

net power output can be achieved at high turbine pressure ratios. Note that in Section 4.2.1.5, 

it was found that the highest second law efficiencies for the receiver were achieved when the 

tube diameter and inlet temperature were large and the mass flow rate small. This 

combination of variables would also create a very high surface temperature. When the surface 

temperature is then restricted to 1 200 K, a larger mass flow rate and lower inlet temperature 

can still provide high second law efficiencies, when a large tube diameter is chosen. Also 

note that in the solar thermal Brayton cycle, the larger the receiver tube diameter, the smaller 

the pressure drop through it and thus the more power is available at the turbine. In Figs. 4.17-

4.21 it is also shown that the curves are not smooth. This is due to the efficiencies of the 

compressor and turbine which are sensitive to flow and pressure changes. Also note that, for 

the model, the compressor efficiencies were interpolated from a compressor map. Note that 

different recuperators are depicted in each data point. The recuperator efficiency influences 

the inlet temperature to the receiver which influences receiver efficiency, maximum receiver 

surface temperature and turbine power. The compressor power and compressor efficiency is 

in turn dependent on turbine power. The curves are thus also not smooth because of the 

different recuperators used and due to the maximum receiver surface temperature restriction.  

 

 

Figure 4.17 Maximum net power output of the system for MT = 1. 

 

0

0.5

1

1.5

2

2.5

1.2 1.4 1.6 1.8 2 2.2

W
n

e
t 

(k
W

)

rt

D = 0.0833

D = 0.0625

D = 0.05



 

73 

  

 

Figure 4.18 Maximum net power output of the system for MT = 2. 

 

 

Figure 4.19 Maximum net power output of the system for MT = 3. 

 

 

Figure 4.20 Maximum net power output of the system for MT = 4. 
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Table 4.7 Optimum recuperator geometries, maximum net power output, maximum 

receiver surface temperature and recuperator mass for MT = 5 and receiver tube 

diameter, d = 0.0833 m. 

rt a (m) b (m) 

L 

(m) n 

max,netW  

(W) 

Ts,max 

(K) 

Mass 

(kg) 

1.688 0.15 0.005 1.5 15 946 1 178 111.2 

1.75 0.225 0.005 1.5 15 1 168 1 198 165.2 

1.813 0.3 0.005 1.5 15 1 353 1 198 219.2 

1.875 0.45 0.005 1.5 15 1 575 1 198 327.2 

1.938 0.45 0.004 2.25 15 1 808 1 196 490 

2 0.15 0.003 2.25 45 1 848 1 199 495.7 

2.063 0.225 0.002 1.5 45 1 991 1 196 489.2 

2.125 0.225 0.002 1.5 45 2 058 1 170 489.2 

2.188 0.225 0.002 1.5 45 2 110 1 134 490.9 

2.25 0.225 0.002 1.5 45 1 714 1 111 490.9 

2.313 0.225 0.002 1.5 45 1 662 1 087 490.9 

2.375 0.225 0.002 1.5 45 1 577 1 075 489.2 

2.438 0.225 0.002 1.5 45 1 571 1 046 490.9 

 

 

Figure 4.21 Maximum net power output of the system for MT = 5. 

 

Table 4.7 shows the optimum geometries for a system with MT = 5 and a receiver tube 

diameter of 0.0833 m (compare with Fig. 4.21). For each turbine pressure ratio shown in 
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maximum receiver surface temperature and recuperator mass are also given. Table 4.7 shows 

that a recuperator with a = 225 mm, b = 2.25 mm, L = 1.5 m and n = 45 was the best-

performing recuperator since it gave the highest maximum net power output of 2.11 kW. 

These optimum recuperator geometries were also found at most of the turbomachines 

considered when a receiver tube diameter of 0.0833 m was used and the recuperator mass 

was restricted to 500 kg. Also note that the maximum receiver surface temperature was 

restricted to 1 200 K. 

 

 

Figure 4.22 Maximum net power output of the system for MT = 1 with different 

recuperator mass constraints. 

 

 

Figure 4.23 Maximum net power output of the system for MT = 5 with different 

recuperator mass constraints. 
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Figure 4.24 Optimum maximum receiver tube surface temperature at different 

operating temperatures for MT = 1. 

 

 

Figure 4.25 Optimum maximum receiver tube surface temperature at different 

operating temperatures for MT = 5. 
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From Fig. 4.24 and Fig. 4.25, it is shown that it is optimum for the maximum receiver tube 

surface temperature to decrease with increasing turbine pressure ratio and with decreasing 

receiver tube diameter. 

 

4.2.2.2 Summary 

It was found that a 0.0833 m tube diameter should be sufficient for the small-scale open solar 

thermal Brayton cycle with a 4.8 m dish diameter. This tube gave acceptable results when 

used with the different turbomachines. Larger tube diameters can also be studied for future 

work. It was found that a recuperator with a = 225 mm, b = 2.25 mm, L = 1.5 m and n = 45 

gave the best results for this set-up with mass constraint and receiver maximum surface 

temperature constraint. The large receiver tube diameter allows for higher receiver surface 

temperatures at higher turbine pressure ratios. 

 

4.3 Flownex results 

Flownex was used as a tool for comparison of the results of the performance of the small-

scale open solar thermal Brayton cycle as found analytically using Matlab. Case studies were 

carried out and compared with the results found analytically. 

A receiver tube diameter of 0.0833 m was used and the micro-turbine GT2560R was selected. 

Different steady-state operating speeds of the micro-turbine were considered. The recuperator 

channel cross-section was chosen as 0.5 m x 0.002 m with 40 channels in one flow direction. 

The recuperator length was chosen as 0.6 m. The results as found with the Matlab model and 

with Flownex are shown in Table 4.8 and Table 4.9 with node reference to Fig. 2.1.  

The temperature results in Table 4.8 are also shown in Fig. 4.26 where the results generated 

with Matlab and Flownex are compared. The results show that for the calculation of the 

steady-state temperatures and pressures, there is good comparison between the Matlab results 

and Flownex results of within 8%, except for the recuperator outlet temperature. Note that in 

Matlab, the ε-NTU efficiency was calculated with heat loss to the environment added, while 

Flownex uses the simple ε-NTU method. The difference in recuperator outlet temperature can 

thus be expected. 

Table 4.10 shows that there is a slight difference in the calculation between the shaft speed 

and mass flow rate. Compressor and turbine maps were inserted into Matlab and Flownex in 

different ways by reading from the maps visually. These errors will contribute to differences 

in the calculation of the shaft speed and mass flow rates. 
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Table 4.8 Flownex and Matlab results for the system at 87 000 rpm (GT2560R). 

Node Temperature Pressure 

Flownex Matlab Difference in 

value (%) 

Flownex Matlab Difference in 

value (%) Degrees 

Celsius 

(˚C) 

Kelvin 

(K) 

Kelvin (K) Pressure 

(kPa) 

Pressure 

(kPa) 

1 27 300.2 300.2 0 86 86 0 

2 90.2 363.4 363.2 0.178 130.1 132.8 2.06 

3 90.2 363.4 363.2 0.178 130.1 132.8 2.06 

4 657 930.2 941.8 1.769 129.7 132.4 2.097 

5 657 930.2 941.7 1.754 129.3 132.2 2.220 

6 778.4 1 051.6 1047 0.531 127.3 130.2 2.286 

7 778.4 1 051.6 1047 0.545 127.1 129.9 2.211 

8 717.5 990.7 976.4 1.990 86.6 86.61 0.012 

9 717.5 990.7 976.4 1.990 86.6 86.61 0.012 

10 158.2 431.4 393.9 23.69 86 86 0 

 

Table 4.9 Flownex and Matlab results for the system at 85 000 rpm (GT2560R). 

Node Temperature Pressure 

Flownex Matlab Difference in 

value (%) 

Flownex Matlab Difference in 

value (%) Degrees 

Celsius 

(˚C) 

Kelvin 

(K) 

Kelvin (K) Pressure 

(kPa) 

Pressure 

(kPa) 

1 27 300.2 300.2 0 86 86 0 

2 83.64 356.8 359.0 2.614 128 128.0 0.039 

3 83.64 356.8 359.0 2.614 128 128.0 0.039 

4 666.9 940.0 991.9 7.777 127.8 127.8 0.0156 

5 666.9 940.0 991.8 7.763 127.5 127.6 0.0549 

6 784.5 1 058 1 094 4.704 125.7 125.8 0.0636 

7 784.5 1 058 1 094 4.684 125.5 125.5 0.00797 

8 725.5 998.6 1 026 3.805 86.2 86.21 0.0116 

9 725.5 998.6 1 026 3.805 86.2 86.21 0.0116 

10 149.2 422.3 389.1 22.31 86 86 0 
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Figure 4.26 Predicted temperatures with the Matlab model and Flownex model at the 

different positions in the open solar thermal Brayton cycle using micro-turbine 

GT2560R at 87 000 rpm with reference to Fig. 2.1. 

 

Table 4.10 Flownex and Matlab parameter results at steady state (GT2560R). 

Chosen shaft speed 

(rpm) 

87 000 85 000 

 Matlab Flownex Matlab Flownex 

Calculated shaft speed 

(rpm) 

89 800 87 000 85 926 85 000 

Calculated mass flow 

rate (kg/s) 

0.0645 0.065 0.0593 0.060 

 

4.4 Summary 

The performance and optimised components of a dish-operated small-scale open solar 

thermal Brayton cycle were determined in this chapter. As discussed in Chapter 3, the results 

were generated in Matlab with the use of the method of total entropy generation minimisation 

and SolTrace while numerical results were generated with Flownex. The results showed that 

for the recuperated open solar thermal Brayton cycle with dish optical error of 10 mrad and a 

solar tracking error of 1° to be successful, the area ratio should be A’ ≈ 0.0035. It was shown 

that a tracking error of 2° would not be acceptable for the open solar thermal Brayton cycle. It 

was recommended that a cost-effective high-temperature receiver coating for low emissivity 

should be developed as such a coating would be very beneficial for the performance of the 

cycle. 
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It was shown that the open-cavity tubular solar receiver surface temperature and net heat 

transfer rate for heating air would depend on the receiver size, mass flow rate through the 

receiver, receiver tube diameter, receiver inlet temperature and dish errors. Receiver 

efficiencies of between 43% and 70% were found for the open-cavity tubular receiver with 

0.06 kg/s ≤ m  ≤ 0.08 kg/s, 0.05 m ≤ d ≤ 0.0833 m, 900 K ≤ Tin,0 ≤ 1 070 K operating on a 

dish with 10 mrad optical error and maximum solar tracking error of 1°. Results showed that 

a smaller receiver tube diameter allowed for higher efficiency but due to the high pressure 

drop, a much lower second law efficiency was obtained, which indicated that a larger receiver 

tube diameter would be more beneficial for the small-scale open solar thermal Brayton cycle.  

A 0.0889 m tube diameter was found to be sufficient for the small-scale open solar thermal 

Brayton cycle with a 4.8 m dish diameter for all five micro-turbines considered in the study. 

It was found that a recuperator with a = 225 mm, b = 2.25 mm, L = 1.5 m and n = 45 gave the 

best results for the set-up with mass constraint of 500 kg and receiver maximum surface 

temperature constraint of 1 200 K.  

The results showed that for the calculation of the steady-state temperatures and pressures, 

there was good comparison between the Matlab results and Flownex results (within 8%) 

except for the recuperator outlet temperature, since different ε-NTU methods were used to 

calculate the recuperator efficiency.  
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CHAPTER 5 

EXPERIMENTAL STUDY 

________________________________________________________________ 

 

5.1 Introduction 

A solar dish and receiver were constructed to test the optimised solar receiver as found in 

Chapter 4 and to determine whether its performance can be modelled with the provided 

modelling tools. The optimum tube diameter found in Chapter 4 was quite large relative to 

tube diameters used in receiver heat loss models as discussed in the literature. The receiver 

was therefore tested to determine any discrepancies from the heat loss model used. The 

geometry-dependent effects and temperature-dependent effects on the receiver performance 

were investigated with a blower test and with a high-temperature test. The solar collector, 

consisting of the solar dish and receiver, plays a very important role in determining the 

success of the open solar thermal Brayton cycle, as it acts as the heat source in the cycle. In 

this chapter, the challenges and errors associated with the construction of a solar collector for 

an open solar thermal Brayton cycle are discussed. The use of SolTrace and the heat loss 

models presented in Chapter 3 is validated to a certain extent.  

 

5.2 Experimental set-up 

A two-axis solar tracking system, solar dish and receiver were constructed to test the 

optimised solar receiver as found in Chapter 4 and to determine whether its performance 

could be modelled with the provided tools. A parabolic dish with tube diameter of 4.8 m and 

a tubular cavity receiver with diameter of 0.0889 m were constructed. 

 

5.2.1 Two-axis solar tracker 

A two-axis solar tracking system was designed and built on the roof of the Engineering 2 

Building at the University of Pretoria (Fig. 5.1). The two-axis solar tracking system allowed a 

parabolic dish and receiver to rotate in the azimuth axis and to slide along two six-metre 

beams to position itself towards the elevation of the sun, using winch motors. Since most 

commercially available solar tracking sensors, as well as the self-developed sensor discussed 

in Section 2.3.1, have a tracking error of 1° – 2°, electronic tracking sensors were not used in 

the experimental tests as they were not accurate enough, according to results found in 

Chapter 4. As a result, the solar tracking was done manually every minute or two during the 

experiments by positioning the collector in such a way that the shadow of the receiver was 
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exactly in the middle of the dish. By doing this, the tracking error was expected to be less 

than 1° since the tracking error would be  

 

γ  = tan
-1

(η/fc) = tan
-1

(0.05/2.897) = tan
-1

(0.0173) ≈ 1°              (5.1) 

 

if the receiver shadow was allowed a maximum play of 50 mm off its position at the centre of 

the dish. 

 

 

Figure 5.1 Construction of the two-axis solar tracking system. 

 

Other errors due to receiver positioning and tilting of the dish support beam could not be 

determined. However, by positioning the collector manually, these errors were also accounted 

for. 

 

5.2.2 Solar dish 

A 4.8 m aluminium parabolic dish with rim angle of 45° was designed and built for the 

experimental set-up (Fig. 5.2 and Fig. 5.3). The dish focuses concentrated sunrays onto a 

central point. The dish and the solar tracking structure were designed to handle a wind 

loading of 140 km/h. The design, manufacturing and installation of the dish created the 

opportunity to better understand the errors associated with the solar collector. 

Polished aluminium alloy arms (Alloy 5754) and mill-finished pure aluminium sheets (Alloy 

1050 H12/H24 - more than 99.5% Al) were used to construct the dish. The polished 

aluminium alloy arm sections were laser cut to the correct profile and were then welded to 

create the 12 tubular arms. The 12 arms were joined together in the middle of the dish with 

two base plates clamping them from the top and the bottom (Fig. 5.2). Note that the top 
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reflecting surfaces of the arms had a different parabolic function than the bottom surfaces 

where the sheets were attached so that all the reflective surfaces had the same focal point.  

 

 

Figure 5.2 Assembly of the 4.8 m diameter parabolic solar dish in the laboratory (upside 

down). 

 

 

Figure 5.3 Test set-up as modelled in SolidWorks and as constructed showing the solar 

dish on the two-axis solar tracking system.  

 

For the mill-finished pure aluminium sheets, 1.2 mm sheet thickness was used to prevent hail 

damage. The 12 sheet segments were also laser cut from 2.5 m x 1.25 m aluminium sheets 

and were shaped during installation by riveting them onto the bottom of the positioning arms 

with aluminium large-flange blind rivets. The parabolic shape of the dish is shown in Fig. 2.6 

where R = 2.4 m and the rim angle is 45°. The focal length is calculated with Eq. (2.2) as  

 

 
45sin4

)4.2(45cos1
2

22




cf = 2.897 m                 (5.1) 
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For a 45° rim angle, fc = H + R, and thus H = 0.497 m. According to Eq. (2.3), 

a = H / R
2
 = 0.0863. The derivative of the function or the slope of the dish is y’ = 2ax. Thus, 

the slope angle is calculated with Eq. (5.2) as 22.5° for x = 2.4 m. The slope error was also 

calculated similarly as shown below. 

 

 ax2tan 1                              (5.2) 

  

 

Figure 5.4 Measured error of the end-height of the 12 dish arms during pre-assembly 

and on the tracker.  

 

The dish arms were assembled in storage (Fig. 5.2) and were again assembled on the solar 

tracker (Fig. 5.3). Theoretically, the end points of all 12 dish arms should be located at the 

same height, H, from the bottom base plate. Figure 5.4 shows the measured error in the height 

of each dish arm as assembled in the laboratory and on the roof. These errors translate into 

the slope error of the dish, which can be calculated with Eqs. (2.3) and (5.2). For example, a 

15 mm error in the height of a dish arm creates a slope error of 10.6 mrad. The absolute slope 

error measured per arm is shown in Fig. 5.5 for the dish as installed on the solar tracking 

system. The average absolute slope error for the dish due to the arms was found to be 

4.86 mrad. The surface finish and roughness on macro scale can also increase the slope error 

of the dish further, hence the slope error was estimated to be 5 mrad. 
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Figure 5.5 Absolute slope error per dish arm as installed on the solar tracking system. 

 

5.2.3 Measurement of the solar resource 

 

 

Figure 5.6 Solar measuring station to measure the DNI of the sun (SOLYS 2). 

 

For the experiments, it was important to know exactly how much power was available from 

the sun at any moment to determine solarQ . The direct normal irradiance (DNI) was measured 

at a solar measuring station (SOLYS 2) available at the University of Pretoria (Fig. 5.6). The 

experiments were conducted during South Africa’s winter season, which meant the sun’s 

DNI and elevation were at their lowest. This station also took other important measurements 

such as wind speed, temperature and relative humidity. The data from the SOLYS 2 as 
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obtained during the experiments is shown in Appendix A. The accuracy of the solar 

measurements is assumed to be within 2% (Geuder et al., 2009). The sun’s elevation and 

azimuth angles at the time of the experiments were available from SunEarthTools (2014) and 

are also shown in Appendix A. 

 

5.2.4 Solar receiver 

The solar receiver as discussed in Section 3.4.2 was constructed for the experimental set-up 

so that it could be placed at the focal point of the solar dish. The solar receiver was 

constructed by welding a number of 90-degree stainless steel (316) elbows and tubes with 

outer diameter of 0.0889 m, as shown in Fig. 5.7, to create the optimum aperture area of 

0.25 m x 0.25 m, according to Section 4.2.1.1.  

The receiver tube diameter of 0.0889 m was used because it was found to be the best tube 

diameter to perform in the open solar thermal Brayton cycle with a dish diameter of 4.8 m, 

according to Chapter 4. The tube diameter was quite large relative to the tubes in other 

receiver models discussed in the literature and it was therefore tested to determine any 

discrepancies from the heat loss models. The receiver was manufactured in-house at the 

University of Pretoria. The receiver top could not be manufactured as shown in Fig. 3.3 due 

to the difficult welding seams. As a result, a ceramic fibre insulation board was used at the 

top to reflect the sun’s rays back onto the receiver tubes. Also, a gap of 10 mm between each 

receiver tube coil was required for welding purposes (Fig. 5.7 and Fig. 5.8).  

 

 

Figure 5.7 Manufacturing of the solar receiver. 

 



 

87 

  

 

Figure 5.8 A side view of the solar receiver showing the position of the three weldpad 

thermocouples (black arrows) and the flow direction of the air (white arrows) from the 

bottom of the receiver (inlet) to the top (outlet). 

 

 

Figure 5.9 The solar receiver positioned on the bottom insulation before being installed 

on the receiver structure.  

 

The solar receiver was pressure tested to detect welding leakages until it was able to hold 

1.5 bar gauge pressure for 1 minute. Three K-type weldpad thermocouples were welded onto 

the receiver surface at the inlet, outlet and in the middle of the receiver (Fig. 5.8) so that 

temperature measurements could be taken during the experiments. In Fig. 5.8, the receiver 

inlet is shown on the right and the outlet is shown on the left. The receiver height from the 

Inlet 

Outlet 
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bottom to the outlet was 765 mm and the receiver width was 427.8 mm. In the experiment, no 

coating was placed on the receiver. The receiver weight was calculated to be 50 kg. 

The receiver was installed on the receiver structure of the solar tracker at the focal point of 

the solar dish. A 100 mm thick ceramic fibre insulation board (280 kg/m
3
) and insulation 

blanket, able to withstand temperatures of 1 260 °C, were used to insulate the receiver from 

the side, top and bottom. The receiver rested on 614 x 614 mm ceramic fibre insulation board 

at the bottom with a 0.25 m x 0.25 m aperture (Fig. 5.9 and Fig. 5.10). In Fig. 5.9, the 

insulation boards at the back, left and bottom of the receiver are shown. The insulation 

thermal conductivity was 0.085 W/mK at 200 °C, 0.112 W/mK at 400 °C and 0.145 W/mK at 

600 °C, according to the manufacturer’s specifications.  

 

 

Figure 5.10 Top view of the solar receiver with the aperture shown at the bottom. 

 

Modelling of the receiver at high temperature (1 200 K) in SolidWorks showed that the 

receiver could coil upwards and radially during thermal expansion, but not more than 10 mm 

(Fig. 5.11). This thermal expansion of the receiver should be considered when it is connected 

to an inlet or outlet tube. A high-temperature flexible metal hose should be considered when 

connecting the receiver to perform in a small-scale open solar thermal Brayton cycle. The 

thermal expansion is also important when considering the insulation cover. The insulation 

boards were thus placed around the receiver to allow for thermal expansion. For the 

integration of the receiver into the open solar thermal Brayton cycle, the solar receiver should 

be specifically investigated for thermal expansion and fatigue loading due to creep.  
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Figure 5.11 Thermal expansion of the solar receiver during operation as found with 

SolidWorks. The air inlet is at the bottom and the outlet at the top of the figure. 

 

5.2.5 Blower 

A 2 500 W leaf blower was used in the experiments. The blower was chosen for its mass flow 

rate which was close to typical mass flow rates found for the small-scale solar thermal 

Brayton cycle in the analytical study (see for example Table 4.6 and Table 4.10). The blower 

was attached to the inlet of the solar receiver. The blower was used to blow air through the 

inside of the receiver tube while the receiver was exposed to the solar heat flux. Six different 

blower speed settings were used. An anemometer (Kestrel 4 200 Pocket Air Flow Tracker) 

was used to determine the speed of the air flow. For each blower setting, five measurements 

were taken at five different positions of the outlet air flow to determine the average air speed.  

The average mass flow rates created by the blower at the different speed settings were 

determined as AVm  . These measurements at steady state are shown in Table 5.1. The 

accuracy of the flow meter was determined to be ±5% at worst, according to the 

manufacturer’s specifications. 

The elevation of Pretoria is 1 410 m and the average pressure fluctuates around 87 kPa. From 

this, the air density was calculated to be approximately 1 kg/m
3
. Measurements were taken at 

the outlet of the solar receiver, with the blower attached to the solar receiver inlet (Table 5.1).  

The mass flow rates per speed setting as determined in Table 5.1 were used in calculations to 

determine the net absorbed heat rate of the solar receiver as discussed in the next section. The 

blower measurements were also taken indoors without the receiver attached to determine the 
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increase in air temperature due to the blower (Table 5.2). The increase in air temperature due 

to the blower was assumed negligible. 

 

Table 5.1 Blower measurements outdoors with receiver attached. 

Speed 

setting 

Average 

velocity 

(m/s) 

Ambient 

temperature 

(°C) 

Density 

(kg/m
3
) 

Mass flow 

rate (kg/s) 

1 16.4 23 1 0.0883 

2 17.5 23 1 0.0944 

3 18.3 23 1 0.0983 

4 20.0 23 1 0.108 

5 21.5 23 1 0.116 

6 22.4 23 1 0.121 

 

Table 5.2 Blower measurements indoors without the receiver attached. 

Speed 

setting 

Average 

velocity 

(m/s) 

Room 

temperature 

(°C) 

Outlet 

temperature 

(°C) 

Temperature 

difference 

(°C) 

Density 

(kg/m
3
) 

Mass flow 

rate (kg/s) 

1 21.7 21 23 2 1 0.117 

2 23.0 21 23 2 1 0.124 

3 25.5 21 24 3 1 0.138 

4 24.9 21 25 4 1 0.134 

5 28.9 21 25 4 1 0.157 

6 29.3 21 25 4 1 0.158 

 

5.3 Experimental procedure 

For the purpose of the experiment, low-cost mill-finished aluminium sheets with reflectivity 

of 55% (see Section 2.3.2) were used for the solar dish. These sheets are much safer for 

operation on an experimental set-up and were thus chosen to prevent damage to the receiver 

structure as a result of possible tracking error. This is similar to a very dirty polished 

aluminium dish, according to Fig. 2.5. These, low reflectivity and low specularity reflectors 

were only used for the purpose of this research and for comparison of results with SolTrace. 

However, for commercial purposes, a high-reflectivity and high-specularity reflector should 

be used. The experimental test set-up is shown in Fig. 5.12. Two different types of tests were 

performed, Test A and Test B.  

 



 

91 

  

5.3.1 Test A 

Firstly, in Test A, the blower was used to blow air through the receiver at six different speed 

settings while the receiver was exposed to the solar heat flux from the solar dish. The receiver 

surface temperatures at the inlet, outlet and in the middle of the receiver tube were measured 

with the K-type thermocouples and the air temperature at the outlet of the receiver was 

measured with a T-type thermocouple in the outlet air stream. The purpose of Test A was to 

determine the optical efficiency of the collector to be used in Test B. Test A was performed 

to study the geometry-dependent factors contributing to the performance of the collector. 

 

 

Figure 5.12 Layout of the experimental set-up.  

1– Solar receiver with insulation; 2 – Leaf blower at receiver inlet; 3 – Receiver support 

structure; 4 – Parabolic dish; 5 – Thermocouple wires to data logger. 

 

5.3.2 Test B 

For Test B, a high-temperature test was performed. In this test, the blower and receiver-outlet 

thermocouple were removed and the inlet and outlet of the receiver were closed off with a 
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ceramic fibre insulation blanket to prevent heat loss due to natural convection. With the 

receiver at the focal point of the dish, the receiver temperatures were measured until steady-

state temperatures were reached. The temperature on the surface of the insulation was also 

measured on one side in the middle of the receiver. Thus, in this test, there was no air flow 

through the receiver and the receiver could only lose heat through its aperture with 

convection and radiation and through the insulation with conduction. This test was performed 

to determine the convection heat loss coefficient on the inside of the cavity and to validate the 

use of SolTrace and the heat loss models used. 

 

5.4 Experimental results 

The results found from running Test A and Test B are presented in this section. The available 

solar power was measured with the solar measuring station (SOLYS 2) during the 

experiments. The data measured with the station during the experiments is shown in 

Appendix A. A datalogger with accuracy of within 0.5 °C was used to measure the 

temperatures and to store the data. Calibration showed that a further error of 1 °C could be 

expected from the thermocouples. 

 

5.4.1 Test A, Blower Test 

5.4.1.1 Results 

 

 

Figure 5.13 Receiver surface temperature and air temperature measurements at the 

inlet (bottom) and outlet (top) of the solar receiver with the blower on Speed Setting 6.   
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Figure 5.14 Net absorbed heat rate of the air in the solar receiver with the blower on 

Speed Setting 6. 

 

Figure 5.13 shows the measured temperatures of the receiver inlet (bottom) and outlet (top) 

surfaces as well as the air temperature at the inlet (air in) and at the outlet (air out) of the 

receiver. These results were generated with the blower on Speed Setting 6 (see Table 5.1) and 

the experiment was performed on Day 1 (see Appendix A). The air outlet temperature was 

just above 50 °C. Figure 5.14 shows the net absorbed heat rate versus the available power 

from the sun. The net absorbed heat rate was determined with Eq. (5.3) since the heat loss 

rate from the receiver at these temperatures was assumed negligible. The mass flow rate from 

Table 5.1 was used for the calculation. 

 

 inoutpnet TTcmQ                      (5.3) 

 

The results show that the collector efficiency, col , equal to solarnet QQ  / , was about 30% at 

steady state (Fig. 5.14). In this experiment, the receiver was only moved into the focal point 

of the dish after t ≈ 200 s. Figure 5.15 shows the focal point of the dish on the receiver from 

the bottom of the receiver. The receiver tubes are illuminated and the blower is shown behind 

the heat shield. The measured temperatures at steady state are shown in Table 5.3 together 

with the steady-state temperatures of eight other tests performed on different days and with 

different speed settings. Some of these tests are discussed below. Figures 5.16 shows the 
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results when the blower was set to Speed Setting 1 (see Table 5.1). This test was also 

performed on Day 1 (see Appendix A). The air outlet temperature was again close to 50 °C. 

Note that the collector efficiency at steady state was found to be 23.2%.  

 

 

Figure 5.15 A view from the bottom: the illuminated receiver at the focal point of the 

dish during an experiment with the blue sky in the background. 

 

Table 5.3 Steady-state receiver surface temperature and air temperature measurements 

at the inlet, outlet and in the middle of the receiver (see Appendix A and Table 5.1). 

Day 1 1 2 2 2 3 3 3 3 

Blower setting 6 1 5 4 3 2 4 4 3 

Start time 12:37 14:36 11:18 12:27 14:26 10:13 11:24 12:25 14:28 

Steady-state time 13:00 14:56 11:34 12:52 14:40 10:41 12:01 12:45 14:41 

Receiver inlet (°C) 39.2 38.8 35.5 38.4 35.9 35.5 - 38.0 36.2 

Receiver middle (°C) 45.5 44.9 41.7 45.7 44.4 44.6 - 46.6 45.0 

Receiver outlet (°C) 50.4 50.6 46 54.1 50.0 50.1 - 52.2 48.0 

Air ambient (°C) 19.8 20.4 17 16.4 18.6 15.9 18.4 19.1 19.9 

Air outlet (°C) 52 51 42 49 49 46 50 52 45.0 

Collector efficiency (%) 29.5 23.2 19.9 24.9 22.4 21.0 25.3 26.3 21.2 

Optical efficiency (%) 53.6 42.2 36.2 45.3 40.7 38.2 46.0 47.8 38.5 

 

In Fig. 5.17, the temperature rise of the receiver is shown with the blower on Speed Setting 5 

(Day 2). The steady-state temperatures are noted in Table 5.3. Figure 5.18 shows that it took 

long for the receiver to reach its initial temperature after a test. In this test, the speed setting 
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was changed from Speed Setting 2 to Speed Setting 4 at 3 630 s (11:10, Day 3). At 4 500 s 

(11:24), the receiver was moved into the focal point after resting in the horizontal position. 

Figure 5.19 shows the net absorbed heat rate. Table 5.3 shows the steady-state temperatures. 

 

 

Figure 5.16 Receiver surface temperature and air temperature measurements at the 

inlet (bottom) and outlet (top) of the solar receiver with the blower on Speed Setting 1.   

 

 

Figure 5.17 Receiver surface temperature and air temperature measurements at the 

inlet (bottom) and outlet (top) of the solar receiver with the blower on Speed Setting 5.   
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Figure 5.18 Receiver surface temperature and air temperature measurements at the 

inlet (bottom) and outlet (top) of the solar receiver with the blower on Speed Setting 2 

and Speed Setting 4.   

 

 

Figure 5.19 Net absorbed heat rate of the air in the solar receiver with the blower on 

Speed Setting 2 and Speed Setting 4. 
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Figure 5.20 Receiver surface temperature and air temperature measurements at the 

inlet (bottom) and outlet (top) of the solar receiver with the blower on Speed Setting 3.   

 

For the test with Speed Setting 3 (Day 3), the blower was switched on at 0 s, and at 200 s, the 

receiver was moved into the focal point. The temperature results are shown in Fig. 5.20.  

 

5.4.1.2 Discussion 

Table 5.3 shows the steady-state results for all the experiments conducted in Test A. From the 

results, it was found that the air temperature at the outlet was mostly higher than the receiver 

outlet surface temperature. The exceptions in Table 5.3 (Day 1) can be attributed to different 

heat flux levels on the inside walls of the cavity at different tracking positions. The 

thermocouple at the outlet of the receiver was placed on top of the receiver tube and was 

covered with insulation. This specific position on the receiver can be colder or hotter than the 

air at the outlet depending on the heat flux at this position. If the heat flux at the outlet of the 

receiver is much lower than at the inlet, the surface temperature of the receiver tube at the 

outlet can be lower than the air temperature, as shown in Fig. 4.16 for example. Measurement 

error can also play a role as discussed in Section 5.5. 

The average receiver surface temperature in Test A was relatively low. The heat loss from the 

receiver was thus assumed negligible when compared to the heat transfer to the air blowing 

through the receiver at steady state. The efficiency of the collector, col , was determined 
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from these experiments as shown in Table 5.3. Since rec  ≈ 1, and refl  ≈ 0.55, the optical 

efficiency could be determined according to Eq. (5.4) derived from Eq. (2.7) and is shown in 

Table 5.3. 

 

opticalrecreflcol                                (5.4) 

 

 

Figure 5.21 Expected ray performance of the experimental collector during the second 

test of Day 2, according to SolTrace. 

 

Note that the optical efficiency fluctuated between a minimum of 36% and a maximum of 

54%. These deviations in values could only be attributed to tracking error, which seemed to 

be a function of the solar elevation and thus a function of the time of day (See Appendix A). 

Note that higher efficiencies were attained when the solar elevation was higher. This can be 

due to the possible twisting of the structure when lifted upwards (more vertical) and thus the 

tracking error was higher when the sun’s elevation was low, as was the case in the mornings 
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and afternoons. The average collector efficiency between 10:00 and 12:00 was found to be 

22.1%, 26.9% between 12:00 and 13:00 and 22.3% between 14:00 and 15:00.  

 

 

Figure 5.22 Expected solar flux available at the experimental receiver, according to 

SolTrace. 

 

According to Fig. 5.5, the average slope error of the dish was expected to be 5 mrad. The 

maximum solar tracking error of the set-up was expected to be 1° in both axes of movement. 

According to the literature study, initially, the absorptivity of the stainless steel tube is 80% 

and the emissivity is 0.2. After exposure to high temperature, the absorptivity of the stainless 

steel tube is 85% and the emissivity is 0.7, according to the literature study. Thus it is 

assumed that the figures presented in the analytical study (Fig. 4.2) are also relevant to the 

experiments performed with minimal error for the receiver initially. These figures were 

generated with the assumption of 85% tube absorptivity. The optical error of the dish found 

from Fig. 4.2 for an optical efficiency of between 36% and 54% and for A’ = 0.0035, was 

found to be between 20 mrad and 35 mrad. Thus, if the slope error of the dish is 5 mrad (see 
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Section 5.2.2), the specularity error of the dish, according to Eq. (3.4), is between 17.3 mrad 

and 33.5 mrad, which can be expected from the mill-finished aluminium sheets. 

Figure 5.21 shows the expected focal spot of the experimental dish on the receiver aperture 

during the second test on Day 1, as found with SolTrace for a dish with 5 mrad slope error, 

25 mrad specularity error, 1° tracking error, 55% dish reflectivity, DNI of 700 W/m
2
 and 

85% receiver tube absorptivity. According to SolTrace, such a collector would have an 

efficiency of 21%. This efficiency compares well with the efficiency of 23.2% (Table 5.3) 

obtained experimentally during the second test on Day 1 when the DNI was 700 W/m
2
 (see 

Appendix A). Figure 5.22 shows that a fair amount of the rays would end up around the 

aperture instead of going into the receiver. The focal spot in the photo (Fig. 5.15) also 

compares well with Fig. 5.22. 

 

5.4.1.3 Conclusion 

The results showed how the receiver captured the solar power from the dish. From the results, 

it was found that the air temperature at the outlet was sometimes lower than the receiver 

outlet surface temperature and sometimes it was higher. This can be attributed to different 

flux levels on the inside walls of the cavity at different tracking positions. The results showed 

that for a small-scale open solar thermal Brayton cycle, the dish could contribute 

tremendously towards the total efficiency of the system. It was found that the optical 

efficiency of the solar dish varied between 36% and 54%. The results showed that SolTrace 

could be used to model the collector of the solar thermal Brayton cycle. The positioning of 

the receiver at the correct height and its positioning precisely in the middle of the focal point 

were also found to be more challenging than anticipated and it should be done with accuracy. 

From these experimental results, it is concluded that to make the small-scale open solar 

thermal Brayton cycle a success, a very accurate solar tracking system with a high-

specularity, high reflectivity dish is required as was also found in the analytical work. A 1° 

tracking error and 10 mrad optical error with reflectivity above 90% should be sufficient. The 

tracking error should not be affected by factors such as wind and structure deflection and thus 

a smaller dish with less deflection would be more beneficial. However, it is important to note 

that the collector efficiency is also a function of the collector cost. 

 

5.4.2 Test B, High-temperature test results 

In this test, the dish concentrator was used to heat the receiver up to study the heat loss model 

of the receiver. For the high-temperature test, the temperature-dependent effects on the 
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receiver performance were investigated. For this test, the blower was removed and the inlet 

and outlet of the receiver were closed off with ceramic fibre insulation to prevent heat loss 

due to natural convection. The receiver was heated in the collector up to steady state 

whereafter the receiver was placed back in its resting horizontal position. This test was done 

to determine how the receiver loses heat to the environment. The insulation surface 

temperature was also measured. 

 

5.4.2.1 Results – Part 1 

 

 

Figure 5.23 Receiver temperature increase. 

 

Figure 5.23 shows the rise in receiver surface temperature at the top (outlet position), bottom 

(inlet position) and middle of the receiver when it was in the focal point of the dish. The 

temperature rise of the insulation is also shown. The test started at 10:22 (Day 4) and reached 

steady state after about 10 000 s whereafter the collector was taken back to the horizontal 

position. The results show that the top part of the receiver retained its temperature much 

longer after steady state than the middle and bottom because of hot air being trapped in the 

cavity. The maximum temperature reached at steady state was around 650 K. The 

temperature at the middle and bottom of the receiver dropped dramatically as the receiver 

was tilted horizontally. Figure 5.23 shows that there was a difference of about 100 °C 
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between the top and bottom of the receiver at steady state while this temperature difference 

was about 150 °C at the end of the test. 

 

 

Figure 5.24 Measured DNI during the experiment (Day 4), according to the SOLYS 2. 

 

 

Figure 5.25 A bottom view of the solar receiver and its support structure during 

receiver testing with the blue sky in the background. 

 

In Fig. 5.24, the solar DNI as measured with the SOLYS 2 on Day 4 is shown (also see 

Appendix A). At around 10 000 s, the DNI went down due to a fair amount of smoke which 
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filled the air coming from a nearby wildfire. However, the receiver reached its steady-state 

temperature before the smoke arrived and the smoke did not affect the results. Figure 5.25 

shows the receiver during the test. 

 

5.4.2.2 Discussion – Part 1 

To validate the heat loss models as described in Chapter 3, the average surface temperature of 

the receiver per second can be calculated analytically with Eq. (5.5) and Eq. (5.6), according 

to Eq. (3.9) (see Fig. 3.4). 
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Figure 5.26 Receiver average surface temperature as a function of time as measured 

experimentally and as calculated with h = 6.5 W/ m
2
K before steady state and 

h = 1 W/m
2
K after steady state. 
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Note that to calculate the average receiver surface temperature, it was assumed that the 

optical efficiency of the dish was between 36% and 54% and the reflectivity of the dish was 

55% as found in the experimental results in the previous section. This assumption could be 

made because Test B was run one day after the conclusion of Test A. Thus the efficiency of 

reflopticalsolarQQ  /*  was 22.1% between 10:00 and 12:00, and 26.9% after 12:00, 

according to Test A. The convection heat transfer coefficient of the cavity receiver could be 

determined by fitting curves to the experimental results in Fig. 5.26 and Fig. 5.27 as 

calculated with Eq. (5.5) and Eq. (5.6) by changing the parameter h (the convection heat 

transfer coefficient) until both curves fitted. The only solution where both curves fitted was 

for h ≈ 6.5 W/m
2
K and h ≈ 1 W/m

2
K before and after steady state respectively. Note that the 

receiver was placed in the horizontal position after steady state was reached. Figure 5.27 

shows the conduction heat loss as calculated with the measured average receiver surface 

temperatures and the calculated average receiver surface temperature. 

 

 

Figure 5.27 Conduction heat loss from the receiver as calculated with measured 

experimental data and as calculated with h = 6.5 W/ m
2
K before steady state and 

h = 1 W/m
2
K after steady state. 

 

Also note that the following constants were used: ε was chosen as 0.7, k = 0.046 W/mK 

(Tiasa, 2001), Acond ≈ 2 m
2
 and Aconv ≈ 1.675 m
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 as these were the areas exposed to 

0

50

100

150

200

250

300

0 5000 10000 15000 20000

H
e

at
 lo

ss
 (

W
)

Time (s)

Measured

Calculated



 

105 

  

conduction and convection heat loss respectively. The curve-fit result was not very sensitive 

to the changing of ε or k because convection heat loss dominated in this temperature range. 

The heat transfer coefficient on the inside of the cavity receiver as calculated with Harris and 

Lenz (1985) was 3.7 W/m
2
K (Section 3.4.2.3) for the average elevation of 36° during the test 

(see Appendix A). This heat transfer coefficient should still be multiplied with a wind factor. 

The average wind speed during the test was about 2 m/s as measured with the SOLYS 2 (see 

Appendix A). If the wind factor is assumed to be approximately 1.5, according to Prakash et 

al. (2009), the heat transfer coefficient is calculated as 5.55 W/m
2
K.  

According to Ma (1993), the forced heat transfer coefficient for the receiver due to a 

headwind of 2 m/s at 36°, which can be added to the natural convection heat transfer 

coefficient calculated as 3.7 W/m
2
K, is calculated in Eq. (5.7). 

 

  401.1)3sin(3278.0)2sin(5026.0)sin(7498.01634.0 Vh forced    

= 1.15 W/m
2
K                    (5.7) 

 

According to Ma (1993), the forced heat transfer coefficient due to a side wind of 2 m/s, 

which can be added to the natural convection heat transfer coefficient calculated as 

3.7 W/m
2
K , is calculated in Eq. (5.8). 

 

849.11967.0 Vh forced    

= 0.7 W/m
2
K                               (5.8) 

 

The method given by Ma (1993) gives a maximum calculated convection heat transfer 

coefficient of 4.85 W/m
2
K.  

These calculated values of 5.55 W/m
2
K and 4.85 W/m

2
K show that the average convection 

heat transfer coefficient before steady state as determined experimentally (6.5 W/m
2
K) is 

about 20% higher than determined with the heat loss model.  

 

5.4.2.3 Results and discussion – Part 2 

The convection heat transfer coefficient of the inner solar receiver cavity as determined 

experimentally was thus higher than that calculated with the heat loss models. After 

inspection of the experimental set-up, it was noted that the insulation did not cover the 

receiver fully and small gaps between the insulation boards were noted. These gaps appeared 
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due to the thermal expansion of the receiver. Also note that convection heat loss was taking 

place over most of the receiver tube area, since only parts of it made contact with the 

insulation as shown in Fig. 3.4. This was as a result of the large diameter receiver tube used 

and due to the 10 mm gap between the tube coil, which had to be present for welding 

purposes.  

 

 

Figure 5.28 Receiver insulation covering the receiver tube so that less tube area is 

exposed to convection heat loss. 

 

 

Figure 5.29 Receiver temperature rise during the second test. 
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The test was repeated a second time, but this time with insulation blanket stuffed in between 

all the gaps. The small gaps between the insulation board and the receiver tube were stuffed 

as shown in Fig. 5.28 (compare with Fig. 3.4) so that air could not flow around the tubes but 

only on the inside of the cavity. 

The second test reached more or less the same average receiver surface temperature as in the 

first test, but with a much lower solar input. The results are shown in Fig. 5.29 and the second 

test is compared with the first test in Table 5.4 and Fig. 5.30. The results show that the 

insulation arrangement in the second test is much more efficient. Also note that in the second 

test, the temperature in the middle of the receiver was the higher temperature. This can be 

attributed to the solar heat flux distribution as shown in Fig. 4.10 and Fig. 4.11 as well as a 

smaller convection heat loss area in the first test. 

For the insulation arrangement in the second test, the conduction heat loss was found to be 

more than 1.5 times more while the convection heat loss was found to be more than three 

times less at the same average steady-state temperature. Note that the convection heat loss 

rate percentage can thus be significantly reduced (Fig. 5.30) by placing the insulation around 

the tubes correctly and making sure that there are no gaps between the insulation and the 

receiver.  

 

Table 5.4 Heat loss from the cavity receiver at steady state. 

 Ts,ave (K) 
condlossQ ,

  (W) 
convlossQ ,

  (W) 
radlossQ ,

  (W) 
totallossQ ,

  (W) 

Test 1 591.7 236.0 3 286 286.6 3 812 

Test 2 589.1 381.5 1 003 281 1 667 

 

The convection heat transfer coefficient of the cavity receiver in the second test was 

determined in a similar way as was done for the first test. It was found that h ≈ 4.5 W/m
2
K 

before steady state and h ≈ 0.8 W/m
2
K after steady state when the receiver was placed in the 

horizontal position. These results compare much better with the theory and thus it is 

concluded that the insulation arrangement should be done as was done in the second test. 

Note that the following constants were used for fitting the curves in the second test: ε was 

chosen as 0.7, k = 0.046 W/mK (Tiasa, 2001), Acond ≈ 2.4 m
2
 and Aconv ≈ 0.838 m

2
 as these 

were the areas exposed to conduction and convection heat loss respectively. Note that the 

convection heat loss area is assumed to be half of what it was in the first test due to the 

different insulation arrangement. 
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Figure 5.30 Comparison of the heat loss mechanisms from the receiver at an average 

temperature of 590 K as determined in two receiver tests. 

 

5.4.2.4 Conclusion 

The solar receiver was heated up to steady state in two tests with different insulation 

arrangements. It was found that the arrangement of the insulation around the large diameter 

receiver tube could significantly influence the convection and conduction heat loss rates from 

the cavity receiver. The receiver tube had to be covered all around on the sides to reduce heat 

loss. It was shown that the surface contact between the receiver insulation and the receiver 

tube was important. It is recommended that a single moulded insulation cover should be 

made for the receiver with good thermal contact between the receiver surface and the 

insulation. Such a cover should yield better results than with the placement of insulation 

boards around the receiver from different sides. However, thermal expansion might pose a 

problem for such a cover. The results showed that inclination played an important role in the 

convection heat loss of the receiver, which dominated the heat loss at the tested temperatures. 

The convection and conduction heat loss models were verified experimentally to a certain 

extent for the solar thermal Brayton cycle. However, it is recommended that the receiver 

should also be tested at 1 150 K.  

 

5.5 Error analysis 

The following comments are made regarding the accuracy and precision of the experimental 

results obtained. Note that from Eq. (5.3), the collector efficiency was determined in Test A 

as shown in Eq. (5.9).  
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For the temperature measurements, the accuracy of the datalogger was within 0.5 °C and the 

accuracy of the thermocouples within 1 °C (see Section 5.4) so that the accuracy of the 

temperature measurement was within 1.12 °C, or    22
5.01  . According to Eq. (5.10), the 

accuracy of the measurement of the temperature difference was within 1.6 °C.  

 

        6.112.112.1
2222
 outin TTT  °C            (5.10) 

 

The accuracy of the air flow measurements was within 5% (Section 5.2.5) and the accuracy 

of the solar measurements was within 2% (Section 5.2.3). According to Eq. (5.10), the 

temperature difference measurements were within 5% when assuming an average 

temperature difference of 30 °C in Test A. The accuracy of the collector efficiency is 

calculated with Eq. (5.11).  

 

      %3.702.005.005.0
222

222






































solar

solar

col

col

Q

Q

T

T

m

m







 




         (5.11) 

 

From Table 5.3 it was found that the precision or repeatability in determining the collector 

efficiency was within 22%. The collector efficiency was thus determined as 0.238 ±0.052. 

This error was due to tracking error and misalignment of the tracking structure during 

different times of the day and due to the measurement error as calculated in Eq. (5.11). It is 

interesting to note that the precision of collector efficiency was within 12% when the first 

experiments of Day 1 and Day 2 were neglected (see Table 5.3).  

From the collector efficiency, the optical efficiency was calculated using Eq. (5.4). Since 

rec  ≈ 1, and refl  ≈ 0.55, the optical efficiency was determined as 0.43 ±0.095. The optical 

error of the dish was between 20 mrad and 35 mrad according to Fig. 4.2 for an optical 

efficiency of between 36% and 54% and for A’ = 0.0035. The optical error was used to 

determine the specularity error according to Eq. (3.4). The specularity error was found to be 

between 17.3 mrad and 33.5 mrad. 
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In Test B, the surface temperature of the receiver was measured at three different places. The 

error in temperature measurement was calculated above as 1.12 °C. At the high temperatures 

reached in Test B, it is assumed that the accuracy of each high-temperature measurement was 

within 0.5% so that the error in temperature measurement in Test B is neglected. The 

convection heat transfer coefficient at each time interval can be determined with Eq. (5.6). 

The convection heat transfer coefficient is a function of the product of the collector efficiency 

measurement and the solar irradiance measurement. The accuracy of the heat transfer 

coefficient is thus within 20% according to Eq. (5.12). 
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            (5.12) 

 

The error analysis has shown that the accuracy in the measurement of the collector efficiency 

was within 7.3% and the accuracy in the determination of the convection heat transfer 

coefficient was within 20%. 

 

5.6 Summary 

An experimental set-up consisting of a two-axis solar tracker with a 4.8 m diameter dish and 

solar receiver with aperture area of 0.25 m x 0.25 m and tube diameter of 0.0889 m was built 

and tested to better understand the difficulties associated with the collector errors.  The 

geometry-dependent and temperature-dependent factors on the performance of the receiver 

were investigated. The experiments conducted showed that the optimised open-cavity tubular 

receiver was able to absorb heat. The efficiency of the collector was determined by attaching 

a blower to the solar receiver so that the neat absorbed heat rate could be determined. A high-

temperature test on the solar receiver was conducted to validate the conduction and 

convection heat loss models. The receiver was heated up to an average steady-state 

temperature of about 590 K whereafter it was placed back in its resting horizontal position. 

The solar tracking was done manually by positioning the collector in such a way that the 

shadow of the receiver was exactly in the middle of the dish. The solar DNI was measured 

with the SOLYS 2. Temperature measurements on the receiver were taken with K-type 

weldpad thermocouples. Results showed that SolTrace was a valid tool for ray tracing and 

that the heat loss models could be used to predict the performance of the solar receiver. It was 

shown that for the large tube diameter, the arrangement of the insulation was important and 
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that the convection heat loss could be significantly reduced by arranging the insulation 

correctly around the receiver tube. 
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CHAPTER 6  

SUMMARY, CONCLUSION AND RECOMMENDATIONS 

________________________________________________________________ 

6.1 Summary 

South Africa has an advantage in terms of solar resource, but this solar resource is not used 

extensively due to high-cost and low-efficiency solar-to-electricity systems. The dish-

mounted solar thermal Brayton cycle with recuperator offers a solution. However, heat losses 

and pressure losses in the cycle components can decrease the net power output of the system 

tremendously. In addition, the costs due to solar tracking and perfect dish optics can be high. 

The small-scale (1-20 kW) dish-mounted open solar thermal Brayton cycle has not been 

studied before. The purpose of this study was to develop the small-scale dish-mounted open 

solar thermal Brayton cycle by optimising the receiver and recuperator with the method of 

total entropy generation minimisation. Modelling methods to predict the performance and to 

optimise the system were developed and tested and the solar receiver was tested in an 

experimental set-up.  

For the small-scale open solar thermal Brayton cycle, various off-the-shelf micro-turbines are 

available thanks to the application of micro-turbines as turbochargers in the stationary 

market. The small-scale open solar thermal Brayton cycle therefore has an advantage in terms 

of cost. A small-scale system also has a cost benefit since it can be manufactured in a 

production line. The small-scale aspect of the technology also makes it advantageous in terms 

of mobility. It can offer an off-grid electricity solution to the people of the water-scarce 

southern Africa. The small-scale open solar thermal Brayton cycle can also be very 

competitive in terms of efficiency and environmental impact.  

Since the solar thermal Brayton cycle’s development in the 1960s, many attempts have been 

made at improving the efficiency of the cycle and that of the solar receiver. A high solar 

receiver efficiency, however, does not necessarily mean that the receiver will perform well in 

an open solar thermal Brayton cycle. A holistic optimisation approach is therefore necessary. 

A literature study was conducted to identify the different attempts of optimisation, modelling 

and development of the solar thermal Brayton cycle’s components. It was found that the 

system components are often optimised individually and not as part of a system with a 

common goal. In a small-scale solar thermal Brayton cycle, entropy generation mechanisms 

will always be present but components can be optimised for minimum entropy generation. 
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The method of total entropy generation minimisation allows heat transfer and fluid flow 

terms to be available for optimisation in a single equation, so that geometry variables of 

different components of an open solar thermal Brayton cycle can be optimised 

simultaneously. 

The solar collector, consisting of the solar dish and receiver, plays a very important role in 

the determination of the success of the solar thermal Brayton cycle, as it acts as the heat 

source in the cycle. An experimental set-up of the collector of a small-scale open solar 

thermal Brayton cycle was built and tested to better understand the difficulties associated 

with the solar collector errors.  

 

6.2 Conclusion 

The method of total entropy generation minimisation was found to be a holistic optimisation 

approach whereby the components of the small-scale solar thermal Brayton cycle could be 

optimised. To maximise the net power output of the cycle, an objective function, based on the 

method of total entropy generation minimisation, was presented in terms of the geometry 

variables of an open-cavity tubular solar receiver and counterflow plate-type recuperator.  

A method to determine the surface temperatures and net heat transfer rates along the length of 

the open-cavity receiver tube was presented. The factors contributing to the temperature and 

net heat transfer rate profiles on the receiver tube were divided into two components: 

geometry-dependent and temperature-dependent. It was found that many errors existed due to 

the solar collector – these were modelled with SolTrace, a ray-tracing algorithm. The Koenig 

and Marvin heat loss model was used to model the convection heat loss rate from an open-

cavity receiver. An optimum receiver-to-concentrator-area ratio of A’ ≈ 0.0035 for 1° solar 

tracking error, 10 mrad optical error and 45° rim angle was found for the open-cavity tubular 

solar receiver. It was shown that the open-cavity tubular solar receiver surface temperature 

and net heat transfer rate for heating air depended on the receiver size, mass flow rate through 

the receiver, receiver tube diameter, receiver inlet temperature and dish errors. Receiver 

efficiencies of between 43% and 70% were found for the open-cavity tubular receiver with 

a = 0.25 m, 0.06 kg/s ≤ m  ≤ 0.08 kg/s, 0.05 m ≤ d ≤ 0.0833 m and 900 K ≤ Tin,0 ≤ 1 070 K, 

operating on a 4.8 m diameter dish with 10 mrad optical error and maximum solar tracking 

error of 1°. Results showed that the higher the mass flow rate through the receiver, the lower 

the surface temperatures and the more efficient the receiver became. A smaller tube diameter 

also allowed for higher efficiency but due to the higher pressure drop, a much lower second 
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law efficiency was obtained, which indicated that a larger tube would be more beneficial in 

the open solar thermal Brayton cycle. Results showed that a high receiver efficiency was not 

necessarily beneficial for the small-scale solar thermal Brayton cycle as a whole but that the 

second law efficiency was more important.  

An analytical study showed that with the use of an optimised open-cavity tubular solar 

receiver, counterflow plate-type recuperator and a standard off-the-shelf turbomachine, the 

small-scale open solar thermal Brayton cycle could generate a positive net power output with 

solar-to-mechanical efficiencies in the range of 10-20% with much room for improvement. 

Results showed that for a 4.8 m diameter solar dish with 0.25 m x 0.25 m receiver aperture 

area, a receiver tube diameter of 0.0833 m was beneficial. For a receiver with this inner-tube 

diameter, a recuperator with a = 225 mm, b = 2.25 mm, L = 1.5 m and n = 45 was optimal 

when the recuperator mass was restricted to 500 kg and the maximum receiver surface 

temperature was restricted to 1 200 K. Analytical results were compared with results 

generated in Flownex, an integrated systems CFD code. The results showed that for the 

calculation of the steady-state temperatures and pressures, there was good comparison 

between the Matlab results and Flownex results (within 8%), except for the recuperator outlet 

temperature, which differed because of the use of different ε-NTU methods to calculate the 

recuperator efficiency. 

For the experimental study, a 4.8 m parabolic aluminium dish with rim angle of 45° and two-

axis tracking system was designed and built. A tubular stainless steel solar cavity receiver 

with outer-tube diameter of 0.0889 m and with ceramic fibre insulation was built and tested 

experimentally to determine whether it would be capable of delivering heat to the small-scale 

open solar thermal Brayton cycle. Weldpads with K-type thermocouples were welded onto 

the receiver to measure the surface temperatures at the inlet, middle and outlet of the receiver. 

The efficiency of the collector was determined by attaching a blower to the solar receiver so 

that the neat absorbed heat rate could be determined. A high-temperature test on the solar 

receiver was performed so that the conduction and convection heat loss models could be 

validated.  The effects of mass flow rate, receiver tube air inlet temperature and tube diameter 

on the efficiency of the receiver were shown. The higher the inlet temperature, the less 

efficient the receiver became and the higher the maximum receiver surface temperature. 

Experimental results were compared with analytical calculations. The use of SolTrace and the 

heat loss models were validated to a certain extent. The convection heat transfer coefficient 

of the cavity receiver was determined experimentally and analytically. Results showed that 

SolTrace was a valid tool for ray tracing and that the heat loss models could predict the 
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performance of the solar receiver. Experimental results showed that the heat loss rate from 

the solar cavity receiver due to convection and conduction was significantly reduced with the 

proper insulation arrangement.  

 

6.3 Recommendations 

From the experimental results, it was concluded that to make the small-scale open solar 

thermal Brayton cycle a success, a very precise solar tracking system, with a high-specularity, 

high-reflectivity dish is required, as was also found in the analytical work. A 1° tracking error 

and 10 mrad optical error with reflectivity above 90% should be sufficient. An open-cavity 

tubular solar receiver and a counterflow plate-type recuperator were identified as cost-

effective solutions for the open solar thermal Brayton cycle. It is recommended that for a 

4.8 m dish diameter, a 0.0833 m receiver tube diameter be used. It is suggested that for future 

work, a smaller but more accurate and efficient dish and tracking system be used for an 

experimental study, since the larger the dish, the larger the errors due to deflections and wind 

loadings. The proposed technology can hold endless opportunity for the people of southern 

Africa as an efficient and cost-effective power solution, especially if the solar collector is 

small and efficient.  

Due to the difficult welds during the manufacturing of the receiver, a 10 mm gap was needed 

between the receiver tube coils. The relatively large receiver tube diameter also caused air 

gaps between the receiver tube and the insulation. For these reasons, it is recommended that a 

moulded receiver cover be used to insulate the receiver so that air cannot flow around the 

receiver tubes but only on the inner side of the receiver cavity. Furthermore, good thermal 

contact between the insulation and the receiver should be achieved regardless of thermal 

expansion. It is also recommended that thermal expansion of the open-cavity tubular receiver 

be considered when coupling the receiver to the open solar thermal Brayton cycle. 

Further research should consider the testing of the optimised open-cavity tubular receiver at a 

temperature of 1 150 K for fatigue loadings and thermal expansion. The optimised receiver 

should be coupled to an optimised recuperator and micro-turbine to determine the net power 

output of the system experimentally. A cost-effective high-temperature and low-emissivity 

stainless steel receiver coating would be very beneficial for the cycle and it is recommended 

that such a coating be developed. Further research can also investigate the optimisation of the 

cycle at receiver surface temperatures below 700 °C so that black chromium can be used as 

low-emissivity coating. 
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It is concluded that the small-scale dish-mounted open solar thermal Brayton cycle with 

tubular receiver and recuperator does have merit and it is recommended that it be investigated 

further experimentally. 
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APPENDIX A – MEASURED DATA (SOLYS 2) 

 

SAURAN, TOA5, UPR - GIZ University of Pretoria, Latitude: -25.75308, Longitude: 28.22859, Elevation: 1410 m 
 

From www.sauran.net 

Sun position 

From 
www.sunearthtools.com 

Date and time 
Record 

Number 

Global 
Horizontal 
Irradiance 

(GHI) 
(W/m2) 

Direct 
Normal 

Irradiance 
(DNI) 

(W/m2) 

Diffuse 
Horizontal 
Irradiance 

(DHI) 
(W/m2) 

Air 
Temperature 

(°C) 

Barometric 
Pressure 
(mbar) 

Relative 
Humidity 

(%) 

Rain 
(mm) 

Wind 
Speed 
(m/s) 

Wind 
Direction 

(Deg) 

Wind 
Direction 
(Standard 
Deviation) 

(Deg) 

Elevation 
(Deg) 

 

Azimuth 
(Deg) 

 

              

Day 1, Test 1 
          

  
  

           
  

  
2014/07/01 12:38 248528 622.159 787.896 102.371 21.68 870 31.7 0 0.271 211.1 12.98 

  
2014/07/01 12:39 248529 621.347 785.933 102.678 21.97 870 30.33 0 0.898 207.4 18.66 

  
2014/07/01 12:40 248530 628.43 795.712 103.641 22.2 870 28.86 0 0.604 161.1 15.85 40.58° 9.39° 

2014/07/01 12:41 248531 630.343 798.125 104.844 22.31 870 29.55 0 0.088 223.1 16.45 
  

2014/07/01 12:42 248532 629.519 795.717 105.844 22.7 869 29.08 0 0.479 200.3 26.07 
  

2014/07/01 12:43 248533 630.137 796.278 106.734 23.02 870 28.1 0 0.461 196.7 14.37 
  

2014/07/01 12:44 248534 621.663 783.661 106.359 22.87 869 28.37 0 1.529 192 17.8 
  

2014/07/01 12:45 248535 612.059 769.607 106.329 22.53 869 28.27 0 0.696 97.4 29.94 
  

2014/07/01 12:46 248536 602.685 756.641 106.464 21.81 869 30.02 0 0.464 202.6 30.18 
  

2014/07/01 12:47 248537 601.07 755.123 106.2 21.8 869 29.1 0 0.338 193.9 18.54 
  

2014/07/01 12:48 248538 596.003 748.618 106.052 21.92 869 28.83 0 0.075 89.7 22.63 
  

2014/07/01 12:49 248539 602.843 759.236 106.052 22.01 869 30.33 0 1.022 240.2 24.08 
  

2014/07/01 12:50 248540 608.535 768.359 106.052 22.04 870 28.19 0 0.405 215.8 16.89 40.89° 6.38° 

2014/07/01 12:51 248541 613.346 776.234 106.052 21.91 869 28.43 0 0.361 192.1 19.39 
  

2014/07/01 12:52 248542 618.84 784.934 106.224 21.91 869 27.88 0 0.309 265 56.69 
  

2014/07/01 12:53 248543 624.8 793.977 106.647 21.62 869 28.86 0 0.405 287.9 38.39 
  

2014/07/01 12:54 248544 620.678 788.938 106.789 21.6 869 28.71 0 0.265 63.95 39.59 
  

2014/07/01 12:55 248545 617.372 784.788 106.985 21.55 869 29.2 0 1.045 79.68 20.65 
  

2014/07/01 12:56 248546 614.851 781.127 107.537 21.34 869 29.67 0 1.357 70.87 25.37 
  

2014/07/01 12:57 248547 614.016 779.887 108.083 20.78 869 30.16 0 1.777 50.61 24.13 
  

2014/07/01 12:58 248548 617.653 785.466 108.562 20.4 869 30.43 0 3 80.2 12.82 
  

2014/07/01 12:59 248549 618.769 787.748 108.998 19.97 869 30.93 0 2.507 71.02 12.01 
  

2014/07/01 13:00 248550 612.663 780.018 108.814 19.71 869 31.03 0 1.661 73.29 25.52 41.08° 3.34° 

2014/07/01 13:01 248551 608.343 774.658 108.63 19.75 869 31.33 0 2.434 69.99 24.2 
  

           
  

  
Day 1, Test 2 

          
  

  

           
  

  



 

A2 

  

2014/07/01 14:36 248646 457.528 722.349 92.2003 21.44 868 27.26 0 0.003 144.7 0.003 
  

2014/07/01 14:37 248647 453.152 717.574 91.6604 21.75 868 26.67 0 0.191 137.8 28.33 
  

2014/07/01 14:38 248648 451.347 717.254 91.6604 22.1 868 25.75 0 0.039 112.7 27.64 
  

2014/07/01 14:39 248649 449.019 715.796 91.4395 22.39 868 25.94 0 0.286 223.2 39.4 
  

2014/07/01 14:40 248650 446.04 714.155 90.9364 22.59 868 25.63 0 1.022 57.7 29.11 36.61° 334.28° 

2014/07/01 14:41 248651 443.75 711.655 91.2003 22.01 868 25.89 0 3 63.98 12.8 
  

2014/07/01 14:42 248652 439.131 703.533 91.9672 20.96 868 27.52 0 3.904 79.55 10.97 
  

2014/07/01 14:43 248653 437.715 702.746 92.3966 20.43 868 28.3 0 2.532 104.9 19.96 
  

2014/07/01 14:44 248654 438.302 707.368 92.3966 20.46 868 28.25 0 2.241 62.85 19.45 
  

2014/07/01 14:45 248655 438.136 710.226 92.3966 20.51 868 27.64 0 1.999 49.07 26.43 
  

2014/07/01 14:46 248656 432.472 701.937 92.3966 20.44 868 28.04 0 1.87 80.6 8.92 
  

2014/07/01 14:47 248657 427.33 695.733 92.2494 20.4 868 28.28 0 1.916 38.65 24.56 
  

2014/07/01 14:48 248658 425.997 696.469 91.6972 20.41 868 27.57 0 3.575 66.95 16.05 
  

2014/07/01 14:49 248659 427.496 701.725 92.323 20.22 868 28.36 0 3.992 82 9.62 
  

2014/07/01 14:50 248660 424.658 698.489 92.3721 20.09 868 28.14 0 3.763 88.6 7.915 35.59° 331.73° 

2014/07/01 14:51 248661 424.683 701.915 92.2739 19.92 868 28.2 0 3.237 89.1 13.07 
  

2014/07/01 14:52 248662 423.624 703.891 91.7034 19.92 868 28.68 0 2.901 83.2 14.18 
  

2014/07/01 14:53 248663 420.371 701.893 91.3536 20.12 868 28.6 0 2.569 93.1 18.01 
  

2014/07/01 14:54 248664 415.089 695.769 90.4579 20.38 868 27.57 0 2.37 98 22.69 
  

2014/07/01 14:55 248665 409.431 687.553 90.1389 20.35 868 27.69 0 3.255 89 7.259 
  

2014/07/01 14:56 248666 403.04 678.163 89.4579 20.16 868 28.02 0 3.043 79.16 12.04 
  

           
  

  
Day 2, Test 1 

          
  

  

           
  

  
2014/07/02 11:17 249887 639.296 855.084 86.7415 16.09 870 40.26 0 1.168 349.9 33.76 

  
2014/07/02 11:18 249888 639.467 854.944 86.594 16.15 870 39.29 0 1.463 334 16.3 

  
2014/07/02 11:19 249889 639.881 854.789 86.2622 16.01 870 39.32 0 1.656 346.6 22.63 

  
2014/07/02 11:20 249890 640.653 855.292 85.869 15.94 870 39.76 0 1.192 37.34 29.24 26° 44.06° 

2014/07/02 11:21 249891 643.634 859.815 85.8566 15.95 870 39.5 0 1.31 62.96 12.67 
  

2014/07/02 11:22 249892 645.242 860.624 85.8565 15.87 870 40.2 0 2.097 23.33 23.14 
  

2014/07/02 11:23 249893 645.925 859.857 86.1819 15.97 870 40.26 0 0.738 2.32 71.38 
  

2014/07/02 11:24 249894 646.263 859.849 86.5933 16.42 870 39.39 0 0.485 198.7 29.26 
  

2014/07/02 11:25 249895 646.32 859.301 86.3537 16.94 870 37.66 0 0.229 226.3 41.55 
  

2014/07/02 11:26 249896 646.224 858.672 85.9975 17.26 870 37.4 0 0.526 255.5 45.4 
  

2014/07/02 11:27 249897 647.245 860.321 85.8562 17.51 870 37.49 0 0.417 156.5 57.31 
  

2014/07/02 11:28 249898 647.966 860.868 85.5184 17.63 870 37.3 0 0.323 260.8 32.96 
  

2014/07/02 11:29 249899 647.966 859.897 85.7394 17.68 870 36.2 0 0.534 97.5 51.54 
  

2014/07/02 11:30 249900 649.479 860.524 85.8684 17.6 870 36.34 0 0.42 101 65.62 27.54° 42.15° 

2014/07/02 11:31 249901 648.323 857.539 86.2859 17.53 870 37.04 0 0.691 185.2 22.87 
  

2014/07/02 11:32 249902 649.147 857.51 86.2245 17.73 870 35.87 0 0.946 272.6 59.59 
  

2014/07/02 11:33 249903 651.317 857.43 86.5868 17.42 870 36.6 0 0.389 148.3 52.46 
  

2014/07/02 11:34 249904 653.271 858.575 86.7956 16.99 870 37.54 0 0.882 258.5 52.84 
  

           
  

  



 

A3 

  

Day 2, Test 2 
          

  
  

           
  

  
2014/07/02 12:27 249957 650.183 832.678 95.2787 19.22 869 32.47 0 0.15 205.8 24.03 

  
2014/07/02 12:28 249958 647.728 828.88 95.1493 19.14 869 32.13 0 1.831 202.7 13.97 

  
2014/07/02 12:29 249959 649.118 830.081 95.6709 18.93 869 33.35 0 2.084 169.1 15.57 

  
2014/07/02 12:30 249960 648.593 829.277 96.4015 18.44 869 33.76 0 1.225 147.6 27.99 40.21° 12.43° 

2014/07/02 12:31 249961 651.389 832.458 97.525 17.93 869 34.71 0 0.541 34.76 41.9 
  

2014/07/02 12:32 249962 651.165 831.574 98.3539 17.96 869 34.26 0 0.619 319 45.93 
  

2014/07/02 12:33 249963 647.631 825.959 98.8691 17.83 869 34.11 0 0.684 76.42 23.73 
  

2014/07/02 12:34 249964 650.834 830.816 99.1145 17.74 869 35.3 0 0.444 253.7 65.75 
  

2014/07/02 12:35 249965 651.21 831.844 99.1266 18.19 869 33.85 0 0.776 42.26 32.44 
  

2014/07/02 12:36 249966 649.646 830.07 99.1143 18.63 869 33.29 0 0.465 284.3 25.63 
  

2014/07/02 12:37 249967 649.614 829.815 99.0898 18.89 869 32.6 0 1.086 333.9 34.23 
  

2014/07/02 12:38 249968 644.667 822.972 98.746 18.77 869 33.02 0 0.885 290.8 30.09 
  

2014/07/02 12:39 249969 640.62 817.02 98.9058 18.83 869 32.64 0 1.9 286.8 21.99 
  

2014/07/02 12:40 249970 636.944 810.49 99.5629 18.66 869 32.92 0 1.625 335.8 20.72 40.64° 9.46° 

2014/07/02 12:41 249971 634.547 806.846 100.152 18.14 869 33.81 0 1.081 294.6 18.01 
  

2014/07/02 12:42 249972 628.29 798.353 100.213 18.12 869 33.73 0 0.934 296.7 18.34 
  

2014/07/02 12:43 249973 629.981 801.891 100.44 18.43 869 33.54 0 0.108 347.4 30.5 
  

2014/07/02 12:44 249974 626.93 799.024 99.5623 18.89 869 32.52 0 0.715 24.83 46.81 
  

2014/07/02 12:45 249975 630.869 805.825 99.894 18.69 869 33.93 0 2.161 57.44 17.53 
  

2014/07/02 12:46 249976 636.054 814.136 100.207 18.23 869 33.76 0 1.21 13.7 42.58 
  

2014/07/02 12:47 249977 640.165 820.125 100.213 18.03 869 34.26 0 1.4 4.001 38.83 
  

2014/07/02 12:48 249978 638.656 818.291 100.778 17.69 869 34.74 0 2.607 55.43 28.67 
  

2014/07/02 12:49 249979 641.262 822.276 101.231 17.14 869 35.66 0 2.069 55.59 10.88 
  

2014/07/02 12:50 249980 642.592 825.356 101.513 16.78 869 36.29 0 2.659 67.52 12.03 40.95° 6.45° 

2014/07/02 12:51 249981 643.87 828.246 101.678 16.57 869 36.82 0 2.293 52.84 6.369 
  

2014/07/02 12:52 249982 646.444 832.887 101.917 16.38 869 37.1 0 1.545 59.2 14.69 
  

           
  

  
Day 2, Test 3 

          
  

  

           
  

  
2014/07/02 14:26 250076 495.468 758.388 92.82 18.45 868 31.33 0 1.999 279.6 13.27 

  
2014/07/02 14:27 250077 493.139 757.878 92.55 18.31 868 32 0 2.078 275.8 16.68 

  
2014/07/02 14:28 250078 489.323 754.946 91.9792 18.49 868 31.26 0 1.176 235.4 32.17 

  
2014/07/02 14:29 250079 485.074 751.234 91.476 18.78 868 30.72 0 0.99 317.8 44.05 

  
2014/07/02 14:30 250080 479.879 745.495 91.0095 18.91 868 31.11 0 1.715 347.3 32.09 37.62° 336.93° 

2014/07/02 14:31 250081 478.291 744.955 91.0893 18.62 868 31.27 0 2.176 356.9 12.81 
  

2014/07/02 14:32 250082 476.395 744.043 91.3225 18.07 868 32.58 0 2.145 354.6 29.23 
  

2014/07/02 14:33 250083 474.194 743.351 90.9788 18.07 868 31.56 0 2.804 322.7 12.45 
  

2014/07/02 14:34 250084 473.441 744.955 90.7149 18.25 868 31.45 0 2.293 327.7 21.97 
  

2014/07/02 14:35 250085 471.903 744.955 90.5861 18.1 868 31.71 0 1.543 286.7 29.31 
  

2014/07/02 14:36 250086 469.185 743.008 90.3344 18.02 868 32.96 0 1.114 290 45.31 
  

2014/07/02 14:37 250087 467.06 743.329 89.8496 18.29 868 31.47 0 0.461 294.5 48.3 
  



 

A4 

  

2014/07/02 14:38 250088 464.61 742.541 89.3525 18.37 868 31.74 0 0.844 306.8 51.97 
  

2014/07/02 14:39 250089 462.485 742.592 89.0456 18.59 868 31.09 0 1.147 291.4 21.78 
  

2014/07/02 14:40 250090 459.243 740.66 88.5055 18.73 868 31.48 0 0.616 244.2 52.34 36.69° 334.29° 

           
  

  
Day 3, Test 1 

          
  

  

           
  

  
2014/07/03 10:13 251263 525.546 780.279 88.182 17.75 870 37.76 0 0.165 202.1 43.75 

  
2014/07/03 10:14 251264 527.836 779.508 89.06 17.62 870 38.05 0 0.367 296.9 21.53 

  
2014/07/03 10:15 251265 525.782 772.472 89.5755 17.25 870 39.26 0 0.245 165.2 37.56 

  
2014/07/03 10:16 251266 526.877 771.555 89.5749 17.29 870 39.17 0 0.212 160.4 24.86 

  
2014/07/03 10:17 251267 527.078 769.724 89.5619 17.38 870 38.56 0 0.946 293.5 39.47 

  
2014/07/03 10:18 251268 541.582 792.942 89.1315 17.16 870 39.27 0 0.416 190.9 70.86 

  
2014/07/03 10:19 251269 542.007 791.267 89.0021 16.97 870 39.16 0 0.361 250.7 47.78 

  
2014/07/03 10:20 251270 536.927 779.014 89.825 16.99 870 40.21 0 0.243 177.8 23.3 26.02° 44.16° 

2014/07/03 10:21 251271 535.385 773.886 90.3099 17.26 870 39.4 0 0.64 249.1 45.1 
  

2014/07/03 10:22 251272 542.084 783.308 90.3096 17.39 870 38.37 0 0.31 211.3 53.89 
  

2014/07/03 10:23 251273 545.628 787.343 89.9961 17.25 870 38.78 0 0.286 312 69.6 
  

2014/07/03 10:24 251274 542.758 779.165 90.2846 16.72 870 40.99 0 0.108 140 27.22 
  

2014/07/03 10:25 251275 545.305 779.784 91.0461 16.57 870 40.13 0 0.47 293.7 46.49 
  

2014/07/03 10:26 251276 546.122 778.081 91.6173 16.38 870 40.71 0 0.265 150.3 19.72 
  

2014/07/03 10:27 251277 556.648 792.724 92.5326 16.51 870 40.31 0 0.351 211.1 58.91 
  

2014/07/03 10:28 251278 551.128 779.123 93.2573 16.63 870 40.03 0 0.123 23.28 37.55 
  

2014/07/03 10:29 251279 546.605 770.821 92.7903 16.76 870 39.47 0 0.16 185.1 35.12 
  

2014/07/03 10:30 251280 552.985 781.063 91.3158 16.79 870 39.46 0 0.686 284 60.13 27.57° 42.24° 

2014/07/03 10:31 251281 562.847 793.683 92.2495 16.58 870 40.07 0 1.168 278.1 30.02 
  

2014/07/03 10:32 251282 563.677 790.734 93.6992 16.31 870 40.73 0 0.374 228 62.71 
  

2014/07/03 10:33 251283 563.181 787.662 93.9935 16.38 870 40.31 0 0.335 139.5 45.31 
  

2014/07/03 10:34 251284 566.156 790.068 94.1037 16.26 870 40.76 0 1.016 267.4 34.29 
  

2014/07/03 10:35 251285 560.603 776.75 95.3873 16.16 870 41.18 0 0.928 281 21.78 
  

2014/07/03 10:36 251286 570.723 792.293 95.4603 16.21 870 41.41 0 0.412 267.3 55.99 
  

2014/07/03 10:37 251287 579.067 806.324 94.0519 16.51 870 39.92 0 1.346 289.1 42.15 
  

2014/07/03 10:38 251288 577.987 802.132 93.6576 16.18 870 40.97 0 2.522 294.7 15.76 
  

2014/07/03 10:39 251289 580.855 802.897 94.7316 15.67 870 42.59 0 1.904 289.8 39.49 
  

2014/07/03 10:40 251290 584.77 808.253 94.4172 15.72 870 41.54 0 0.328 131.6 62.61 29.05° 40.24° 

2014/07/03 10:41 251291 584.961 804.154 96.007 15.88 870 41.16 0 1.008 293.6 30.45 
  

2014/07/03 10:42 251292 582.442 795.969 97.5608 15.82 870 42.12 0 0.462 250.4 26.48 
  

2014/07/03 10:43 251293 580.35 791.606 96.9582 16.04 870 41.57 0 1.039 207 57.63 
  

2014/07/03 10:44 251294 584.578 799.628 95.2311 16.14 870 41.09 0 1.61 277.9 37.41 
  

2014/07/03 10:45 251295 581.918 791.724 96.1202 15.93 870 41.4 0 1.24 283.7 33.39 
  

2014/07/03 10:46 251296 586.534 795.881 97.3598 15.84 870 41.91 0 0.66 122.7 40.23 
  

2014/07/03 10:47 251297 583.001 787.28 98.1078 16.12 870 41.01 0 0.304 145.8 39.5 
  

2014/07/03 10:48 251298 582.763 784.064 98.9417 16.29 870 40.45 0 0.622 260.9 52.86 
  

2014/07/03 10:49 251299 584.439 786.504 98.2102 16.4 870 40.52 0 0.531 204.2 56.12 
  



 

A5 

  

2014/07/03 10:50 251300 591.376 798.308 96.8766 16.54 870 39.99 0 0.536 107.5 43.33 30.47° 38.16° 

2014/07/03 10:51 251301 592.176 797.367 96.9004 16.48 870 40.64 0 0.668 159 45.54 
  

2014/07/03 10:52 251302 599.776 806.563 97.5812 16.35 870 40.57 0 1.003 277 24.05 
  

2014/07/03 10:53 251303 597.661 800.378 98.7224 16.33 870 40.54 0 1.379 268.6 33.57 
  

2014/07/03 10:54 251304 595.81 795.487 99.133 16.44 870 40.21 0 0.905 275.4 26.26 
  

2014/07/03 10:55 251305 598.774 797.772 99.476 16.53 870 40.37 0 0.921 272.8 27.09 
  

2014/07/03 10:56 251306 596.801 792.582 100.016 16.58 870 40.35 0 0.513 232.5 42.61 
  

2014/07/03 10:57 251307 596.581 790.709 100.605 16.75 870 39.61 0 0.069 162.6 11.55 
  

2014/07/03 10:58 251308 596.865 789.538 100.451 16.99 870 38.79 0 0.666 145.7 27.53 
  

2014/07/03 10:59 251309 599.717 792.6 100.186 17.07 869 37.88 0 0.126 183.4 32.73 
  

2014/07/03 11:00 251310 603.095 795.781 100.604 17.01 869 39.04 0 0.83 269.3 50.76 31.83° 35.99° 

2014/07/03 11:01 251311 613.32 810.995 100.603 17.09 869 38.31 0 0.563 153.5 30.47 
  

2014/07/03 11:02 251312 617.503 817.245 100.253 17.18 869 38.19 0 0.626 212.8 51.51 
  

2014/07/03 11:03 251313 614.307 810.856 100.418 17.18 869 38.29 0 0.67 149.6 41.32 
  

2014/07/03 11:04 251314 606.309 795.49 101.658 17.21 869 38.54 0 0.47 235.4 56.05 
  

2014/07/03 11:05 251315 604.23 789.588 102.659 17.26 870 37.36 0 0.176 202.3 45.76 
  

2014/07/03 11:06 251316 609.802 797.349 102.812 17.52 869 36.68 0 0.586 257.3 18.8 
  

2014/07/03 11:07 251317 614.856 804.68 102.185 17.76 869 36.53 0 0.1 232.8 31.9 
  

2014/07/03 11:08 251318 614.808 804.165 101.337 17.64 869 36.82 0 0.198 25.23 54.93 
  

2014/07/03 11:09 251319 607.755 790.703 101.496 17.27 869 36.5 0 0.444 29.19 67.25 
  

2014/07/03 11:10 251320 609.554 791.255 102.073 17.18 870 37.87 0 0.784 259 69.5 33.12° 33.73° 

2014/07/03 11:11 251321 620.171 806.453 102.165 17.32 869 37.31 0 0.294 138.7 48.02 
  

2014/07/03 11:12 251322 625.398 812.894 102.735 17.54 869 36.64 0 0.475 298.3 45.84 
  

2014/07/03 11:13 251323 616.092 795.844 103.638 17.67 869 36.53 0 0.603 250.1 45.75 
  

2014/07/03 11:14 251324 611.812 787.274 104.233 17.71 869 36.72 0 0.501 113.8 64.44 
  

2014/07/03 11:15 251325 615.246 790.805 104.823 17.78 869 35.16 0 0.542 189.5 58.28 
  

2014/07/03 11:16 251326 617.633 792.291 105.688 17.79 869 35.55 0 0.679 243.7 45.24 
  

2014/07/03 11:17 251327 616.143 787.692 106.21 17.8 869 36.34 0 0.547 234.1 50.17 
  

2014/07/03 11:18 251328 617.981 790.806 105.534 17.84 869 36.02 0 0.557 248.1 24.58 
  

2014/07/03 11:19 251329 622.661 797.3 105.061 17.9 869 34.78 0 1.181 224.1 19.06 
  

2014/07/03 11:20 251330 626.619 803.64 104.355 17.9 869 32.97 0 1.442 279.4 20.02 34.33° 31.37° 

2014/07/03 11:21 251331 627.627 803.252 104.76 17.74 869 32.8 0 0.857 279.3 28.15 
  

2014/07/03 11:22 251332 632.204 809.25 105.018 17.71 869 33.19 0 0.585 297.9 30.49 
  

2014/07/03 11:23 251333 634.77 812.299 105.018 17.66 869 34.18 0 0.234 316.6 35.61 
  

2014/07/03 11:24 251334 632.873 807.606 105.54 17.72 869 33.64 0 1.117 327.2 16.29 
  

2014/07/03 11:25 251335 627.458 797.294 106.24 17.43 869 34.32 0 1.076 348.9 21.93 
  

2014/07/03 11:26 251336 624.131 790.478 107.087 17.33 869 35.01 0 0.25 204.9 35.68 
  

2014/07/03 11:27 251337 624.743 790.091 107.197 17.63 869 34.17 0 0.361 131.8 35.57 
  

2014/07/03 11:28 251338 629.04 794.804 107.836 17.73 869 33.99 0 0.301 122.8 12.47 
  

2014/07/03 11:29 251339 629.276 793.308 108.045 17.85 869 33.79 0 0.813 223.3 66.1 
  

2014/07/03 11:30 251340 633.439 797.489 108.702 17.84 869 34.72 0 0.248 294 47.67 35.46° 28.93° 

2014/07/03 11:31 251341 632.028 792.804 109.58 17.99 869 33.32 0 0.438 175.7 57.06 
  

2014/07/03 11:32 251342 628.35 786.236 110.028 18.1 869 33.1 0 0.366 249.5 54.11 
  



 

A6 

  

2014/07/03 11:33 251343 625.202 780.266 110.231 18.26 869 33.57 0 0.452 190.7 24.17 
  

2014/07/03 11:34 251344 626.913 782.55 110.489 18.29 869 32.58 0 0.167 219.1 30.91 
  

2014/07/03 11:35 251345 626.51 781.711 110.409 18.27 869 33.05 0 0.333 105.2 29.67 
  

2014/07/03 11:36 251346 626.114 780.477 110.544 18.47 869 32.54 0 0.652 245.6 30.24 
  

2014/07/03 11:37 251347 629.639 784.564 110.544 18.54 869 31.87 0 1.45 277.3 17.83 
  

2014/07/03 11:38 251348 631.682 785.899 110.777 18.19 869 32.7 0 0.926 275 34.4 
  

2014/07/03 11:39 251349 630.724 782.265 111.453 18.03 869 32.66 0 0.568 169.3 45.36 
  

2014/07/03 11:40 251350 630.392 779.835 112.245 17.96 869 32.19 0 0.461 166.6 51.22 36.51° 26.39° 

2014/07/03 11:41 251351 630.162 777.74 112.847 17.81 869 32.2 0 0.585 238 68.18 
  

2014/07/03 11:42 251352 631.241 777.58 113.136 17.6 869 32.25 0 0.412 177.6 56.18 
  

2014/07/03 11:43 251353 630.96 776.96 113.283 17.5 869 32.78 0 0.364 173.8 57.49 
  

2014/07/03 11:44 251354 630.839 776.872 113.123 17.62 869 32.92 0 0.32 199.7 52.14 
  

2014/07/03 11:45 251355 629.843 775.354 113.123 17.76 869 32.22 0 1.071 266.8 26.51 
  

2014/07/03 11:46 251356 628.859 773.603 113.123 17.98 869 31.38 0 0.575 267.7 31.01 
  

2014/07/03 11:47 251357 628.808 772.267 113.467 17.86 869 32.37 0 0.689 263.9 30.81 
  

2014/07/03 11:48 251358 628.61 772.158 113.486 17.84 869 32.55 0 0.252 270.3 31.53 
  

2014/07/03 11:49 251359 630.571 775.697 113.031 18.12 869 31.33 0 0.149 244.7 48.5 
  

2014/07/03 11:50 251360 632.288 778.572 112.491 18.47 869 30.23 0 0.603 292.9 22.68 37.46° 23.77° 

2014/07/03 11:51 251361 632.129 778.521 112.104 18.59 869 31.3 0 0.106 216.5 15.4 
  

2014/07/03 11:52 251362 631.503 778.273 111.92 18.86 869 30.79 0 1.236 212.6 18.61 
  

2014/07/03 11:53 251363 631.963 778.696 111.668 18.94 869 30.19 0 0.482 215.5 32.94 
  

2014/07/03 11:54 251364 633.751 781.112 111.65 18.73 869 30.22 0 0.054 144.7 36.04 
  

2014/07/03 11:55 251365 635.621 783.965 111.551 18.4 869 31.51 0 0.488 196.4 27.18 
  

2014/07/03 11:56 251366 638.61 789.219 111.115 18.63 869 29.81 0 0.281 127.6 66.76 
  

2014/07/03 11:57 251367 641.266 793.233 110.661 18.83 869 29.89 0 0.552 262.9 56.61 
  

2014/07/03 11:58 251368 641.074 792.452 110.538 18.99 869 30.86 0 0.482 141.1 57.34 
  

2014/07/03 11:59 251369 641.617 792.072 110.544 18.7 869 32.1 0 1.163 273.1 36.41 
  

2014/07/03 12:00 251370 641.438 792.554 110.206 18.37 869 32.17 0 0.421 264.1 13.7 38.32° 21.07° 

           
  

  
Day 3, Test 2 

          
  

  

           
  

  
2014/07/03 12:25 251395 642.789 797.846 108.328 18.82 868 30.06 0 0.203 250.3 30.86 

  
2014/07/03 12:26 251396 643.941 799.636 108.426 18.96 868 28.91 0 1.911 340.3 17.34 

  
2014/07/03 12:27 251397 645.775 800.549 109.156 18.22 868 30.86 0 2.31 328.5 28.41 

  
2014/07/03 12:28 251398 643.091 797.234 109.431 17.73 868 31.27 0 2.491 343.5 18.39 

  
2014/07/03 12:29 251399 642.185 795.576 109.742 17.51 868 32.04 0 2.604 326.3 29.36 

  
2014/07/03 12:30 251400 645.248 801.521 109.649 17.61 868 30.92 0 0.898 349 30.32 40.28° 12.5° 

2014/07/03 12:31 251401 649.079 806.774 109.568 17.57 868 31.24 0 2.246 347.5 20.83 
  

2014/07/03 12:32 251402 649.545 808.335 109.431 17.22 868 31.63 0 1.534 316.1 21.42 
  

2014/07/03 12:33 251403 648.831 807.372 109.467 17.22 868 31.99 0 2.391 346.6 9.98 
  

2014/07/03 12:34 251404 648.08 806.973 109.718 17.27 868 32.17 0 1.119 315.4 24.26 
  

2014/07/03 12:35 251405 646.309 805.78 109.325 17.61 868 31.53 0 0.831 32.45 69.54 
  

2014/07/03 12:36 251406 645.955 805.82 109.054 18.17 868 30.48 0 0.168 143.6 29.29 
  



 

A7 

  

2014/07/03 12:37 251407 644.662 804.38 109.054 18.56 868 29.37 0 0.372 159.2 61.98 
  

2014/07/03 12:38 251408 642.573 801.605 109.054 18.72 868 29.72 0 0.472 140.8 43.66 
  

2014/07/03 12:39 251409 639.52 797.203 109.053 18.9 868 29.59 0 0.706 279.6 67.33 
  

2014/07/03 12:40 251410 637.788 795.159 109.053 18.88 868 29.32 0 0.498 215.1 48.55 40.71° 9.53° 

2014/07/03 12:41 251411 636.549 793.319 109.053 18.75 868 29.37 0 1.423 292.3 22 
  

2014/07/03 12:42 251412 637.014 795.31 109.053 18.73 868 29.26 0 0.217 35.45 56.53 
  

2014/07/03 12:43 251413 637.536 796.475 109.052 19.08 868 28.58 0 0.139 181.7 32.26 
  

2014/07/03 12:44 251414 636.434 795.303 109.052 19.14 868 29.77 0 0.423 318.4 51.04 
  

2014/07/03 12:45 251415 633.884 792.548 109.051 19.24 868 29.16 0 0.054 293.1 28.74 
  

           
  

  
Day 3, Test 3 

          
  

  

           
  

  
2014/07/03 14:28 251518 468.04 702.965 98.5257 19.52 867 27.3 0 0.557 103.7 20.01 

  
2014/07/03 14:29 251519 465.445 700.034 98.6475 19.4 867 27.75 0 0.591 122.9 29.73 

  
2014/07/03 14:30 251520 463.755 699.194 99.0084 19.27 867 27.35 0 0.511 192 49.76 37.71° 336.94° 

2014/07/03 14:31 251521 463.571 698.64 99.8359 18.86 867 28.49 0 1.722 148.5 21 
  

2014/07/03 14:32 251522 463.166 701.093 100.523 18.34 867 29.41 0 0.955 149.1 21.47 
  

2014/07/03 14:33 251523 461.056 671.465 100.503 18.36 867 28.27 0 0.465 126.3 8.62 
  

2014/07/03 14:34 251524 427.223 702.328 97.569 18.29 867 30.81 0 0.514 155.7 24.13 
  

2014/07/03 14:35 251525 457.291 699.902 99.8758 18.47 867 28.69 0 1.187 197.7 29.78 
  

2014/07/03 14:36 251526 453.472 696.097 99.4823 18.74 867 28.29 0 1.199 225.9 14.4 
  

2014/07/03 14:37 251527 451.101 695.413 98.7572 18.98 867 28.27 0 0.941 212.4 16.08 
  

2014/07/03 14:38 251528 448.921 696.084 97.9462 19.19 867 27.75 0 0.314 189.9 24.06 
  

2014/07/03 14:39 251529 445.58 694.335 97.2151 19.52 867 27.52 0 0.087 212.3 23.9 
  

2014/07/03 14:40 251530 442.717 692.506 96.8276 19.85 867 27.73 0 0.611 189.5 16.49 36.78° 334.29° 

2014/07/03 14:41 251531 437.645 685.707 96.7096 19.98 867 27.04 0 0.374 227.7 48.12 
  

           
  

  
Day 4, Test 1 

          
  

  

           
  

  
2014/07/04 10:22 252712 547.975 794.784 89.2231 17.7 867 35.13 0 1.575 321 15.19 

  
2014/07/04 10:23 252713 550.869 796.66 89.5478 17.28 867 36.26 0 1.651 306 26.44 

  
2014/07/04 10:24 252714 558.315 807.46 89.2705 16.86 867 37.07 0 1.976 328 23.19 

  
2014/07/04 10:25 252715 561.548 810.919 88.7968 16.49 867 36.71 0 2.898 335.6 15.35 

  
2014/07/04 10:26 252716 558.307 802.66 89.3183 16.3 867 37.09 0 1.967 359.9 21.74 

  
2014/07/04 10:27 252717 564.485 808.625 90.1284 15.97 867 38.14 0 3.726 356.8 13.22 

  
2014/07/04 10:28 252718 570.241 815.881 90.1033 15.59 867 37.91 0 3.141 353.9 10.06 

  
2014/07/04 10:29 252719 570.001 813.074 90.4651 15.43 867 39.13 0 2.43 347 24.59 

  
2014/07/04 10:30 252720 570.88 811.312 91.3491 15.66 867 38.6 0 1.445 315.6 49.68 27.6° 42.34° 

2014/07/04 10:31 252721 575.635 817.695 90.9312 16 867 37.52 0 1.726 297.9 22.23 
  

2014/07/04 10:32 252722 575.18 816.079 90.1877 16.15 867 37.96 0 1.207 307.4 35.22 
  

2014/07/04 10:33 252723 578.23 818.98 90.2795 16.28 867 37.42 0 0.728 293.2 37.38 
  

2014/07/04 10:34 252724 578.969 817.826 90.4267 16.47 867 36.99 0 0.183 242.5 31.43 
  

2014/07/04 10:35 252725 575.686 810.614 90.187 16.62 867 36.78 0 1.86 307.1 31.64 
  



 

A8 

  

2014/07/04 10:36 252726 579.03 813.553 90.3526 16.56 867 36.56 0 2.029 324.5 18.67 
  

2014/07/04 10:37 252727 588.365 827.402 90.4875 16.3 867 37.35 0 1.364 299.4 30.99 
  

2014/07/04 10:38 252728 594.111 836.501 89.3758 16.33 867 36.22 0 2.46 339.6 22.41 
  

2014/07/04 10:39 252729 593.797 832.778 89.7994 16.16 867 37.38 0 3.629 338.4 5.813 
  

2014/07/04 10:40 252730 591.102 824.574 90.9969 15.85 867 37.94 0 3.054 341.2 16.61 29.09° 40.34° 

2014/07/04 10:41 252731 587.851 815.481 92.3786 15.78 867 38.14 0 2.47 334.8 9.79 
  

2014/07/04 10:42 252732 590.385 819.07 91.8504 15.95 867 38.32 0 1.975 322.1 17.11 
  

2014/07/04 10:43 252733 598.724 832.008 90.6773 15.88 867 38.59 0 2.819 342.4 18.55 
  

2014/07/04 10:44 252734 594.624 823.885 90.8307 15.88 867 38.13 0 1.833 327.4 18.67 
  

2014/07/04 10:45 252735 597.427 826.198 91.0333 16.21 867 37.23 0 1.624 319.1 22.05 
  

2014/07/04 10:46 252736 600.44 828.73 91.3342 16.37 867 37.09 0 2.67 336.1 18.07 
  

2014/07/04 10:47 252737 602.771 830.467 91.6106 16.16 867 37.54 0 1.741 324.5 21.95 
  

2014/07/04 10:48 252738 597.72 819.921 92.1203 16.3 867 37.42 0 0.799 301.8 32.61 
  

2014/07/04 10:49 252739 595.81 815.44 92.1202 16.44 867 36.93 0 1.356 310.5 26.14 
  

2014/07/04 10:50 252740 604.52 827.685 92.0526 16.71 867 35.51 0 3.428 337.7 14.63 30.52° 38.26° 

2014/07/04 10:51 252741 608.874 831.772 92.3413 16.43 867 37.38 0 3.42 324.2 10.32 
  

2014/07/04 10:52 252742 615.719 842.769 91.2419 16.29 867 36.12 0 3.572 330.4 12.5 
  

2014/07/04 10:53 252743 611.837 833.224 92.1508 16.11 867 36.67 0 3.294 357.2 16.66 
  

2014/07/04 10:54 252744 604.787 818.38 93.5633 15.93 867 37.42 0 2.189 10.87 20.34 
  

2014/07/04 10:55 252745 608.286 822.788 93.6063 16.07 867 37.6 0 1.64 347.4 38.54 
  

2014/07/04 10:56 252746 613.235 830.129 93.1273 16.42 867 37.38 0 1.267 303.6 36.42 
  

2014/07/04 10:57 252747 613.963 830.056 92.5254 16.66 867 36.89 0 2.301 293.7 23.19 
  

2014/07/04 10:58 252748 614.174 828.618 92.2368 16.79 867 35.25 0 2.087 288.5 31.84 
  

2014/07/04 10:59 252749 616.459 829.348 92.8816 16.59 867 35.89 0 3.275 318.6 18.18 
  

2014/07/04 11:00 252750 617.934 829.946 93.1457 16.34 867 35.99 0 2.246 297.5 22.93 31.88° 36.08° 

2014/07/04 11:01 252751 621.025 833.916 92.9062 16.31 867 36.39 0 2.479 310.2 21.12 
  

2014/07/04 11:02 252752 623.988 837.82 92.6666 16.36 867 36.64 0 2.504 310.2 16.91 
  

2014/07/04 11:03 252753 628.713 843.95 92.5684 16.17 867 36.36 0 2.385 343.7 19.3 
  

2014/07/04 11:04 252754 630.992 846.249 92.8202 16.18 867 36.7 0 1.449 314.8 20.37 
  

2014/07/04 11:05 252755 629.888 843.315 92.6789 16.45 867 36.41 0 0.717 321.7 46.9 
  

2014/07/04 11:06 252756 621.453 827.728 93.508 16.75 867 36.06 0 0.619 6.023 46.42 
  

2014/07/04 11:07 252757 626.529 833.807 93.9072 17.12 867 35.05 0 0.492 138.5 42.63 
  

2014/07/04 11:08 252758 626.676 830.968 94.5152 17.35 867 34.57 0 0.828 154.8 57.37 
  

2014/07/04 11:09 252759 628.866 831.902 94.9021 17.38 867 34.3 0 0.629 212.9 49.92 
  

2014/07/04 11:10 252760 627.263 826.619 95.8847 17.31 867 34.56 0 1.091 313.2 38.6 33.17° 33.82° 

2014/07/04 11:11 252761 622.538 816.468 96.9042 17.25 867 34.99 0 3.131 354.9 19.16 
  

2014/07/04 11:12 252762 630.335 828.246 96.4128 16.76 867 35.77 0 2.958 344.3 15.81 
  

2014/07/04 11:13 252763 630.775 828.063 96.2163 16.59 867 34.86 0 3.405 311.9 26.83 
  

2014/07/04 11:14 252764 631.19 824.612 97.7394 16.61 867 34.88 0 2.357 291.4 26.1 
  

2014/07/04 11:15 252765 631.72 821.62 99.4958 16.71 867 34.68 0 0.565 253.1 56.47 
  

2014/07/04 11:16 252766 631.669 818.818 100.423 16.9 867 34.62 0 0.822 261.2 55.14 
  

2014/07/04 11:17 252767 636.528 825.385 100.349 16.94 867 34.81 0 1.254 295 27.08 
  

2014/07/04 11:18 252768 638.437 828.472 99.7046 16.95 867 35.02 0 0.653 307.1 39.96 
  



 

A9 

  

2014/07/04 11:19 252769 639.204 829.771 98.9861 17.18 867 34.27 0 0.97 329 27.82 
  

2014/07/04 11:20 252770 638.214 827.319 99.1212 17.37 867 32.5 0 1.222 341.9 35.32 34.38° 31.47° 

2014/07/04 11:21 252771 636.484 822.802 99.5879 17.27 867 33.06 0 3.285 348.3 18.94 
  

2014/07/04 11:22 252772 638.533 823.97 100.018 16.9 867 34.08 0 3.307 329 9.83 
  

2014/07/04 11:23 252773 636.713 820.635 100.122 16.61 867 34.66 0 1.607 318.4 28.83 
  

2014/07/04 11:24 252774 635.066 817.884 99.6125 16.74 867 34.55 0 3.218 342.7 13.06 
  

2014/07/04 11:25 252775 640.96 826.101 99.5634 16.86 867 34.26 0 2.966 331.1 12.21 
  

2014/07/04 11:26 252776 645.41 832.61 99.072 17.01 867 33.53 0 1.935 302.6 37.02 
  

2014/07/04 11:27 252777 646.943 834.894 98.3105 17.12 867 32.94 0 1.101 320.7 31.72 
  

2014/07/04 11:28 252778 649.248 837.769 98.0157 17.13 866 33.41 0 0.668 294.5 49.08 
  

2014/07/04 11:29 252779 648.411 836.864 97.4876 17.44 866 32.72 0 1.161 118.6 51.13 
  

2014/07/04 11:30 252780 650.122 839.163 96.7199 17.75 866 31.82 0 0.312 163.1 32.51 35.52° 29.02° 

2014/07/04 11:31 252781 654.056 845.468 95.725 17.79 866 32.3 0 0.508 211.1 68.16 
  

2014/07/04 11:32 252782 655.78 848.431 94.9082 17.78 866 32.41 0 1.094 149.8 71.45 
  

2014/07/04 11:33 252783 660.147 854.831 94.2081 17.79 867 32.34 0 0.983 212.9 65.43 
  

2014/07/04 11:34 252784 661.891 857.027 93.6554 17.63 866 32.52 0 0.608 279.9 61.55 
  

2014/07/04 11:35 252785 660.141 853.729 93.594 17.62 866 32.82 0 0.554 153.5 28.03 
  

2014/07/04 11:36 252786 660.843 853.327 93.7536 17.59 866 32.15 0 0.361 153 34.19 
  

2014/07/04 11:37 252787 661.916 853.751 93.9625 17.4 866 32.37 0 0.825 257.6 57.61 
  

2014/07/04 11:38 252788 662.184 853.451 93.9747 17.31 866 32.63 0 0.621 213.8 67.47 
  

2014/07/04 11:39 252789 664.853 857.662 93.7966 17.38 866 32.54 0 0.782 262.8 57.24 
  

2014/07/04 11:40 252790 663.634 854.634 94.3862 17.53 866 32.36 0 0.903 231.5 64.08 36.57° 26.49° 

2014/07/04 11:41 252791 666.041 859.676 93.1702 17.79 866 34.29 0 0.771 271.8 47.21 
  

2014/07/04 11:42 252792 665.639 858.45 93.5203 18.16 866 31.53 0 0.58 298.2 55.2 
  

2014/07/04 11:43 252793 665.568 860.201 92.0464 18.5 866 30.03 0 1.248 338.8 35.48 
  

2014/07/04 11:44 252794 667.516 863.318 91.7823 18.44 866 31.01 0 0.818 31.58 37.29 
  

2014/07/04 11:45 252795 664.413 857.99 91.7884 18.33 866 30.39 0 2.502 3.642 24.83 
  

2014/07/04 11:46 252796 664.579 857.669 91.7823 17.92 866 30.56 0 2.331 332.1 26.54 
  

2014/07/04 11:47 252797 667.644 862.055 91.7639 17.68 866 31.21 0 0.652 293.3 62.84 
  

2014/07/04 11:48 252798 666.941 861.603 91.3831 17.86 866 30.91 0 0.379 346 22.24 
  

2014/07/04 11:49 252799 665.894 859.661 91.291 18.08 866 30.53 0 0.443 120.7 62.78 
  

2014/07/04 11:50 252800 667.433 861.048 90.9962 18.29 866 30.01 0 0.539 158.8 38.63 37.53° 23.86° 

2014/07/04 11:51 252801 660.85 850.445 91.0146 18.4 866 29.89 0 0.678 148.6 32.67 
  

2014/07/04 11:52 252802 659.036 847.278 91.2357 18.52 866 29.09 0 1.019 310.3 16.33 
  

2014/07/04 11:53 252803 664.617 854.896 91.1129 18.34 866 29.6 0 1.914 284.3 35.5 
  

2014/07/04 11:54 252804 666.667 855.312 92.2797 18.05 866 29.98 0 0.884 289.4 39.43 
  

2014/07/04 11:55 252805 667.355 856.982 91.8743 17.94 866 30.04 0 0.224 207.6 49.2 
  

2014/07/04 11:56 252806 666.183 857.109 90.3692 17.95 866 30.19 0 2.145 18.55 24.49 
  

2014/07/04 11:57 252807 667.803 858.989 90.6391 17.51 866 31.25 0 3.12 39.36 19.71 
  

2014/07/04 11:58 252808 671.614 864.117 91.0074 17.27 866 31.47 0 3.045 28.14 12.6 
  

2014/07/04 11:59 252809 672.417 864.598 91.2959 17.11 866 31.78 0 3.113 17.77 13.25 
  

2014/07/04 12:00 252810 672.883 865.24 91.0871 16.97 866 31.94 0 2.267 26.44 17.25 38.39° 21.15° 

2014/07/04 12:01 252811 672.468 864.751 90.8168 16.88 866 32.32 0 1.736 5.141 12.91 
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2014/07/04 12:02 252812 671.223 864.079 90.3931 16.89 866 32.6 0 1.449 31.85 32.47 
  

2014/07/04 12:03 252813 669.072 862.073 89.908 17.25 866 31.72 0 1.731 34.22 16.69 
  

2014/07/04 12:04 252814 667.591 859.527 89.9081 17.53 866 31 0 1.41 15.39 32.81 
  

2014/07/04 12:05 252815 668.564 860.121 90.0673 17.59 866 30.96 0 3.396 0.345 26.64 
  

2014/07/04 12:06 252816 670.217 860.914 90.6444 17.37 866 31.65 0 3.443 305.5 21.54 
  

2014/07/04 12:07 252817 674.664 867.478 90.7238 17.38 866 31.61 0 3.739 304.4 19.64 
  

2014/07/04 12:08 252818 670.366 861.324 90.6491 17.39 866 31.45 0 2.141 294.8 20.01 
  

2014/07/04 12:09 252819 670.016 861.406 90.3414 17.45 866 31.86 0 1.263 263 70.86 
  

2014/07/04 12:10 252820 661.459 849.903 89.8744 17.76 866 31.1 0 1.824 309.6 23.4 39.15° 18.37° 

2014/07/04 12:11 252821 665.594 856.57 89.561 17.95 866 30.6 0 1.642 336.1 13.97 
  

2014/07/04 12:12 252822 667.87 860.331 89.4377 17.95 866 30.85 0 1.194 306.9 21.79 
  

2014/07/04 12:13 252823 667.616 859.872 89.1668 18.2 866 30 0 1.156 286.1 37.72 
  

2014/07/04 12:14 252824 667.761 859.65 89.1727 18.03 866 30.77 0 1.942 315.1 21.63 
  

2014/07/04 12:15 252825 669.335 861.894 89.3688 18.04 866 30.26 0 1.914 305.8 23.22 
  

2014/07/04 12:16 252826 666.857 857.405 89.7793 17.87 866 30.8 0 2.657 318.6 7.031 
  

2014/07/04 12:17 252827 669.076 861.283 89.9018 17.49 866 31.36 0 2.027 302.3 6.774 
  

2014/07/04 12:18 252828 669.582 862.036 89.9502 17.64 866 31.04 0 1.694 330.9 20.78 
  

2014/07/04 12:19 252829 669.455 861.831 90.2749 17.64 866 31.48 0 0.959 0.75 52.94 
  

2014/07/04 12:20 252830 670.49 862.904 90.3171 18.01 865 31.12 0 0.358 262.2 64.97 39.81° 15.51° 

2014/07/04 12:21 252831 671.486 863.108 90.6356 18.19 865 30.53 0 2.13 288.7 22.76 
  

2014/07/04 12:22 252832 669.808 860.481 90.8436 18.08 865 30.97 0 2.308 297.2 17.68 
  

2014/07/04 12:23 252833 666.851 855.904 91.2971 17.97 865 31.4 0 1.147 284.2 39.29 
  

2014/07/04 12:24 252834 666.804 855.287 91.9651 18.06 865 31.39 0 1.566 278.4 51.13 
  

2014/07/04 12:25 252835 662.653 849.361 92.1054 18.4 865 30.89 0 0.712 195.4 21.81 
  

2014/07/04 12:26 252836 665.088 853.252 92.1049 18.7 865 30.35 0 0.737 291.1 47.91 
  

2014/07/04 12:27 252837 666.509 854.948 92.479 18.81 865 30.49 0 1.713 321.9 19.22 
  

2014/07/04 12:28 252838 671.888 862.066 93.2155 18.46 865 31.21 0 2.465 330.4 17.3 
  

2014/07/04 12:29 252839 675.676 867.913 93.6087 18.35 865 31.27 0 0.826 12.93 26.32 
  

2014/07/04 12:30 252840 672.466 863.836 93.8484 18.5 865 30.96 0 1.034 354.8 53.43 40.35° 12.58° 

2014/07/04 12:31 252841 667.603 856.732 94.2601 18.79 865 30.39 0 0.826 16.7 25.38 
  

2014/07/04 12:32 252842 657.367 840.825 95.0835 18.77 865 31.13 0 1.568 52.3 37.55 
  

2014/07/04 12:33 252843 651.276 830.025 96.5386 18.67 865 31.23 0 0.75 310.6 21.91 
  

2014/07/04 12:34 252844 651.882 829.623 97.9447 18.93 865 30.54 0 0.374 264.1 37.8 
  

2014/07/04 12:35 252845 648.287 822.625 99.2894 19.29 865 30.03 0 1.756 333.2 27.29 
  

2014/07/04 12:36 252846 644.022 813.3 101.033 19.32 865 29.68 0 2.535 304.9 26.88 
  

2014/07/04 12:37 252847 645.298 812.438 102.648 18.69 865 31.77 0 2.332 299 27.3 
  

2014/07/04 12:38 252848 650.042 818.027 103.784 18.33 865 31.29 0 1.312 303 28.46 
  

2014/07/04 12:39 252849 650.967 819.201 104.208 18.06 865 31.89 0 2.87 300.4 23.79 
  

2014/07/04 12:40 252850 650.654 819.624 103.931 17.83 865 31.91 0 4.056 310.1 20.22 40.79° 9.6° 

2014/07/04 12:41 252851 657.487 830.965 103.47 17.72 865 32.04 0 4.265 327.8 12.86 
  

2014/07/04 12:42 252852 657.279 832.827 102.597 17.77 865 32.27 0 2.572 305.2 26.92 
  

2014/07/04 12:43 252853 658.315 837.739 101.006 17.91 865 32.11 0 2.509 316.3 28.27 
  

2014/07/04 12:44 252854 661.051 844.885 99.3849 18.28 865 31.67 0 0.952 300.1 40.17 
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2014/07/04 12:45 252855 654.32 838.411 97.647 18.47 865 30.61 0 0.97 36.55 31.25 
  

2014/07/04 12:46 252856 647.974 832.362 96.0198 18.37 865 31.15 0 0.263 85.9 19.52 
  

2014/07/04 12:47 252857 645.994 831.771 95.0066 18.7 865 30.79 0 0.207 77.31 23.74 
  

2014/07/04 12:48 252858 648.88 837.944 94.1286 19.05 865 30.19 0 1.444 336 23.97 
  

2014/07/04 12:49 252859 648.651 837.04 94.6199 18.86 865 30.71 0 2.416 316.7 23.7 
  

2014/07/04 12:50 252860 647.494 835.134 95.0618 18.73 865 31.04 0 1.56 254.5 62.75 41.11° 6.58° 

2014/07/04 12:51 252861 650.314 839.757 95.0492 18.82 865 30.37 0 1.617 274.6 48.85 
  

2014/07/04 12:52 252862 654.061 845.447 95.0491 18.34 865 31.12 0 1.395 277.4 42.56 
  

2014/07/04 12:53 252863 656.808 852.023 94.6433 18.11 865 32.57 0 1.137 270.9 34.13 
  

2014/07/04 12:54 252864 656.447 853.061 94.3112 18.27 865 31.1 0 1.739 294 19.38 
  

2014/07/04 12:55 252865 651.987 846.511 94.8018 18.37 865 31.88 0 1.493 280.1 14.8 
  

2014/07/04 12:56 252866 649.428 846.008 93.223 18.78 865 30.46 0 0.647 262 51.73 
  

2014/07/04 12:57 252867 647.701 845.253 92.099 18.99 865 31.36 0 0.931 239.9 67.96 
  

2014/07/04 12:58 252868 646.635 844.917 92.099 19.1 865 30.27 0 0.709 179.7 43.83 
  

2014/07/04 12:59 252869 644.03 840.926 92.4367 19.11 865 29.88 0 0.627 149 62.12 
  

2014/07/04 13:00 252870 645.398 844.218 92.2342 19.09 865 30.32 0 2.457 350.4 18.45 41.3° 3.53° 

2014/07/04 13:01 252871 644.962 843.268 92.8419 18.52 865 31.12 0 3.732 18.57 28.78 
  

2014/07/04 13:02 252872 645.249 844.165 93.4743 18.11 865 31.5 0 4.17 336.5 21.52 
  

2014/07/04 13:03 252873 646.839 846.354 94.0453 17.77 865 31.9 0 4.294 12.55 27.79 
  

2014/07/04 13:04 252874 646.914 847.46 94.309 17.52 865 32.51 0 3.041 355.9 25.55 
  

2014/07/04 13:05 252875 649.112 851.884 94.3085 17.49 865 32.14 0 3.891 17.98 11.58 
  

2014/07/04 13:06 252876 648.867 852.697 94.1791 17.35 865 32.23 0 4.196 357.2 25.3 
  

2014/07/04 13:07 252877 645.92 849.978 93.5708 17.36 865 32.71 0 1.998 348.5 18.58 
  

2014/07/04 13:08 252878 644.875 850.316 93.564 17.6 865 31.99 0 3.038 354.4 23.3 
  

2014/07/04 13:09 252879 644.277 850.579 93.1704 17.54 865 32.29 0 2.04 328.1 13.06 
  

2014/07/04 13:10 252880 642.358 849.648 93.0716 17.72 865 32.1 0 1.254 300.2 33.72 41.38° 0.47° 

2014/07/04 13:11 252881 644.672 855.166 92.7887 18.27 865 31.38 0 1.321 287.2 45.68 
  

2014/07/04 13:12 252882 643.174 853.293 92.8495 18.55 865 30.71 0 4.528 328.2 18.55 
  

2014/07/04 13:13 252883 627.448 828.885 93.5427 18.16 865 31.51 0 4.002 296.6 29.11 
  

2014/07/04 13:14 252884 610.861 803.545 94.0089 17.94 865 31.62 0 3.976 290.1 24.97 
  

2014/07/04 13:15 252885 598.386 785.143 94.3462 17.78 865 32.61 0 0.675 216.7 67.72 
  

2014/07/04 13:16 252886 575.186 750.976 94.5484 18.03 865 31.65 0 0.601 247.4 71.38 
  

2014/07/04 13:17 252887 565.487 736.535 95.1312 18.33 865 30.94 0 3.624 336.2 18.02 
  

2014/07/04 13:18 252888 554.506 717.171 96.4387 18.01 865 31.01 0 6.078 345.3 10.48 
  

2014/07/04 13:19 252889 503.47 637.586 97.6356 17.57 864 31.93 0 2.643 346.3 28.56 
  

2014/07/04 13:20 252890 472.146 588.298 99.3359 17.76 864 31.46 0 3.884 317.1 20.09 41.34° 357.4° 

2014/07/04 13:21 252891 480.87 596.139 103.025 17.76 865 31.4 0 2.626 293.5 25.41 
  

2014/07/04 13:22 252892 531.642 668.513 108.379 17.52 865 32.32 0 2.05 289 41.1 
  

2014/07/04 13:23 252893 583.952 742.637 114.07 17.74 865 30.76 0 1.712 311.4 28.26 
  

2014/07/04 13:24 252894 599.775 760.932 118.551 17.8 865 30.69 0 1.178 284 41.87 
  

2014/07/04 13:25 252895 608.972 774.93 119.994 17.78 864 31.13 0 1.241 267 67.41 
  

2014/07/04 13:26 252896 606.705 776.622 117.802 18.07 864 30.53 0 0.951 299.7 32.77 
  

2014/07/04 13:27 252897 608.172 785.791 114.474 18.31 864 30.59 0 2.527 7.186 21.39 
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2014/07/04 13:28 252898 604.578 786.709 110.729 17.98 864 31.05 0 2.486 349.1 17.74 
  

2014/07/04 13:29 252899 602.254 789.56 107.911 17.59 864 31.92 0 4.428 17.63 14.26 
  

2014/07/04 13:30 252900 597.792 785.518 106.425 17.43 864 31.74 0 4.532 356.1 10.65 41.18° 354.34° 

2014/07/04 13:31 252901 600.306 790.96 106.088 17.15 864 32.63 0 5.191 345.3 8.48 
  

2014/07/04 13:32 252902 603.517 798.05 106.063 17 864 32.73 0 3.562 352.4 17.98 
  

2014/07/04 13:33 252903 600.51 795.985 105.381 17.07 864 32.55 0 3.507 335.2 12.49 
  

2014/07/04 13:34 252904 596.092 790.981 105.105 17.17 864 32.41 0 3.208 338.7 19.13 
  

2014/07/04 13:35 252905 591.451 786.968 104.344 17.22 864 32.37 0 1.682 307.8 26.11 
  

2014/07/04 13:36 252906 588.624 785.334 103.877 17.63 864 31.58 0 2.375 356.1 31.76 
  

2014/07/04 13:37 252907 590.162 790.177 103.337 17.69 864 32.07 0 1.841 349.2 24.9 
  

2014/07/04 13:38 252908 589.632 790.87 103.521 17.81 864 31.87 0 1.748 304.9 29.82 
  

2014/07/04 13:39 252909 590.078 794.97 102.404 18.18 864 30.76 0 0.787 210.7 62.14 
  

2014/07/04 13:40 252910 589.58 795.772 102.404 18.26 864 30.86 0 2.079 294.4 34.42 40.9° 351.31° 

2014/07/04 13:41 252911 592.402 801.345 102.729 18.26 864 31.27 0 1.119 226 63.07 
  

2014/07/04 13:42 252912 594.814 806.189 103.146 18.29 864 31.19 0 2.091 288.4 31.03 
  

2014/07/04 13:43 252913 594.291 807.327 103.14 18.33 864 30.41 0 0.97 275.5 53.62 
  

2014/07/04 13:44 252914 590.052 801.826 103.146 18.29 864 31 0 2.866 281.9 31.41 
  

2014/07/04 13:45 252915 586.905 798.609 103.466 18.35 864 30.48 0 2.055 299.1 35.48 
  

2014/07/04 13:46 252916 577.26 784.61 103.294 18.41 864 31.01 0 1.308 295.8 35 
  

2014/07/04 13:47 252917 569.122 773.427 103.177 18.5 864 30.62 0 2.311 285.7 56.97 
  

2014/07/04 13:48 252918 563.843 766.562 103.14 18.52 864 31.02 0 0.946 152.2 47.61 
  

2014/07/04 13:49 252919 556.892 757.137 103.14 18.5 864 34.06 0 0.688 224.6 40.77 
  

2014/07/04 13:50 252920 548.472 745.304 103.14 18.62 864 30.1 0 1.062 145.1 67.65 40.5° 348.32° 

2014/07/04 13:51 252921 533.351 721.698 103.189 18.66 864 29.63 0 1.176 276.1 40.94 
  

2014/07/04 13:52 252922 522.595 705.897 103.14 18.56 864 30.86 0 0.88 205.8 60.85 
  

2014/07/04 13:53 252923 501.952 672.31 103.883 18.68 864 30.05 0 0.534 182.6 51.16 
  

2014/07/04 13:54 252924 486.294 648.835 103.46 18.86 864 29.99 0 1.864 335.3 26.18 
  

2014/07/04 13:55 252925 475.941 632.166 103.84 18.73 864 30.16 0 3.409 319.2 25.04 
  

2014/07/04 13:56 252926 457.053 599.608 105.203 18.43 864 30.34 0 3.912 350.3 18.63 
  

2014/07/04 13:57 252927 472.366 623.623 107.266 18.11 864 31.18 0 2.884 323.6 29.88 
  

2014/07/04 13:58 252928 489.773 650.352 109.758 18.17 864 30.65 0 3.136 306.1 24.23 
  

2014/07/04 13:59 252929 496.807 659.055 112.3 17.9 864 31.15 0 4.32 311.4 12.66 
  

2014/07/04 14:00 252930 508.942 677.803 114.566 17.68 864 31.01 0 3.023 307.2 19.55 39.99° 345.37° 

2014/07/04 14:01 252931 523.636 701.651 116.248 17.54 864 31.18 0 3.892 323.9 10.55 
  

2014/07/04 14:02 252932 531.066 715.241 117.138 17.31 864 31.64 0 2.638 302.9 14.32 
  

2014/07/04 14:03 252933 531.506 718.831 117.138 17.55 864 31.55 0 1.994 350.5 32.78 
  

2014/07/04 14:04 252934 531.723 722.354 116.714 18.04 864 30.13 0 2.845 337.1 29.27 
  

2014/07/04 14:05 252935 530.076 723.106 115.278 17.93 864 30.75 0 3.048 336.2 12.74 
  

2014/07/04 14:06 252936 525.602 722.325 112.877 17.77 864 30.84 0 0.688 297.5 39.88 
  

2014/07/04 14:07 252937 530.804 737.469 110.986 18.1 864 30.2 0 1.542 318.7 31.1 
  

2014/07/04 14:08 252938 537.653 753.497 109.654 18.3 864 29.61 0 1.708 321.6 27.41 
  

2014/07/04 14:09 252939 537.43 757.939 108.512 18.33 864 29.74 0 0.949 27.57 29.28 
  

2014/07/04 14:10 252940 529.744 749.594 106.953 18.44 864 29.63 0 0.609 56.3 66.81 39.37° 342.49° 
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2014/07/04 14:11 252941 520.77 740.198 104.786 18.71 864 29.32 0 0.612 101.5 38.16 
  

2014/07/04 14:12 252942 517.865 738.498 103.877 18.98 864 29.3 0 0.861 301.6 43.76 
  

2014/07/04 14:13 252943 514.648 734.756 103.877 18.97 864 30.33 0 1.308 262.4 52.42 
  

2014/07/04 14:14 252944 510.454 729.445 104.135 19.07 864 29.01 0 1.336 224.2 70.99 
  

2014/07/04 14:15 252945 503.599 717.518 104.712 18.99 864 28.91 0 3.931 294.9 23.34 
  

2014/07/04 14:16 252946 492.767 700.863 104.491 18.47 864 30.21 0 1.643 288.2 54.66 
  

2014/07/04 14:17 252947 489.275 699.061 103.877 18.43 864 29.91 0 1.168 236.6 56.06 
  

2014/07/04 14:18 252948 474.945 675.52 103.38 18.25 864 30.65 0 3.758 319.2 23.68 
  

2014/07/04 14:19 252949 471.434 672.303 103.177 18.06 864 30.57 0 3.618 315.8 23.25 
  

2014/07/04 14:20 252950 491.879 710.66 103.816 17.9 864 30.81 0 3.765 316.1 25.55 38.64° 339.68° 

2014/07/04 14:21 252951 491.382 711.47 103.908 18.05 864 30.92 0 1.452 265.7 52.65 
  

2014/07/04 14:22 252952 490.424 712.615 103.902 18.33 864 30.42 0 0.967 285.5 59.05 
  

2014/07/04 14:23 252953 484.883 705.495 103.877 18.6 864 30.38 0 0.573 143.4 72.59 
  

2014/07/04 14:24 252954 478.143 696.829 103.417 18.96 864 31.07 0 0.843 263.7 53.69 
  

2014/07/04 14:25 252955 479.107 701.665 103.177 19.19 864 29.48 0 0.475 183.7 65.63 
  

2014/07/04 14:26 252956 476.1 699.389 102.52 19.08 864 29.16 0 1.72 289.4 41.39 
  

2014/07/04 14:27 252957 474.664 700.345 101.894 18.77 864 29.63 0 0.733 297.6 27.88 
  

2014/07/04 14:28 252958 470.528 698.069 100.955 18.64 864 29.54 0 0.942 338.2 11.47 
  

2014/07/04 14:29 252959 472.104 705.977 99.8865 18.95 864 29.01 0 0.511 327.5 26 
  

2014/07/04 14:30 252960 471.587 709.792 98.5665 19.15 864 29.22 0 0.885 311.9 32.27 37.81° 336.95° 

2014/07/04 14:31 252961 468.172 708.698 97.1852 19.3 864 28.83 0 1.803 290.8 23.37 
  

2014/07/04 14:32 252962 467.183 711.229 96.3809 19.32 864 28.62 0 1.08 303.3 11.54 
  

2014/07/04 14:33 252963 465.6 712.491 95.6872 19.18 864 29.09 0 0.564 296.3 28.25 
  

2014/07/04 14:34 252964 466.666 719.867 94.5821 19.37 864 28.87 0 0.761 275.7 22.89 
  

2014/07/04 14:35 252965 466.819 725.25 93.4586 19.64 864 28.83 0 0.64 297.7 45.37 
  

2014/07/04 14:36 252966 467.496 730.43 92.8263 19.75 864 28.99 0 1.419 289.5 42.59 
  

2014/07/04 14:37 252967 465.725 729.601 92.8441 19.6 864 27.7 0 1.45 286.7 40.53 
  

2014/07/04 14:38 252968 466.081 730.445 93.7709 19.04 864 28.57 0 4.056 288.2 22.27 
  

2014/07/04 14:39 252969 464.044 729.867 93.7461 18.48 864 29.41 0 2.445 282.8 26.05 
  

2014/07/04 14:40 252970 462.492 732.142 92.8435 18.38 864 29.15 0 2.189 291.2 33.46 36.88° 334.3° 

2014/07/04 14:41 252971 462.744 738.199 91.6948 18.39 864 29.52 0 2.832 293.6 17.36 
  

2014/07/04 14:42 252972 460.277 737.633 90.6567 18.34 864 29.8 0 2.189 281.3 32.9 
  

2014/07/04 14:43 252973 457.478 735.023 90.785 18.14 864 30.25 0 4.882 292.3 24.01 
  

2014/07/04 14:44 252974 456.363 735.68 91.3059 17.93 864 30.7 0 4.567 319.3 17.41 
  

2014/07/04 14:45 252975 456.08 739.658 90.7038 18.01 864 30.42 0 3.192 317.1 18.74 
  

2014/07/04 14:46 252976 457.877 747.161 90.5744 18.11 864 30.12 0 2.497 302.4 17.95 
  

2014/07/04 14:47 252977 457.62 752.088 89.5365 17.99 864 30.37 0 2.287 321.9 15.13 
  

2014/07/04 14:48 252978 456.827 756.784 88.4558 17.99 864 30.38 0 2.951 307.4 22.89 
  

2014/07/04 14:49 252979 457.029 761.952 87.5283 18.06 864 30.38 0 2.437 279.4 30.78 
  

2014/07/04 14:50 252980 455.547 763.337 86.9266 18.01 864 29.94 0 4.132 301.3 15.48 35.86° 331.73° 

2014/07/04 14:51 252981 453.192 764.029 86.3004 17.88 864 30.3 0 3.004 306.7 20.51 
  

2014/07/04 14:52 252982 450.065 763.746 85.171 17.91 864 30.11 0 3.192 314.6 27.1 
  

2014/07/04 14:53 252983 445.341 759.061 84.4709 17.89 864 30.23 0 2.951 305.9 19.71 
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2014/07/04 14:54 252984 441.447 757.245 83.5379 17.93 864 30.25 0 1.106 285.7 28.28 
  

2014/07/04 14:55 252985 436.584 752.263 82.6477 18.27 864 29.84 0 2.202 296.2 31.66 
  

2014/07/04 14:56 252986 432.562 748.117 82.4879 18.18 864 30.19 0 2.577 308.3 24.57 
  

2014/07/04 14:57 252987 428.94 745.947 81.7938 18.29 864 29.62 0 1.576 296.8 31.32 
  

2014/07/04 14:58 252988 425.927 744.028 81.4069 18.5 864 29.8 0 0.668 199.4 61.14 
  

2014/07/04 14:59 252989 423.374 742.416 81.0325 18.56 864 28.69 0 4.054 325 11.96 
  

2014/07/04 15:00 252990 420.573 740.762 81.0327 18.26 864 29.06 0 3.174 344.6 13.8 34.75° 329.26° 

2014/07/04 15:01 252991 417.273 737.952 80.787 17.92 864 30.36 0 3.99 334.6 13.07 
  

2014/07/04 15:02 252992 414.929 737.461 80.2957 17.95 864 29.51 0 3.739 336.4 9.92 
  

2014/07/04 15:03 252993 410.799 732.718 80.2279 17.78 864 30.08 0 3.7 338.2 7.544 
  

2014/07/04 15:04 252994 406.931 728.984 79.8044 17.67 864 30.09 0 3.794 323.2 19.62 
  

2014/07/04 15:05 252995 404.217 726.903 79.5647 17.76 864 30.2 0 3.417 316 20.63 
  

2014/07/04 15:06 252996 401.671 725.408 79.5586 17.87 864 30.17 0 3.459 315.2 15.67 
  

2014/07/04 15:07 252997 399.501 725.488 79.5586 17.94 864 30.51 0 2.59 305.4 25.07 
  

2014/07/04 15:08 252998 397.528 726.311 78.9999 18.21 864 30.81 0 0.991 273.4 44.57 
  

2014/07/04 15:09 252999 393.794 722.986 78.7176 18.51 864 30.17 0 1.178 274.7 39.12 
  

2014/07/04 15:10 253000 388.988 717.945 77.9625 18.77 864 29.62 0 0.405 150.4 34.24 33.56° 326.87° 

2014/07/04 15:11 253001 385.713 716.149 77.3177 18.94 864 30.46 0 0.35 192.4 36.16 
  

2014/07/04 15:12 253002 381.474 712.703 76.6238 19.09 864 29.12 0 0.595 272.1 58.88 
  

2014/07/04 15:13 253003 379.512 713.976 75.9543 19.32 864 28.63 0 0.374 287 42.23 
  

2014/07/04 15:14 253004 378.668 717.438 75.5427 19.44 864 28.43 0 0.781 195.9 68.14 
  

2014/07/04 15:15 253005 376.617 718.645 74.9652 19.42 864 28.57 0 0.222 200.8 49.85 
  

2014/07/04 15:16 253006 373.294 717.2 74.3014 19.62 864 28.22 0 0.673 291.8 39.26 
  

2014/07/04 15:17 253007 369.895 714.561 73.6685 19.73 864 28.01 0 3.082 325.4 19.28 
  

2014/07/04 15:18 253008 367.455 713.389 73.6619 19.45 864 28.7 0 0.825 277.8 58.24 
  

2014/07/04 15:19 253009 365.174 712.808 73.6614 19.45 864 27.96 0 0.812 141.8 66.93 
  

2014/07/04 15:20 253010 362.522 710.43 73.5195 19.26 864 28.19 0 3.668 317 24.75 32.29° 324.58° 

2014/07/04 15:21 253011 359.766 708.101 73.586 18.63 864 29.15 0 3.347 321.2 10.5 
  

2014/07/04 15:22 253012 357.324 707.568 72.9714 18.26 864 29.67 0 3.111 304.2 15.3 
  

2014/07/04 15:23 253013 355.106 708.363 72.8294 18.26 863 29.87 0 1.096 301 30.17 
  

2014/07/04 15:24 253014 353.742 711.533 72.1778 18.44 864 30.69 0 0.83 270.5 57.21 
  

2014/07/04 15:25 253015 351.841 712.829 71.5077 18.79 864 29.86 0 0.444 300 48.38 
  

2014/07/04 15:26 253016 348.985 711.895 71.2922 19.06 864 29.55 0 0.859 147.6 37.45 
  

2014/07/04 15:27 253017 345.874 708.956 70.7206 19.24 864 28.88 0 1.168 173.9 64.6 
  

2014/07/04 15:28 253018 342.743 704.806 70.7137 19 863 28.75 0 0.635 140 56.14 
  

2014/07/04 15:29 253019 339.083 700.693 70.7068 18.64 864 29.26 0 0.879 278.4 37.67 
  

2014/07/04 15:30 253020 333.981 693.336 70.602 18.47 864 29.49 0 0.728 285.5 65.48 30.95° 322.38° 

2014/07/04 15:31 253021 329.71 688.7 70.0122 18.53 863 29.36 0 0.622 159.6 53.4 
  

2014/07/04 15:32 253022 326.657 688.323 69.3734 18.79 864 28.99 0 0.596 174 72.67 
  

2014/07/04 15:33 253023 324.089 688.077 68.5996 18.87 864 28.97 0 2.481 316.9 31.04 
  

2014/07/04 15:34 253024 320.412 684.638 68.2801 18.58 864 28.9 0 0.577 282.2 37.36 
  

2014/07/04 15:35 253025 317.207 682.185 67.7581 18.66 863 28.87 0 2.114 290.4 35.11 
  

2014/07/04 15:36 253026 315.317 682.298 67.7577 18.54 864 29.35 0 1.483 293 32.22 
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2014/07/04 15:37 253027 312.316 681.113 67.3278 18.48 863 29.43 0 0.889 281.2 44.22 
  

2014/07/04 15:38 253028 308.876 677.246 67.0207 18.54 863 29.29 0 2.445 286.5 27.37 
  

2014/07/04 15:39 253029 305.557 673.634 66.9653 18.38 864 29.75 0 1.148 275.8 51.22 
  

2014/07/04 15:40 253030 302.333 671.466 66.3759 18.42 863 30.22 0 2.091 269.6 35.75 29.54° 320.27° 

2014/07/04 15:41 253031 299.856 671.647 65.8724 18.53 863 29.17 0 0.751 184.3 53.86 
  

2014/07/04 15:42 253032 296.691 669.071 65.4856 18.56 864 28.93 0 0.769 289.6 45.4 
  

2014/07/04 15:43 253033 292.689 665.54 64.7122 18.66 864 28.95 0 0.467 158.9 33.33 
  

2014/07/04 15:44 253034 289.722 664.511 64.0124 18.8 863 29.05 0 0.55 254.7 66.02 
  

2014/07/04 15:45 253035 286.141 661.906 63.3618 18.78 864 29.04 0 0.972 208.9 64.21 
  

2014/07/04 15:46 253036 283.18 659.148 62.9566 18.65 864 29.09 0 2.166 285.8 28.74 
  

2014/07/04 15:47 253037 280.378 657.937 62.6006 18.35 863 29.41 0 0.949 280 36.44 
  

2014/07/04 15:48 253038 278.317 659.927 61.9684 18.35 864 29.51 0 1.111 275.3 24.97 
  

2014/07/04 15:49 253039 275.286 659.774 61.1827 18.47 863 29.5 0 0.557 131.1 39.84 
  

2014/07/04 15:50 253040 270.698 654.216 60.3603 18.83 863 29.06 0 0.73 253.6 59.31 28.08° 318.24° 

2014/07/04 15:51 253041 266.735 649.22 59.6974 18.99 863 28.46 0 0.64 155.2 61.69 
  

2014/07/04 15:52 253042 263.576 645.049 59.6544 18.68 863 29.03 0 1.001 248.6 59.41 
  

2014/07/04 15:53 253043 260.909 643.291 59.6544 18.48 863 29.18 0 1.16 262.1 54.86 
  

2014/07/04 15:54 253044 258.892 644.362 59.0529 18.45 864 29.06 0 0.673 255 50.46 
  

2014/07/04 15:55 253045 256.186 643.232 58.8627 18.49 863 28.82 0 1.325 275.1 41.77 
  

2014/07/04 15:56 253046 251.337 635.253 58.2428 18.43 863 28.61 0 1.761 315.4 28.72 
  

2014/07/04 15:57 253047 245.919 625.116 58.1568 18.33 863 29.48 0 1.16 277.1 28.89 
  

2014/07/04 15:58 253048 242.429 621.047 57.5063 18.47 863 29.62 0 1.202 274.6 43.2 
  

2014/07/04 15:59 253049 239.704 618.465 57.4449 18.53 863 29.09 0 0.926 253.6 58.28 
  

2014/07/04 16:00 253050 237.107 615.869 57.4449 18.47 863 29.35 0 0.608 241.8 70.42 26.55° 316.3° 

 

 

 

 


